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YOU CAN BEAT YOUR BRAIN


INTRODUCTION

Self-Delusion
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THE MISCONCEPTION: You are a being of logic and reason.

THE TRUTH: You are a being capable of logic and reason who falls short of that ideal in predictable ways.

This is a book about self-delusion, but also a celebration of it. You see, self-delusion is as much a part of the human condition as fingers and toes, and that is what we are going to explore here. Delusions, that is, not phalanges.

You assume you are intelligent, capable, rational, and full of the same glorious reason that invented calculus and ginger snaps. You were born with a chip on your shoulder, and you’ve grown into a sort of undeserved confidence over the years. It’s a human foible that comes in many flavors, and I’m assuming you are human. If you are a hyperintelligent dog, a member of an alien race, or a robot historian from our future, I apologize; please move on to the first chapter. If not, proceed toward your epiphany.

The human mind is obviously vaster and more powerful than any other animal mind, and that’s something people throughout all human history couldn’t help but notice. You probably considered this the last time you visited the zoo or watched a dog battle its own hind legs. Your kind seems the absolute pinnacle of what evolution can produce, maybe even the apex and final beautiful result of the universe unfolding itself. It is a delectable idea to entertain. Even before we had roller skates and Salvador Dalí, it was a conviction in which great thinkers liked to wallow. Of course, as soon as you settle into that thought, you’ll accidentally send an e-mail to your boss meant for your proctologist, or you’ll read a news story about how a man got trapped in a public bin in Aberdeen. It’s always true that whenever you look at the human condition and get a case of the smugs, a nice heaping helping of ridiculousness plops in your lap and remedies the matter.

The truth is that the human brain generates a mind that is deeply flawed. There are some things you just aren’t very good at and never will be. Evidence of your dumbness is everywhere. Calculators, notepads, to-do lists, checkbooks, alarm clocks—there are hundreds of inventions and applications for sale in every marketplace to make up for your shortcomings. Entire fields of expertise exist to make up for a gulf in your abilities.

Our discussion of the scientific study of self-delusion is probably best led off with the concept of preconceived notions, so let’s begin with a brief story about the thirty-first time Dartmouth College and Princeton University faced off in American football. That game helped launch an endless fleet of expeditions into the human mind, many of which you will read about after this paragraph concludes.

Both founded in the mid-1700s, Dartmouth and Princeton are part of the Ivy League of universities in the northeastern United States. You may have heard of the other six universities: Brown, Columbia, Cornell, Harvard, Penn, and Yale. Ivy League has become synonymous with the sort of people who wear “fancy pants.” The names are among the most desired bullet points on a CV, but Ivy League began as a term sportswriters used for the eight universities in New England that tended to compete against one another exclusively in athletics and, well, almost everything else.

In 1951, Dartmouth and Princeton squared off in the last game of the season for both universities. Princeton had won every game up to that point. Its star player, Dick Kazmaier, had been featured on the cover of Time that same year and would go on to become the last Ivy League player to receive the Heisman Trophy. It was a big game for both teams, which is why Princeton went bonkers in the second quarter, after a Dartmouth player broke Kazmaier’s nose. In the next quarter, a Princeton player snapped a Dartmouth player’s leg. The whole event was brutal, and both sides racked up plenty of penalties before Princeton finally won by a final score of 13–0.

Psychologists Albert Hastorf at Dartmouth and Hadley Cantril at Princeton noticed soon after the game the student newspapers of each university began printing stories that seemed to suggest two versions of the truth were in open competition to become the official version of reality. A year later, the two published a study that is now considered by many to be the best starting point for talking about self-delusion.

Hastorf and Cantril noticed that Princeton’s newspaper and alumni newsletter published accounts of the game that painted the Dartmouth team as bullies who played dirty. At the same time, Dartmouth’s newspaper published editorials explaining away the injuries caused by its team while also noting the awfulness of Princeton’s tactics. Both sides, the researchers said, remembered seeing different games. What if these students could watch the game again? thought the scientists. Sure, they remembered the game differently, but what if we showed them a film of it? Would they see the game differently in real time as well? To answer this, the scientists acquired a recording of the entire matchup, showed it to undergraduates from both universities, and had those students check when they saw infractions, in addition to marking how severe each infraction seemed. The students also filled out questionnaires.

The results? During the film, Princeton students believed they were watching a violent, uncivilized game and Dartmouth was to blame. Ninety percent wrote they felt Dartmouth had started the unsportsmanlike conduct. They also reported seeing twice as many infractions coming from Dartmouth than they saw coming from Princeton, and they found those infractions committed by their own university’s team to be much milder than those committed by their university’s opponents. Dartmouth students, however, saw something else. They didn’t see the game as unnecessarily barbarous, but as justifiably “rough and fair.” The majority of Dartmouth subjects reported both teams were to blame for the aggressive play and Princeton students were just angry because their superstar had gotten hurt. Boo hoo. They recorded an equal number of infractions by both teams but, overall, marked down half as many for their own side than did the Princeton students.

The scientists explained that each person saw a different game despite the fact that all had watched the same film. Each person experienced a different version of reality, of the truth, each in some way adulterated by his allegiance.

The great lesson of Princeton versus Dartmouth concerns how tiny and arbitrary variations can change everything. The students who watched the film, regardless of whether they had attended the real event, experienced two different versions of reality, even though on paper they all seemed like nearly identical people. As students of male-only Ivy League universities three hundred miles apart in the 1950s, they were the same ethnically and socioeconomically. As undergraduates, they were all about the same age. As northeastern U.S. citizens, they had similar cultural and religious beliefs. The only difference between them was which university they had chosen to attend. The research suggests that if you could have turned back time and had those students enroll at different universities, switching the campuses they would later stroll, their realities would also have switched.

This is where preconceived notions lead you, into naive realism—a very old concept in philosophy that was long ago murdered, burned, and buried by science. Naive realism asks this question: Do I see the world as it actually is? The answer, according to a naive realist, is yes. Up until recently, on the grand scale of human history, this what-you-see-is-what-you-get theory of the mind has had its defenders, so, in case the Princeton-Dartmouth example wasn’t enough for you, let’s go ahead and squash it before we move on.

As a modern person you should know that a motion picture is just individual photographs whizzing by faster than your brain can process. When you look at a flower, you should know that you don’t see the same thing a butterfly sees and that if you switched your eyes for insect eyes the floral world would become a psychedelic explosion of madness. Your unnavigable nighttime living room is a completely visible playground to a cat, and if you’ve ever shined a laser pointer near a feline pal, then surely you’ve realized something is going on in its tiny cat head that isn’t happening in yours. You know the world is not what it seems, and all it takes is one great optical illusion to prove it. Naive realism is, well, naive. The stars are always in the sky, but the light of the sun filtered through the atmosphere makes them difficult to see in the day. If you throw a rock into a pond, and that sploosh turns the heads of a frog and a fox, what they see is not what you see. Each creature’s version of reality is unique to its nervous system. The frog, the fox, and the person all experience the same real thing but react to differing internal representations. Your perception isn’t the only perception out there, and if the inputs can be fooled, then the image is not to be trusted.

Okay, so that’s a simple concept, and you’ve likely pondered it before, but as the football game study shows, there is another level of naive realism that is a lot harder to accept. Like most people, you tend not to question this, and it persists in just about every head on Earth.

Look away and around for a second and come back to this sentence. The things out there that you just saw in your mind aren’t generated by those objects. What you see isn’t the simple result of light bouncing into your eyeholes. What you see, recall, and feel emotionally is 100 percent created by chemical reactions in your braincase, and that means those things are susceptible to influence, editing, redacting, and all sorts of other ingredients that get added to consciousness when you construct reality out of inputs both external and internal. To paraphrase psychologist Daniel Gilbert, memory, perception, and imagination are representations not replicas.

A memory is least accurate when most reflected upon, and most accurate when least pondered. Together, those two facts make eyewitness testimony basically worthless. This isn’t what most people believe. Psychologists Dan Simons and Christopher Chabris published a study in 2011 revealing that 63 percent of those surveyed in the United States believe memory works like a video camera, and another 48 percent believe memories are permanent. An additional 37 percent said that eyewitness testimony was reliable enough to be the only evidence necessary to convict someone accused of a crime. Those are seriously shocking facts to a psychologist or a neuroscientist, because none of those things is true. You don’t record everything you see, nor do you notice everything that comes into your mind. The only things that make it past the ears and eyes are those things to which you attend. Memories are not recordings. The moment your first kiss was over, the memory of it began to decay. Each time you recall it, the event is reformed in your mind anew and differently, influenced by your current condition and by all the wisdom you’ve acquired since and all the erroneous details you’ve added.

Psychology now knows you make forecasts and decisions based on internal mental models and memories, and you assume those models and memories are accurate and perfect. Over time, with each new study, it has become increasingly clear that those models and memories are flawed, imperfect, and skewed. So it follows that your forecasts and decisions are just as mistaken.

You greatly underestimate how easily and how often you delude yourself, and how your perception can be dramatically altered from within. Throughout this book you will see that you do not passively receive reality. You actively participate in the creation of your personal universe.

The last one hundred years of research suggest that you, and everyone else, still believe in a form of naive realism. You still believe that although your inputs may not be perfect, once you get to thinking and feeling, those thoughts and feelings are reliable and predictable. We now know that there is no way you can ever know an “objective” reality, and we know that you can never know how much of subjective reality is a fabrication, because you never experience anything other than the output of your mind. Everything that’s ever happened to you has happened inside your skull. Even the sensation of having an arm is projected by the brain. It feels and looks like your arm is out there in space, but even that can be a misconception. Your arm is actually in your head. Each brain creates its own version of the truth, broadly similar but infinitely different and flawed in its details.

Hastorf and Cantril, the scientists who studied the students at Dartmouth and Princeton, said in their research that the game didn’t even exist, when you got right down to it. In the same way that a salad is just a pile of chopped-up vegetables and leaves, the game in question was just the events taking place in one space between two presses of a stopwatch. Sure, people performed actions in front of other people, and the people watching noticed some of what happened, but the game itself is just an idea, a social construct. Out of the billions of things that occurred that day in 1951, fans of both teams placed significance on a particular set of things happening in one location and agreed to call that thing a football game. That culturally defined significance helped observers define their experiences. According to the scientists, unlike most things in life, sports offer up a nice lattice of rules and boundaries, a demarcated space and assigned roles that produce routine actions. In sports, thanks to those parameters, it becomes much easier to agree on what happens during the time allotted. Yet people routinely disagree, even when the whole thing is recorded and can be played back exactly as it occurred. What is real is not just what comes into your eyes and bounces around in your mind. You change your reality as it happens. You alter your own perception unconsciously. The implications are monumental when you apply this knowledge to wars, politics, social movements, economics, and all the other titans of influence in your life that don’t happen in an arena with agreed-upon rules and aren’t recorded perfectly by history.

You see, being smart is a much more complicated and misunderstood state than you believe. Most of the time, you are terrible at making sense of things. If it were your job, you would long since have been fired. You think you are a rational agent, slowly contemplating your life before making decisions and choices, and though you may sometimes falter, for the most part you keep it together, but that’s not the case at all. You are always under the influence of irrational reasoning. You persist in a state of deluded deliberation. You are terrible at explaining yourself to yourself, and you are unaware of the depth and breadth of your faults in this regard. You feel quite the opposite, actually. You maintain an unrealistic confidence in your own perceptions even after your limitations are revealed. It is at this intersection of presumption and weakness, the beautiful combination of assurance and imperfection, where we will be spending most of our time together. This is an exploration of some of the most compelling self-deceptions that have been identified and quantified by science. This is the stuff that should be in the instruction manual for operating a human body—just like the entries science recently added about trans fats and glutens.

Herein lies a catalogue of some of the things science has learned about the flaws of the human mind and how your brain lies to you, how it cheats and edits and alters reality, and how you fall for it over and over again. So, what sorts of things will we be exploring?

Well, when it comes to your mind, you are often unaware of the source of your own feelings and thoughts, your own behaviors and memories, but instead of bumbling about confused and frightened, you possess a giant toolkit of tricks and techniques by which you invent scenarios that make life easier to comprehend, and then you believe in those scenarios. Over years and years, that jumble becomes the story of your life.

One such tool is the heuristic. In order to survive, your ancestors needed to think and act quickly. Heuristics make big, complex, daunting ideas tiny and easier to manage. Simple heuristics explain the world to you in ways that allow you to keep moving without putting too much thought into a situation. When it comes to problem solving and decision making, you have heuristics that render complicated things very simple. You use the affect heuristic, for example, to make decisions based on whether a person, problem, or situation makes you feel positive or negative emotions. Does the guy running for mayor creep you out? Let’s not vote for him. Did that doctor paint her offices puke green? Let’s not go there again. Heuristics appear in the strangest places, such as when you ponder if you should donate money to those people who make commercials about dogs and cats that get tortured and abandoned. When you wonder if you should write a cheque, you don’t ask whether that organization is legitimate, or what the chances are an abused animal can be rehabilitated, or if the organization has a strong track record in resource allocation. You instead ask yourself if the images of abused animals make you sad. The answer to that question is much easier to solve, and you then assume that you’ve solved the more complicated questions. This mental alchemy is applied to everything in your life, from whether you should quit your job to who should get your vote for president. Complicated and confusing questions morph into gut checks, and gut checks are often unreliable. When you use heuristics, you tend to believe you’ve been rationally contemplating your existence, when in reality you just took a shortcut and never looked back.

Another giant stumbling block in your mental life is a collection of predictable patterns of thought called cognitive biases. A bias is a tendency to think in one way when other options are just as good, if not better. For instance, if you tend to take a right turn every time you walk into a supermarket when turning to the left would be no better, you have a right-turn bias in your own behavior. Most people are biased in this way, and most large chain stores develop displays and lay out their interiors with this in mind. Most cognitive biases are completely natural and unlearned. They can be teased out of every person with a functioning brain. So, no matter if you were born in Egypt or Aberdeen, in 1902 or 2002, you still have the same collection of inherited cognitive biases every other human must deal with. Scientists speculate that most biases are adaptive, which just means that over millions of years they served as dependable fallback positions when you were unsure how to act or feel. For instance, you have a hindsight bias that makes you believe your predictions about the future are usually accurate because you falsely assume you’ve been able to predict the outcome of events all your life. The truth, however, is that you are terrible at making predictions but great at rewriting your memories to make it seem as if you were right all along. You also suffer from a confirmation bias that causes you to seek out information that confirms your worldview while avoiding and ignoring threatening information. Over time, this creates a bubble in which it seems there is a monumental amount of consensus for your beliefs.

Heuristics allow you to think and act faster, and biases influence you to behave in ways that typically keep primates alive and active. In modern life, though, your heuristics and biases get challenged all the time, and that’s when you pull out logical fallacies. Logical fallacies appear during arguments with yourself and others. You often begin with a conclusion already in mind and then work toward proving that you were not stupid to have drawn that conclusion in the first place. This sort of motivated reasoning often depends on warping logic to make things work out in your head. For instance, you might say hot dogs are a disgusting manufactured food product, and you can’t believe your cousin is serving them to his children, because no child should be forced to eat gross food. You’ve just committed a fallacy because your assumption was in your original statement: hot dogs are nasty. You’ve proved nothing. Your argument didn’t make the case about the nastiness of digestible casings filled with beef trimmings and fat. You’ve only stated what you believe and then said that what you believe informs your opinions. You can untangle this fallacy by rewording it like so: Kids shouldn’t be forced to eat food I believe is gross. You get confused in your own logic all the time and end up twisting language to make the world line up with your preconceived notions.

Logical fallacies, fuzzy heuristics, and incorrect cognitive biases are joined by an array of other odd truths about your dull approach to making sense of things. You are only able to pay attention to a very few things at once, but you feel as if you are paying attention to everything that appears before your eyes and emits sound near your ears. When you do pay attention, those senses are themselves very limited and imperfect. You then use what comes into your brain through those senses to construct an internal reality that both introduces into consciousness things that aren’t real and subtracts from reality things you would rather not accept. Add to this the complicated and vast system of emotions and intuitions, and you can see how tilted your view of reality can be from moment to moment. That tilted view is translated into incomplete, inaccurate memories that degrade with each recall. The glue of narrative—the innate human skill for storytelling—holds the whole misinformed hodgepodge together. Your ability to tell stories keeps you sane and stable, even if those stories can be pretty far from the truth.

Despite how fallible you are, how gullible and biased and horn-swoggled you tend to be day to day, or how much the image you have of yourself doesn’t really match the real you, you get by, most of the time. It’s a real problem, though, when politicians, CEOs, and other people with the power to change the way the world works start bungling their arguments for or against things based on self-delusion generated by imperfect minds and senses. In the fields of neuroscience, psychology, and economics, the major faults of your mind have been known for about fifty years now. Work continues in those and other fields, unraveling the nuances, but most of what science has learned on this topic has remained under academic hats. You are lucky to live at a time when that knowledge is just now starting to trickle into the conversations of laypeople. That’s the aim here: to get some of these insights into your shortcomings out there where they can be put to good use.

Some of what we will discuss has to do with the wiring of the brain, some with cultural influences, and some with ancient behavioral routines. The brain in your head was built by evolution, and the world in which your ancestors lived was full of situations you no longer face. Still, you err on the side of caution just in case. If someone throws a rope on you while you are napping, there is really no harm in freaking out, screaming, and flailing around while you try to hold in your pee. If a poisonous snake had fallen on you, such a response would have been an excellent course of action. It would be much more costly if every time you woke up to a snakelike impact you just yawned and calmly brushed it aside. Over the course of millions of years, the creatures who didn’t freak out at snake-shaped objects didn’t make as many babies as the people who did, and now that same fear is in you, along with fears of skittering creepy crawlies, heights, dark places, and strangers. This sets you up to be more afraid of terrorists than home furniture, even though falling couches and televisions take more lives each year. When you consider the world that shaped your mind is the world you are most equipped to handle, it makes sense that things such as car engines and weight loss and soufflé recipes are so hard to understand, much less laparoscopic medicine and quantum physics.

This is not a book about abnormal psychology. It is about normal psychology, the common, default, baked-into-every-brain sort of thinking you can expect to find in rocket scientists, heads of state, and the lady at the office who has a kitten calendar for personal use and a fireman calendar for business meetings. You think seeing is believing, that your thoughts are always based on reasonable intuitions and rational analysis, and that though you may falter and err from time to time, for the most part you stand as a focused, intelligent operator of the most complicated nervous system on Earth. You believe that your abilities are sound, your memories perfect, your thoughts rational and wholly conscious, the story of your life true and accurate, and your personality stable and stellar. The truth is that your brain lies to you. Inside your skull is a vast and far-reaching personal conspiracy to keep you from uncovering the facts about who you actually are, how capable you tend to be, and how confident you deserve to feel. That undeserved confidence alters your behavior and creates a giant, easily opened back door through which waltz con artists, magicians, public relations employees, advertising executives, pseudoscientists, peddlers of magical charms, and others. You can learn about yourself when you take on the perspective of those who see through your act and know how to manipulate your gullibility. A great deal can be learned and gained by focusing on your failings.

Thanks to a new way of approaching psychology, science is now beginning to paint a picture of your flaws and shortcomings, and this book is a collection of some of the most interesting delusions discovered so far. I hope when you read them you have the same epiphanies I did when I first came across them. Consider this a humility shock-and-awe campaign designed to help you feel more connected with the community of humanity. We’re all in this together, and these are our shared mental stumbling blocks. Use what you learn here to be kinder to others and more honest with yourself. There are some concrete, counterintuitive, and fascinating ways to beat your brain.

Let’s get started.


1.

Narrative Bias
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THE MISCONCEPTION: You make sense of life through rational contemplation.

THE TRUTH: You make sense of life through narrative.

At the Ypsilanti State Hospital in Ypsilanti, Michigan, right around the time the Hula-Hoop was invented, three men  began a conversation that would drag each into the depths of madness. Real madness, the kind that earns prescriptions.

This trialogue lasted two years, and at times it soared, with each man literally singing in harmony with the others. At other times it languished, descending into physical violence. Still, each morning, the men met and each tried at length to get the other two to see things his way.

Clyde Benson, Joseph Cassel, and Leon Gabor had lived very different lives leading up to their meeting. Benson was a widowed and remarried heavy-drinking farmer in his seventies. Cassel was a clerk in his fifties with a desire to be a writer, yet was too hobbled and passive, haunted by a terrible childhood, to realize his dream. Gabor was a man nearing forty, wandering from job to job after being transformed by the war. What tied them together was the conviction that they were the living reincarnation of the Messiah. That is to say, each man thought he was Jesus Christ.

The psychologist Milton Rokeach brought the three institutionalized men together in a psychiatric ward where he could observe them. In his book The Three Christs of Ypsilanti, Rokeach writes that he had the men assigned adjacent beds, had them eat together, and gave them jobs in which they interacted regularly. In addition, he had them meet daily in a visitation room with a wooden table at its center, across from windows that allowed in light from the world of the sane. Making them constant companions, Rokeach thought, might cause their delusions to cancel one another out. In his opinion, it was a rare and thrilling opportunity to have three individuals claiming the same identity, and not just any identity but one that didn’t allow for any wiggle room. The Bible said there was one Son of God, and now three people who asserted that status as their own sat at the same table with science looking on. Surely, Rokeach believed, something would be revealed about the nature of delusion, belief, and the self. Indeed, something was.

When first asked to introduce themselves, Cassel didn’t disappoint. He said, “My name is Joseph Cassel,” and when asked if he had anything else to add, he said, “Yes. I’m God.” Benson was a bit more ambiguous, saying that he “made God five and Jesus six.” Gabor followed, saying his birth certificate stated he was the reincarnation of Jesus Christ of Nazareth. Soon after, an argument began, with each man revealing how insulted he was by the others’ claims.

Through the lens of hindsight it seems not only unethical but also cruel to toss mentally unstable people in a room just to see what happens, but Rokeach was seeking a cure. He wanted the men to awaken to the epiphany of their true identities because, as he wrote, “it seems a terrible thing for a person not to know who he really is.” After that first meeting, Rokeach was crestfallen. As he put it, the “confrontation was less stormy than I had expected.” When their meeting adjourned, the three men just sort of walked away feeling confident in their own views of reality. Rokeach wrote, “Perhaps they did not fully grasp the extraordinary nature of this confrontation—at least not in the way we did.”

As the men met again and again, their individual delusions unfurled, showing their complex and byzantine structures. Each man’s explanation of how it came to be that Jesus Christ was trapped in a psychiatric ward in Michigan manifested as a unique maze of stories and logic that would make sense internally for a moment only to collapse as Rokeach prodded. As the constructs fell apart, the men swiftly rebuilt them, and the conversations took on the appearance of people exchanging lines from different plays. Still, each man often remembered the intricate details of the other two men’s explanations, and picked them apart as if he were a political candidate debating the finer points of an opponent’s tax plan.

Rokeach wrote that he would attempt in each session to bring the conversation back to the impossibility of three Christs and asked the men to address the problem. When forced to explain, they didn’t come to a sudden realization that they were being delusional; they didn’t reel in awe after being struck by the insight that their identities were showing cracks. No, they just dismissed the other two men’s claims. Benson said the other two were some form of cyborg and not actually alive. Inside them, he said, machines controlled their movements and provided their voices. Gabor believed the other two men were lesser gods who came after him and then were reincarnated. Cassel’s explanation was the most accurate and prosaic. He said the other two men were insane patients in a mental hospital.

When asked to explain themselves, the men usually dismissed the fact that they were in an institution. They weren’t patients, they said. They were Jesuses who just happened to be in that room at the moment. The poseurs ought to wise up and worship the true Christ, who was, according to each man, he.

Within three weeks, the arguments led to punches, but the violence didn’t last. Over the twenty-five months, most of the conversations were quite civil, albeit filled with nonsense. The one thing that stayed constant was that each man refused to budge when it came to his belief. Instead, he desperately defended his delusion, but the methods differed. Benson was stoic but inarticulate, so he lashed out with rage and threats. Cassel was more eccentric, tossing bread into toilets and books out windows. He walked away from the arguments and tried to steer the conversations in a different direction when they threatened his identity. Gabor, though, was the intellectual member of the trio, and his delusions were dazzling to the point of being reasonable at times. He spoke at length at the meetings, delivering impassioned, eloquent soliloquies and often led the discussions and asked his own questions of the other men. Their talks ranged from hunting to whale bones to cookies and England. Still, Gabor’s speeches dove right to the bottom of the grandly nonsensical. When quiet, he told Rokeach, he was actually grinding negative engrams in the squelch chamber inside his skull. As time went on, talk of Jesus and God faded.

Rokeach wrote, “The three Christs were, if not rational men, at least men of a type we had all encountered before; they were rationalizing men.”

Rationalizing men. The sort of people who find a way to spin everything around them into a tale that makes sense in the context of who they believe themselves to be. The three Christs never changed their beliefs. Over two years of psychiatric care and psychological examination, questioned and challenged, sitting across from people claiming their very identity to be a sham and claiming that identity to be their own, they never gave in. The other two guys had problems; I’m the one who has it all figured out. The fact that the men at Ypsilanti believed themselves to be the same man, Jesus, was the only thing that really stood out about their stories. Everything else they did fell in line with what a psychologist would expect from a human being.

You seem to be able to see through the lies and rationalizations of other people, as Rokeach said. You’ve encountered enough instances of that sort of thinking that you let it go in person and gossip about it over tea. It’s part of life—watching other people lie to themselves to get by. Yet, when you do it, it gets swept under the mental carpet. You probably don’t wake up and assume you are brushing the teeth of Jesus, but as you saw with the men in Ypsilanti, even at that level, you would probably still see through your own flaws only when they were copied and pasted onto another person.

Like these three men, all your assumptions about reality come together in a sort of cohesion engine that runs while you are awake and reassures you that things are going as expected, no need to panic. You come along and take the output of the cohesion engine and use it to make sense of reality, and your preferred method (everyone’s preferred method) is to couch everything in the form of a story with you as the hero or heroine. It’s sort of weird, but it keeps you alive.

The simpler creatures of earth, the worms and amoeba and water-droplet-dwelling protozoa, stay alive with very simple rules. Basically, they go toward things that nourish them and avoid things that harm them. The spectrum of their reality is narrow and uncomplicated. They don’t fret about the future or wax poetic about the past; they may not even have a concept of time at all. Their system works, and it has kept them alive for a few billion bookless, mythless, historianless years. Their nervous systems are so simple that their minds, if you can even call them that, don’t need much more than the ability to sense things that are usually good and usually bad, and the ability to move in the appropriate direction while avoiding obstacles.

Your nervous system is a bit more complicated, so you have more tools than just stimulus and response. A roundworm has about three hundred neurons. A cat has about a billion, and you have about eighty-five billion. Wire those neurons together and get them processing on multiple levels, and you can navigate the muddy mosaic of the incomprehensible complexity of the cosmos much better than the average kitty. Of course, you still have those old stimulus-and-response routines inherited from way back when—birthday cake and grizzly bears illicit two very different reactions in a normal human brain—but there is so much more at your disposal than just seeking good and avoiding bad. To match the complexity of your conscious experience and your unconscious processing, to deal with the constant confusion bombarding your senses and the noisy chatter of the agencies within your mind, you’ve developed the ability to knit everything together into something simpler and less accurate, something less informative but more entertaining, and most times more useful. You have a very complex and astonishingly powerful mass of nervous tissue bobbing around on top of your neck, so you search for something other animals do not: meaning. The day-to-day reality of your waking mental life makes sense because you turn events into stories and stories into memories and memories into chapters in the tale of your life. When you gather with others, they tell you about their reality in the same story format, and the better the story, the more likely you are to accept their explanation.

Jokes and movies, comic books and professional wrestling, television shows and news programs—they all present dramatic interpretations of facts and fiction in the format of a narrative for the same reason we put chairs in cars. The shape of a human body fits nicely into a seat. The shape led to the form. The form now belongs wherever butts reside. Babies prefer classical music played forward rather than in reverse. The same motivations that drove Vivaldi to write in one way and not in another drive infants who listen to his music for the first time to enjoy it when played properly, and reject it when played backward. Art is the pursuit of that which symbols represent absent those symbols. The things you find beautiful and ugly arrive in your mind along ancient, predetermined paths toward smiles and frowns, and although those feelings get filtered through cultural attitudes, societal norms, and mores shifting from one era to the next, the bedrock of what you seek and what you avoid begins with primal motivations to expose yourself to that which your knee-jerk responses suggest are positive or negative. Your mind makes sense of its inputs and memories in the form of stories both coming and going, and so that format appears wherever information is presented. The shape of your mind led to the format. That format now appears wherever information migrates between brains.

This is your narrative bias—a bias in that when given the option, you prefer to give and receive information in narrative format. You prefer tales with the structure you’ve come to understand as the backbone of good storytelling. Three to five acts, an opening with the main character forced to face adversity, a turning point where that character chooses to embark on an adventure in an unfamiliar world, and a journey in which the character grows as a person and eventually wins against great odds thanks to that growth. According to mythologist Joseph Campbell, that is pretty much every story ever written, except for the tragedies. Those are cautionary tales in which the protagonist fails to grow, chooses poorly, submits to weakness, and as a result loses. You enjoy both versions of the story because that’s how you make sense of your own life. That is how you boil down and simplify who you are, why you are here, what you’ve accomplished, and where you are heading. Books, movies, games, lectures—every form of information transfer seems better when couched in the language of storytelling.

Framed within a story, an unbelievable account becomes plausible. Which of these two statements is most likely to be true? A Buddhist monk stripped naked and yelled at a group of children because he lost his temper. A Buddhist monk stripped naked and yelled at a group of children because he lost his temper after learning his village had been burned to the ground during a political uprising. The second one seems more conceivable, right? It seems crazy to imagine a peaceful pacifistic holy man would do something so rash, but when you learn the whole story it seems possible, not necessarily because you have more information but because you can see that information strung up as a narrative. You often move on without skepticism if the question of why gets resolved in a pleasing way. Consider this: Elizabeth burst into flame while trying on a new bra. Elizabeth burst into flame while trying on a new bra after being cursed by an angry gypsy whose foot Elizabeth accidentally ran over with a shopping trolley on the way to the dressing room. Even though the second account seems more likely, the gypsy curse stuff might not work for you, but for some people that would be a fine explanation. This is partially explained by the conjunction fallacy. Your narrative bias is bolstered when you are presented with an abundance of information. The more info you get about a statement, the more likely you are to believe that statement.

The classic example of the conjunction fallacy comes from the work of psychologists Amos Tversky and Daniel Kahneman, the great pioneers of cognitive bias research, who in 1982 presented a puzzle I will showcase here in story form: Linda grew up in San Francisco, and while other girls played with dolls, she read philosophy books. She was always the kind of child who would stomp and snort when she didn’t get her way, and her parents had a hard time teaching her not to talk back. She graduated from high school a year early and was accepted to Harvard, where she received a degree in philosophy. Before entering the workforce, Linda spent some time in the Peace Corps helping women gain access to health care in and around the Congo region of the continent of Africa. Unmarried, with no children, she is now back in the United States working on a Ph.D. in political science. Which is more likely? Linda works at a bank, or Linda works at a bank and writes for a feminism blog? This might blow your mind, but the answer is that it is much more likely Linda just works at a bank. All that extra information frames the character of Linda in a way that makes it seem to many people she is a feminist, but that doesn’t change the raw statistical truth that a person is more likely to have only one trait out of a bazillion than they are to have two. If I had asked, “Is it more likely Linda is a feminist or Linda is a rally driver?” you would be correct to assume that, based on what you know, Linda prefers studying equality more than she does gear ratios. But that’s not what I asked. Simply put, there are many, many more people in this world who work at banks than there are people who work at banks and also write for feminism blogs. In fact, the more possibilities, the more improbable their combination becomes compared with just a single trait. It is very unlikely that Linda works at a bank, runs a feminism blog, votes Democratic, lives in California, donates to the World Wildlife Fund, and enjoys Tori Amos. When you look back on the story of Linda, the chances that any one of these facts is true is pretty high, but the chances that any two of them are true about the same person is much less likely, and any three lesser still, and so on. It sure doesn’t seem that way, though, does it? That’s your narrative bias at work, supported by the conjunction fallacy and held together with the representativeness heuristic, or your tendency to ignore odds and instead judge the likelihood of something based on how similar an example is to an imagined archetype.

Among the many things the brain does to keep you alive and thriving is to generate a sense that there are causes that lead to the effects you witness and feel, and effects that follow from causes that can be tracked down and highlighted. You believe there are signals amid the noisy weirdness of life, patterns in your chaotic tumbling through time, and predictable rules by which reality can be assumed to operate. You would be surprised to learn how often each of these assumptions is false.

For many years, the U.S. Air Force has trained pilots using a giant contraption called the Holloman centrifuge. The centrifuge is basically a fake cockpit attached to a giant shaft of metal with a tremendously powerful motor at its center. The center spins, rotating the shaft, and propels the cockpit round and round with a pilot inside. Imagine a string tied to a rock, and then imagine spinning that rock around lasso-style, and then imagine you are inside the rock. Pilots do this to feel the effects of g-forces, or gravity. In a high-performance fighter jet, pulling up and away from the Earth or turning hard at insane speeds applies g-forces to the body. When you accelerate in one direction, you feel the pull of Newton’s laws in the other. When you hit the accelerator in a car, for example, your head is forced to flop backward. In a jet, that force is much greater, and the blood in your arteries can’t get to your brain. The effect is like a chokehold, and pilots often pass out or become incoherent zombies. Either way, pulling too many g’s, as they say, can end in disaster.

The air force and agencies such as NASA use centrifuges to create massive g-forces in a controlled environment. This way, they can teach pilots techniques for keeping blood in their brains. Such techniques involve lots of grunting and straining, which would otherwise seem a bit embarrassing if, you know, they weren’t fighter pilots. At a certain point, pilots will black out and lose consciousness. As they go in and out of this state, they often report visions, hallucinations of the fantastic and the everyday, like dreams. James Whinnery, a medical doctor for the air force, has studied hundreds of these blackouts over the last thirty years, videotaping them and comparing their nuances, interviewing the pilots and recording their reports. Over time, he has found striking similarities to the same sorts of things reported by patients who lost consciousness on operating tables, in car crashes, and after returning from other nonbreathing states. The tunnel, the white light, friends and family coming to greet you, memories zooming around—the pilots experienced all this. In addition, the centrifuge was pretty good at creating out-of-body experiences. Pilots would float over themselves, or hover nearby, looking on as their heads lurched and waggled about. As Whinnery and other researchers have speculated, the near-death and out-of-body phenomena are both actually the subjective experience of a brain owner watching as his brain tries desperately to figure out what is happening and to orient itself amid its systems going haywire due to oxygen deprivation. Without the ability to map out its borders, the brain often places consciousness outside the head, in a field, swimming in a lake, fighting a dragon—whatever it can connect together as the walls crumble. What the deoxygenated pilots don’t experience is a smeared mess of random images and thoughts. Even as the brain is dying, it refuses to stop generating a narrative, the scaffolding upon which it weaves cause and effect, memory and experience, feeling and cognition. Narrative is so important to survival that it is literally the last thing you give up before becoming a sack of meat. It is the framework of your conscious experience. Without it, there would be nothing but noise. Better still, after the pilots regain consciousness they go through the same sort of explanatory routines as patients in emergency rooms who have technically died and returned to life. After the psychedelic wonder of a prolonged loss of oxygen, many people see that light and tunnel as the passage to the afterlife. The stories differ, depending on the belief system, but there is always a story.

One of the most perplexing aspects of the pilots who cross over and come back is that they come back whole. When their brains return to normal, they reassemble back into the person they were before. Neuroscience isn’t certain how you reassemble your sense of self each time you wake up in the morning, but your personal narrative certainly has a lot to do with it. In neurologist Oliver Sacks’s great book The Man Who Mistook His Wife for a Hat, he describes the wild confabulations of his brain-damaged patients and notes that they seemed driven “to replace what was continually being forgotten and lost” because narrative “for each of us is a biography, a story.” According to Sacks, to be yourself you must feel as though you own your self. When you feel your story slipping away from you, you “recollect the inner drama” of yourself because your identity depends on feeling as if you have a firm grip on your story so far. That is why studying those whose narratives stray very far from what the people around them are witnessing is intensely revelatory. Let’s take a quick stroll through that territory by first returning to the early days of brain science.

After serving as a military surgeon in 1870, Jules Cotard joined a clinic that did what it could with the knowledge of the day. Cotard and others at the clinic treated those with what one lecturer called “madness in all its forms.” Cotard was one of the pioneers of neuroscience, connecting behavior to the physical locations in the brain. As he progressed in his career he became particularly interested in patients who exhibited aphasia, or difficulties with language. He would follow those patients past death to the autopsy table in search of the cause of their maladies, and he encouraged other doctors to do the same. In 1880, Cotard introduced a newly identified medical condition to the world. He called it délire des négations, or “negation delirium.”

He told an audience in Paris that sometimes when a person’s brain was injured in just the right way, that person could become convinced he was dead. No amount of reason or cajoling acrobatics could talk the person out of the fantasy. In addition, the condition wasn’t purely psychological. It originated from a physiological problem in the brain. That is, this is a state of mind you, too, could suffer should you receive a strong enough blow to the head.

There are about a hundred accounts in the medical literature of people displaying what is now known as Cotard’s delusion. It is also sometimes known, unsettlingly, as walking corpse syndrome. If you were to develop Cotard’s delusion you might look in the mirror and find your reflection suspicious, or you might cease to feel that the heartbeat in your chest was yours, or you might think parts of your body were rotting away. In the most extreme cases, you might think you’d become a ghost and decide you no longer needed food. One of Cotard’s patients died of starvation.

Cotard’s syndrome and its delusions are part of a family of symptoms found in other disorders that all share the same central theme: the loss of your ability to connect emotionally with others. It is possible for something to go very wrong inside your skull so that your brain can no longer feel a difference between a stranger and a lover. The emotional flutter of recognition no longer comes, not for your dog, your mother, or your own voice. If you were to see a loved one and not feel the love, you would scramble to make sense of the situation. Sans emotion, loved ones become impostors or robots or doppelgängers. If the connection to your own image is severed, it becomes reasonable to assume that you yourself are an illusion. Faced with such a horrifying perception, you will invent a way to deal with it.

Sufferers of conditions such as Cotard’s delusion devise weird, nonsensical explanations for their reality because they are experiencing weird, nonsensical input. The only difference between these patients’ explanations and your own explanations is the degree to which they are obviously, verifiably false. Whatever explanations you manufacture at any given moment to explain your state of mind and body could be similarly muddled, but you don’t have fact checkers constantly doting over your mental health. Whether or not your brain is damaged, your mind is always trying to explain itself to itself, and the degree of accuracy varies from moment to moment. Psychologists call these false accounts confabulations—unintentional lies. Confabulations aren’t true, but the person making the claims doesn’t realize it. Neuroscience now knows that confabulations are common and continuous in both the healthy and the afflicted, but in the case of Cotard’s delusion, they are magnified to grotesque proportions. The same narrative bias driving your explanations is what causes confabulation among those with serious physical damage to the brain.

The great neuroscientist V. S. Ramachandran often speaks of confabulation when discussing anosognosia, a medical term for the denial of disease. In his practice he has encountered many people who suffer from a physical disability yet do not explain that disability in a way that corresponds with reality. One of his patients suffered from paralysis in one arm, but denied that she was paralyzed. When asked to explain why she couldn’t move her limb, she said it wasn’t hers. She said it was her mother’s arm, and her mother was hiding under the table playing a prank. He also treats patients with anterograde amnesia, who cannot form new memories. Every ten minutes or so, a person with this problem has her memory rebooted, and to her, it is as if she has suddenly found herself in the hospital, with no recollection of how she arrived there. Instead of freaking out, a patient with this sort of amnesia will often tell caregivers that she works in the hospital or that she is visiting someone. A person with Anton-Babinski syndrome will deny that she is blind, even though a stroke or an accident has rendered her sightless. Doctors are sometimes shocked to learn the patient can no longer see, because patients fail to bring it up during examinations. Often, nurses first learn of the blindness after the patient casually walks into walls or describes his surroundings, pointing out people and objects that don’t exist.

A confused mind gets unconfused very quickly. When things seem weird and nonsensical, the brain makes them make sense immediately. Disorientation gets orientated, even if that means temporarily believing in something that is several time zones away from being the truth. A tangled, uncomfortable situation gets straightened out into a narrative so that the organism (you) can get back to the business of making jokes and wondering what’s for dinner. The brain turns chaos into order so that you don’t bump into walls and pet scorpions, and at the first sign of trouble, the first inkling of befuddlement, your neurons start cranking out false clarity. The three Christs of Ypsilanti, the people who deny their own arms, the people who claim they aren’t blind—they are all creating narratives to stay sane. Without that tendency, it would be very difficult to be a person, so it serves you well in most situations, so well you rarely notice it. It’s only when things go wrong that confabulation becomes noticeable and problematic, even life-threatening. Still, it is always there in the background. All brains are bards, all selves audiences to the tales of who they are.

Ramachandran told me, “I like to compare it with a military general who is receiving different sources of information while preparing for battle. So he is preparing to launch battle at six in the morning, and at five fifty-five, he’s got all the generals lined up and all the scouts have brought him information, and he’s going to launch battle at dawn, at six a.m. exactly. Suddenly, one chap comes along and says, ‘This is wrong. We’ve seen the enemy is actually six hundred [soldiers strong], not five hundred. We were misinformed.’ What you do is you say, ‘Shut up.’ You don’t revise all your battle plans; it would be too costly. What’s the likelihood that this one guy is right and everybody else is wrong? Let me just ignore what he is saying. This is what we call denial, the tendency to not accept information that’s contrary to your sense of narrative. But if that chap comes and says, ‘They’ve got nuclear weapons. I’ve just looked through the telescope, and they’ve got nuclear weapons.’ Then you would be foolish to launch war. You have to say, no, let me change my paradigm, let me shift gears.”

According to Ramachandran, as an organism, you desire “stability of behavior.” The last thing all the various agencies of your mind want is the whole system going off in random directions, out of control. When your brain senses trouble, senses that something out of the ordinary is going down, the first instinct is to create a narrative as a sort of defense mechanism against chaotic and risky behavior.

“You can’t overdo it,” said Ramachandran. “We think all these denial mechanisms, these Freudian denials—rationalization, confabulation, denial, repression, all of that—mainly occur in the left hemisphere of the brain. The right hemisphere is your devil’s advocate. If the denial becomes excessive, it kicks you in the butt and says, ‘Look, you’re overdoing it; you’d better face up to reality.’”

In some people, the right hemisphere can’t push back against seemingly ridiculous narratives produced by the left hemisphere, Ramachandran explained. Serious damage to the systems on the right side render it toothless. In those cases, the left hemisphere gets to make up whatever it wants, and the right hemisphere goes along with it.

“You see that the arm is paralyzed. The left hemisphere patches it up and says, ‘Don’t worry.’ The right hemisphere would ordinarily correct it and say, ‘Don’t be stupid; you are paralyzed.’ That mechanism is messed up, and so the guy denies the paralysis and denies that the arm belongs to him. But the sort of everyday denial we see all the time is not unique to patients, but it’s grotesquely amplified in these patients because of the damage to the right parietal.”

If you are free of brain damage, you will experience what Ramachandran calls a “push-pull antagonism” between the hemispheres. The more novel the situation, the more the left brain tries to explain it away and works to generate an “internal sense of narrative,” and the more the right brain scrutinizes the dubious nature of that explanation.

Here’s a novel situation from my own life: My friend Devon Laird was brushing his teeth one morning when out of the corner of his eye he noticed his living room ceiling give birth to a large adult naked man. The man fell upside down into a wicker papasan chair amid a rain of insulation. The ceiling had ruptured and split apart like a blossoming flower, and in the chaos, Laird stood dumbfounded for a moment while his girlfriend yelled at the crumpled figure, demanding he leave at once. The man stumbled to his feet, politely adjusted the chair upright, opened their front door, and leapt outside. He then spun on his heels and asked Laird and his girlfriend if they would be so kind as to lend him some shorts. What followed was one of the most awkward silences in all of recorded history, promptly broken by more pointing and screaming. Realizing no one was going to fetch him some clothes, the ceiling crasher, naked and silhouetted by the morning sun, snatched a jacket from the coat rack just inside the door and ran away.

My friend and his girlfriend faced each other, bewildered, insulation still wafting to the floor, and waited for an explanation. While they were waiting, their brains started doing what brains do best: making things up. An hour or so later, I was standing with a group of friends listening to Laird tell this story. Later still, I started telling his story to other people, and they started telling it to other people, and at each step, the speculation grew. Eventually the story hit the local media, then bounced around the echo chamber from large market to even larger market, until it made the rounds on national television as one of those News of the Weird segments. By the time the story ran out of gas, there was still no official explanation.

Today we know the solution to the puzzle, and I’ll tell you, but take a moment right now to speculate as we did.

Right after it happened, I remember talking to Laird. He said that his initial thoughts while standing there with toothpaste in his mouth, face-to-face with a naked man who had just fallen from his ceiling, were that this guy was trying to burgle his apartment. Later, when they saw police cars outside and learned the crasher was wanted for parole violation, that story seemed even more plausible. We both came up with dozens of other possible scenarios. Maybe this guy was adept at the Mission: Impossible–style of burglary and didn’t want to risk snagging his clothes on a nail. Maybe he had been living in between the walls for weeks, subsisting on rainwater and whatever he could sneak out of open pantries, and he was naked because maybe it was hot in there. Maybe he was running from the police, had shed his inmate garb, and had slinked into an air vent, and had fallen through only because he trusted what he had learned in action movies. Reading the comment threads and forums right after the story hit the Internet, you could see everyone else was doing the same thing. We were all creating stories, grasping for an explanation. All we had was an aftermath, and it drove us all crazy that we might not know how that man ended up on the floor of a second-story apartment adjusting furniture in a stranger’s home sans clothes while covered in insulation. “There has to be more to the story,” we all said, but what we meant was that there had to be a story, some story, some explanation, that fit into story form. Otherwise the world would no longer make sense.

Consider the story you have already created concerning the man who appeared nude from the ceiling portal. This is certainly a novel situation, and, as with us, your left hemisphere went right to work trying to come up with an explanation. We didn’t presume the guy was a secret agent spying on my friend because our right hemispheres told us that wasn’t really a believable story. So what was the real explanation for the man who fell from above? Here you go: He was having sex with his girlfriend (Laird’s next-door neighbor) when the cops knocked on the door. His coitus interrupted, and still nude, he scrambled for a way out and saw a hatch in the ceiling of his lady’s wardrobe. He lifted the hatch and hoisted himself up into the tiny attic, where he punched through a thin partition that separated her apartment space from the apartment next door. As the wanted man squirmed from one attic to the next along the wooden supports, he slipped, planted his weight in the insulated area between two beams and submitted to the cruel pull of gravity and the maximum load-bearing allowance of drywall.

When this explanation arrived, everyone waiting to understand did what Ramachandran would have expected us to do. We pinged our right hemispheres: Is this within the spectrum of narratives I am willing to accept? Does this account of reality meet our minimum requirements for logic and continuity? Yes, we said. Yes, it does. And then we went on with our lives and ate some pie.

Like all humans, you eventually reduce every confusing element of life down to two questions: Where did we come from, and why are we here? How these questions are answered has formed the nuclei of whole civilizations. Cultures ask these questions of the universe as a whole, of nations and states, of businesses and Girl Guide troops. Existentially speaking, some individuals come up with an answer and stick with it, while some are content to live their lives never satisfied with an explanation.

The emerging field of narrative psychology adds a third fundamental question: Why do you want to know the answer to these questions? Why, asks narrative psychology, do you seek meaning? According to psychologist Dan McAdams, when your attempts at narrative fail you, that’s when you free-fall into malaise and ennui, anomie and stagnation. This, he suggests, is why people lose themselves after retirement. Without a narrative binding, their wants, needs, and goals fall apart. McAdams is one of the pioneers of narrative psychology, and across several books he describes the predictable process of personal myth formation and the universal nature of mythology. Storytelling, he writes, appears in every human culture. According to McAdams, meaning is more important than happiness, and “to make meaning is to create dynamic narratives that render sensible and coherent the seeming chaos of human existence.”

The central argument of narrative psychology is that you do not use logic and careful analysis to unravel the mysteries of who you are and what you want. You do not hypothesize and test. You don’t study, record, and contemplate the variables of life and the people you meet along the way. Objectivity and rationality find it difficult to thrive in your intellectual ecosystem. You perceive time as a path from the past to the present with all the events of your life in between. You imagine life begins in one place and ends in another, and there are obstacles and climaxes along the way. You need a narrator in your head to make sense of the buzz generated by your giant network of neurons. You search for causes and effects that will explain the world in such a way that benefits your self-image. Over your bloodline’s long history, the narrative evolved as the best method by which to pass meaning from one person to another, and it remains true inside this sentence.

Narratives are meaning transmitters. They are history-preservation devices. They create and maintain cultures, and they forge identities that emerge out of the malleable, imperfect memories of life events. It makes sense, then, that every aspect of humanity concerned with meaning, with cause and effect, will lean heavily on narratives. For instance, documentaries, books, and films about World War II present it as a story with a definite beginning and an end. In truth, nothing has a beginning and an end. World War II is a vast, blurry labyrinth of causes and effects, a dense morass of confluences with an infinite number of initial conditions and effects that are still reverberating in everything humans are doing across the planet. A good narrative carves a path through that mess, and within the confines of that path, things make sense. This is the basis of your narrative bias. When given the opportunity to make sense of life on your own terms, you prefer to both tell and hear the details in story form. You place yourself at the center of it all as protagonist. You see your life in phases, like chapters, and your past as a series of victories or defeats against antagonists major and minor. Life makes sense when looking in the direction of the past because you can edit it into a story. The past seems so simple, and thanks to narrative, you think it must have also been predictable. This is what psychologists call your hindsight bias. In studies, people who write down their predictions of how major news events will turn out typically recall themselves as being much more accurate than they really were. Since you rarely record your predictions, you rarely notice how wrong they tend to be. As a result, you tend to trust your current predictions far more than you should.

Your narrative bias makes it nearly impossible for you to really absorb the information from the outside world without arranging it into causes and effects. Most animals just do what they do. Sea cucumbers and aardvarks don’t think about their actions; they don’t feel shame, pride, or regret. You do, even when there is no reason to. If you look back on a behavior, thought, or emotion and feel befuddled, you experience an intense desire to explain it, and that explanation can affect your future behavior, your future thoughts, your future feelings. The most common way you do this is through something termed a post hoc rationalization. A post hoc rationalization is an explanation after the fact that makes enough sense to you that you can move on and not get stalled second-guessing your own motivation. If you want a nice chilled glass of beer after a long day of helping your best friend move into his flat in the middle of the summer the day before his electricity gets turned on, you look back on the situation and find it easy to explain the source of your desire, choice, action, behaviors, and emotions. You were hot. Beer is nice when you are hot and hanging out with friends. Yet, if we could hit Rewind and trace all the millions of influences on your mind leading up to the moment you suggested grabbing a cold one, you might notice that you sat through a particularly silly beer commercial the night before; or that you passed an obnoxious, sudsy billboard; or that the last time you were in the supermarket, you passed a pyramid of beer bottles; or that when you visited your mum last, she forced you to sit through her Meerkat Manor DVD boxed set and somehow the word Meerkat made you imagine the as-yet-uninvented Beerbath, which you would love to float in after such a rough day of heaving end tables. Translated from Latin, post hoc ergo propter hoc means “after this therefore because of this.” Because of your narrative bias, you find it irresistible to connect the dots and invent stories to help explain not only the banal (wanting a cold beer) but also the fantastic (sacrificing a virgin to keep the corn growing). In its purest form, you use post hoc rationalization to explain why one event follows another. If you eat a late-night kebab and get violently ill, the story almost writes itself. Yet that’s an inaccurate assumption of reality. You can’t know for sure what made you sick, but thanks to post hoc rationalization and the narrative bias, you may never eat a kebab from a kebab van again. Stories are linear, and that linearity helps you make sense of what is happening to you. You prefer a clear cause and effect, but just because the corn grows high after the annual goatball tournament and ritual beheading extravaganza, it doesn’t mean the two are connected.

Thanks to your narrative bias, the world doesn’t make as much sense unless the players are seen as characters. Great characters by their nature must be infused with human qualities, or they cease to have meaning. So, as you construct your tales, you tend to anthropomorphize the animals or kitchen appliances or landscapes within them.

Narrative bias really shines during moments of reflection in which you ponder the central character in your story: you. You have a real sense that you are you and not that guy next to the cash point who wears Tesco bags for underwear. The idea of personal boundaries—that there is a place where your self ends and the outside world begins, that you are in control of your actions and not being controlled by an alien parasite, that your story is yours—comes together in a gumbo of assumptions you generally refer to as the self.

You might find it alarming, then, to learn that neuroscience and psychology have teamed up over the last twenty years and used their combined powers to reach a strange and unsettling conclusion: The self is not real. It’s just a story like all the others, one created by your narrative bias. After all, you are just a pile of atoms. When you eat vanilla pudding, which is also a pile of atoms, you are really just putting those atoms next to your atoms and waiting for some of them to trade places. If things had turned out differently back when your mum had that second glass of wine, the same atoms that glommed together to make your bones and your skin, your tongue and your brain, could have been arranged to make other things. Carbon, oxygen, hydrogen—the whole collection of elements that make up your body right down to the vanadium, molybdenum, and arsenic could be popped off you, collected, and reused to make something else—if such a seemingly impossible technology existed.

Like a cosmic box of Legos, the building blocks of matter can take the shape of every form we know of, from mountains to monkeys. If you think about this long enough, you might stumble into the same odd questions asked by philosopher Derek Parfit. If we had an atom-exchanging machine, and traded one atom at a time from your body with an atom from the body of Edward James Olmos, at what point would you cease to be you and Olmos cease to be Edward James? During that process, would you lose your mind and gain his? Somewhere in the middle, would an Edward James Almost appear? At some point would each person’s thoughts and dreams and memories change hands? The weird feeling produced by this thought experiment reveals something about the way you see yourself and others. You have an innate sense that there is something special within people, and most especially yourself. Even if you are a hard-core materialist, you can’t prevent the little tug in your gut that makes you feel that something might exist beyond the flesh, something not made of atoms. To you, people have an essence that is more than the sum of their parts. That sense isn’t there at birth, though.

As psychologist Bruce Hood writes in his book The Self Illusion, you have an origin story and a sense that you’ve traveled from youth to now along a linear path, with ups and downs that ultimately made you who you are today. Babies don’t have that. That sense is built around events that you can recall and place in time. Babies and small children have what Hood calls “unconscious knowledge,” which is to say they simply recognize patterns and make associations with stimuli. Without episodic memories, there is no narrative; and without any narrative, there is no self. Somewhere between ages two and three, according to Hood, that sense of self begins to come online, and that awakening corresponds with the ability to tell a story about yourself based on memories. He points to a study by Alison Gopnik and Janet Astington in 1988 in which researchers presented to three-year-olds a box of chocolates, but the children were then surprised to find pencils inside instead of sweets. When they asked each child what the next kid would think was in the box when he or she went through the same experiment, the answer was usually pencils. The children didn’t yet know that other people have minds, so they assumed everyone knew what they knew. Once you gain the ability to assume others have their own thoughts, the concept of other minds is so powerful that you project it into everything: plants, glitchy computers, boats with names, anything that makes more sense to you when you can assume, even jokingly, it has a sort of self. That sense of agency is so powerful that people throughout time have assumed a consciousness at the helm of the sun, the moon, the winds, and the seas. Out of that sense of self and other selves come the narratives that have kept whole societies together. The great mythologies of the ancients and moderns are stories made up to make sense of things on a grand scale. So strong is the narrative bias that people live and die for such stories and devote whole lives to them (as well as take lives for them).

The lesson you should take from the deluded men in Michigan, the confabulators, the arm deniers, the children who think everyone knows what they know, is that without your bias for narrative, you would be lost. Remember, your mind is the result of biological processes—chemical and electrical thunderstorms rippling through a cellular custard honeycombed and spiderwebbed with blood vessels and other things you’d rather not get on your hands during a meal. That is who you are, and that is what is producing thought, yet that is not what you perceive when you introspect. Inside, you see a drama. You see romance and tragedy, adventure and twists of fate, with you at the center of it all. At a conference in San Francisco called Being Human, the neuroscientist David Eagleman told an audience that after a lifetime of meditation, Buddhist monks are putting only a single toe into the “ocean of the unconscious.” To plunge any deeper, as he put it, would be like measuring a transistor to make sense of a joke in a YouTube video. All that gobbledygook of ganglial output became more and more complex as your ancestors changed forms. It had to get tied together somehow, and narrative was a perfect solution. In Eagleman’s book, Incognito, he speaks of the conscious part of the brain as only a tiny portion of the whole, and when ideas arrive in the mind, the conscious portion tends to take credit for something that was growing without its knowledge in the ocean of the unconscious, maybe for years. You don’t have access to the truth of what has happened, but that doesn’t stop you from coming up with a story to explain it. In that story, you mistake awareness for creation. In reality, the part of you that is aware is not the sole proprietor of your brain. To paraphrase psychologist George Miller, you don’t experience thinking; you experience the result of thinking.

Remember, too, that the narratives that keep you bound together are nearly impervious to direct attack. If three men couldn’t see eye to eye on who among them was and was not the real Jesus, your chances of swaying someone on the Internet to trade in his belief system concerning religion, art, wedge issues, politics, or literally anything else at all are pretty grim. Personal narratives and private mythologies don’t flip in an instant; they don’t trade places in a single argument. If minds change at all, they change slowly. As the author Michael Perry writes in Off Main Street, “We accrete truth like silt. It hones us like wind over sandstone.”

For all existence, there is an internal narrative upon which you cling, a story you construct minute by minute to assure yourself that you understand what is happening, and you prefer information framed in narrative. You have a tendency to make sense of the world by unconsciously constructing a story and then repeating that story when you need to explain your thoughts, feelings, actions, and everything else that needs an explanation when you stop and wonder who you are and how you came to be where you find yourself. Even now, sitting there, reading this, if put on the spot, you could weave a tale with a beginning, middle, and end. There would be cause and effect, a narrator, a protagonist, and so on. In addition, you have a proclivity for believing and accepting things more readily when they are delivered to you in story form. Raw data may be more accurate, but you’d rather simplify things and move on with your day than pore over charts and data visualizations. An emotional appeal gets into your head better than a statistical analysis. A lecture sprinkled with jokes and unexpected turns will sway you more than one delivered via PowerPoint slides. Truth and accuracy usually lose when pitted against a riveting account—even when that account is coming from inside your noggin. Throughout the rest of this book you will notice that the narrative bias returns in every scenario in which you struggle to beat your brain. Whenever things start to get just a little difficult to understand, you replace that anxiety with false understanding in story form.

You don’t just seek food and avoid danger; you don’t just react to stimuli. You recall the past and tell better versions of it to new friends; you interpret and arrange, sharpen and dull, reframe and rationalize. When you get right down to it, the self is nothing more than a story. It is the explanation of your own memories to whoever will listen. Who would the three Christs of Ypsilanti be without their narratives? How would they cope with their madness? You may not have convinced yourself you are Jesus returned, but your story serves the same purpose as theirs. It keeps your chapters bound.

You and the three Christs of Ypsilanti are not so different. Their delusions are just much easier to see through. Their mental machinery may have been failing them, but their strategies for making sense of what was happening were identical to your own. They didn’t fret and freak out. They defended their identities and their viewpoints. Looking at reality through a shattered lens, they still created narratives, stories that told them and other people who they were. Sure, their stories put them in the lead role as the Son of God, but it’s not so much different from the role you’ve created, just much easier to debunk. Like you, these three souls were unaware that they were deluded, unaware that they were confused and misled by the same brain that had served them well for so many years leading up to their meeting. Just like you, even after seeing the folly of their fallacies, they remained oblivious to their mistaken viewpoints and erroneous beliefs. You share their habit of ignoring foggy perceptions. You, too, are unaware of how unaware you are.


2.

The Common Belief Fallacy

[image: Image]

THE MISCONCEPTION: The larger the consensus, the more likely it is correct.

THE TRUTH: A belief is not more likely to be accurate just because many people share it.

Back when Shakespeare said you were the paragon of animals, both noble in reason and infinite in faculties, he did so during a time when physicians believed the body was filled with black bile, yellow bile, phlegm, and blood, and all sickness and health depended on the interaction of those fluids. Lethargic and lazy? Well, that’s because you are full of phlegm. Feeling sick? Maybe you’ve got too much blood and should go see a barber to get drained. The creator of some of the greatest works of the English language believed you could cure a fever with a knife.

In your own time, you may have felt some satisfaction, while sitting in a jet, that your species had mastered flight, but it is important to note that the first powered airplane took off in a country in which women weren’t allowed to vote, and a lot of people believed they never should. You might gaze upon distant galaxies and marvel at how in less than sixty years your people went from airplanes to spaceships, but in between that time it also fought two world wars and attended a depressing number of child beauty pageants. A lot of people have believed a lot of things that people don’t anymore. Belief is a pretty fragile thing, which is probably why most people guard it so carefully.

Still, compared to your loinclothed cousins from antiquity, you live in an amazing time. You probably carry a supercomputer in your pocket, and unlike most of your ancestors, you’ll probably never worry about food or shelter. You don’t go to sleep at night wondering if you’ll wake up in a lion’s mouth. Looking at things in this way, compared to your ancestors, you might count yourself among the modern geniuses of contemporary society. Not so fast. If this afternoon you were zapped back to medieval times and found yourself standing ankle-deep in mud within a bustling village, what would you be able to offer the people of that time from the future? The advances of science and medicine, the technological leaps and bounds—how much of that could you impart to an eager alchemist or inquisitive pyromancer? Even if you were an engineer or a chemist, you couldn’t just go out and create an Xbox 360 from scratch. You would probably be digging graves or tending livestock within a week. It’s unlikely you would invent the cotton gin or the steam engine. You certainly wouldn’t be curing many diseases, either. The best you could probably offer them would be your knowledge of the benefits of sanitation. You see, a lot of what you presume to be evidence of your intelligence is just part of a vast cultural inheritance. If some sort of Reset button were pressed on your slow crawl out of the Stone Age, you would see that you are not much different from people ten thousand years ago. If the planet became a smoldering postnuclear wasteland, what skills and knowledge could you offer the survivors? How much of modern life do you actually understand?

My friend Susannah Gregg was living in South Korea and working there as an English teacher when she first learned about fan death, a common belief among people in that country that oscillating desk fans are among the most deadly inventions known to man. She was stepping out for a beer with a friend when he noticed, to his horror, she had left her fan running with her pet rabbit still inside her house. Her friend, a twenty-eight-year-old university graduate, refused to leave until she turned off the fan. He explained to her that everyone knows you can’t leave a fan running inside a room with the windows shut. That would mean certain death. It was shocking to him that she was unaware of something so simple and potentially life-threatening. Susannah thought he was kidding. It took several conversations to convince him it wasn’t true and that in her country, in most countries, no one believed such a thing. She successfully avoided the common belief fallacy not because she was smarter than her friend but because she had already done the experiments necessary to disprove the myth. She had slept in a house with a fan running many times and lived to tell about it. Since then, she has asked many friends and coworkers there about fans, and the response has been mixed. Some people think it is silly, and some think fan death is real. Despite the debunking power of a few Google searches, the belief that you shouldn’t fall asleep or spend too much time in a room with a running electric fan is so pervasive in South Korea that Susannah told me you can’t buy one within their borders without a safety device that turns it off after a set amount of time. The common belief is so deep and strong that fan manufacturers must include a safety switch to soothe the irrational fears of most consumers.

The people who thought the world rested on the back of a great tortoise, or who thought dancing would make it rain—they had the same brain as you; that is to say, they had the same blueprint in their DNA for making brains. So a baby born into their world was the same as one born into yours. Evolution is so slow that not enough has changed in the way brains are made to tell the difference between you and a person from ten thousand years ago. Yet when we look back on the ancients, it’s easy to laugh at their silly assumptions. From gods in burning chariots to elves making cookies in trees, your ancestors believed in all sorts of things, thanks to the same faulty reasoning you deal with today. In addition, they, too, were fueled by a desire to make sense of reality and to answer the age-old question: “What, exactly, is happening here?” Instead of letting that question hang in the air, your distant relatives tended to go ahead and answer it, and they kept answering it over and over again, with newer yet equally idiotic ideas.

One of the most profoundly difficult obstacles humans have faced since we started chipping away at flint to make heads for spears is a malfunction of the mind called the common belief fallacy. In Latin, it is argumentum ad populum, or “appeal to the people,” which should clue you in that this is something your species has worried about for a long time. The fallacy works like this: If most people believe something is true, you are more likely to believe it is true the first time you hear about it. You then pass along that mistaken belief, and on and on it goes. Being a social creature, the first thing you do in a new job, new school, new country, or any other novel situation is ask people who are familiar with the environment to help you get acquainted with the best way to do things, the best places to eat, the hand gestures that might get you beheaded, etc. The problem, of course, is that your info is now based on opinions that are based on things such as conformity and emotions and norms and popularity, and if you’ve spent any time in a secondary school, on a disco floor, or at a rave, you know that what is popular is not always what is good or true. It isn’t exactly something we’ve overcome, but at least we now have a strategy for dealing with it.

Before we had a method for examining reality, the truth was a slippery fish, which is why your ancestors were so dumb. I’m not just talking about the ones who banged rocks together, but all of them, even the physicians and philosophers. So dumb, in fact, that for a very long time people got smarter in a slow, meandering, and unreliable sort of way until human beings finally invented and adopted a tool with which to dig their way out of the giant hole of stupid into which they kept falling.

The hole here is a metaphor for self-delusion. Your great-great-great-grandparents didn’t really keep falling into giant holes, at least not in numbers large enough to justify a chapter on the topic. The tool here is also a metaphor. I’m talking about the scientific method.

Your ancestors invented the scientific method because the common belief fallacy renders your default strategies for making sense of the world generally awful and prone to error. Why do bees like flowers? What causes snow? Where do babies come from? Every explanation in every tribe, city, and nation was as good as the next, even if it was completely made up. Even worse, once an explanation was woven into a culture, it would often become the official explanation for many lifetimes. “What is thunder?” a child might have asked. “Oh, that’s the giant snow crab in the sky falling off his bed,” a shaman would have explained, and that would have been good enough for everyone until they all had their own kids and eventually died of dysentery. That hamster wheel of limited knowledge kept spinning until the scientific method caught on. Even then, there was a long way to go and lots of cobwebs to be cleared from common sense.

Before formalized science, some very smart people believed in some really weird things. At about the same time Johann Sebastian Bach was composing symphonies, many scientists asserted that “phlogiston” resided within everything you could burn, and once you set it on fire, the phlogiston escaped into the air. If you had some burning wood in a pot and placed a lid over it, the flame would go out because the air could hold only so much phlogiston before it was saturated. Left in the open, a piece of wood eventually turned to ash and was, as they put it, fully dephlogisticated. This idea lasted for about a hundred years before it was debunked by diligent scientific attacks. Eventually, scientists realized there was no such thing as phlogiston, and the real magic element was oxygen. Flames consumed oxygen, and lids starved flames.

Scholars also used to believe that life just sort of happened sometimes. Learned people going all the way back to Aristotle truly believed that if you left meat outside long enough it would spontaneously generate new life in the form of maggots and flies. The same people thought that if you piled up dirty rags and left them alone for a while they would magically turn into mice. Seriously. The idea started to fade in 1668 when a physician named Francesco Redi tested the hypothesis by placing meat and eggs in both sealed and unsealed containers and then checked back to see which ones contained life. The sealed containers didn’t spontaneously generate life, and thus the concept began to die. Other thinkers contested his discoveries at first, and it took Louis Pasteur’s great fame and his own experiments to put the idea away forever some two centuries later. Many look to Redi’s experiment and others during that time in human history as a turning point. An upside-down way of looking at the world was making life better. Some say this meat-in-a-bottle business was the real birth of the scientific method. This was proof that looking for disconfirming evidence was a better way to conduct research than proceeding from common belief.

Your natural tendency is to start from a conclusion and work backward to confirm your assumptions, but the scientific method drives down the wrong side of the road and tries to disconfirm your assumptions. If you eliminate your suspicions the outline of the truth begins to emerge. Once your forefathers and foremothers realized that this approach generated results, in a few generations your species went from burning witches and drinking mercury to mapping the human genome and playing golf on the moon.

Even after your relatives had the scientific method, people still pursued and believed in really weird things, and many old ideas died hard deaths. It’s hard to believe, but even simple things such as washing your hands to prevent infection weren’t fully accepted by the medical community until relatively recently on the human timeline. Even after it was discovered and documented that washing hands drastically reduced deadly fevers, the idea took a while to catch on. It was just too revolutionary, too weird. The idea of germs and microscopic organisms challenged a variety of other ideas, including that the source of disease was probably linked to things that stank, which was sort of true when you thought about it. In a world that had already invented the telephone and the lightbulb, hand washing to prevent sickness met enough resistance that doctors argued about it for decades.

The twisting path to beating our brains has led to many stops and starts, yet humans persist. You may have noticed something wonderful about all these examples—science no longer believes in any of them, and neither do you. In battling the common belief fallacy, new common beliefs themselves are born. That’s because science does something for you that you don’t do very well on your own. Science continuously tears apart its models of reality looking for weakness. Sure, scientists are just people, prone to the same silliness as anyone else, but the enterprise, the process, slowly but surely grinds away human weakness. It is a self-correcting system that is always closer to the truth today than it was yesterday.

When it comes to the common belief fallacy in your own life, remember that scientists are always trying to reach better conclusions, and that is something you don’t do as an individual, at least not by default, and by extension it is something your institutions are not so great at either. You don’t seek out what science calls the null hypothesis. That is, when you believe in something, you rarely seek out evidence to the contrary to see how it matches up with your assumptions. That’s the source of urban legends, folklore, superstitions, and all the rest. Skepticism is not your strong suit. Corporations and other institutions rarely set aside a division tasked with paying attention to the faults of the agency. Unlike in science, most human endeavors leave out a special department devoted to looking for the worst in the operation—not just a complaint department, but a department that asks if the organization is on the right path. Every human effort should systematically pause and ask if it is currently mistaken. To beat your brain, you need that department constantly operating in your cranium. You would do well to borrow from the lessons of the scientific method and apply them in your personal life. In the background, while you crochet and golf and browse cat videos, science is fighting against your stupidity. No other human enterprise is fighting as hard, or at least not fighting and winning.

The people who came before you invented science because your natural way of understanding and explaining what you experience is terrible. When you have zero evidence, every assumption is basically equal. You prefer to see causes rather than effects, signals in the noise, patterns in the randomness. You prefer easy-to-understand stories, and thus turn everything in life into a narrative so that complicated problems become easy. Scientists work to remove the narrative, to boil it away, leaving behind only the raw facts. Those data sit there naked and exposed so they can be reflected upon and rearranged by each new visitor. Scientists and laypeople will conjure up new stories using the data, and they will argue, but the data will not budge. They may not even make sense for a hundred years or more, but thanks to the scientific method, the stories, full of biases and fallacies, will crash against the facts and recede into history.


3.

The Benjamin Franklin Effect
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THE MISCONCEPTION: You do nice things for the people you like and bad things to the people you hate.

THE TRUTH: You grow to like people for whom you do nice things and hate people you harm.

Benjamin Franklin knew how to deal with haters.

Born in 1706 as the eighth of seventeen children to a Massachusetts soap and candlestick maker, the chances Benjamin would go on to become a gentleman, scholar, scientist, statesman, musician, author, publisher, and all-around general badass were astronomically low, yet he did just that and more because he was a master of the game of personal politics.

Like many people full of drive and intelligence born into a low station, Franklin developed strong people skills and social powers. All else denied, the analytical mind will pick apart behavior, and Franklin became adroit at human relations. From an early age, he was a talker and a schemer, a man capable of guile, cunning, and persuasive charm. He stockpiled a cache of secret weapons, one of which was the Benjamin Franklin effect, a tool as useful today as it was in the 1730s and still just as counterintuitive. To understand it, let’s first rewind back to 1706.

Franklin’s prospects were dim. With seventeen children, Josiah and Abiah Franklin could afford only two years of schooling for Benjamin. Instead, they made him work, and when he was twelve he became an apprentice to his brother James, who was a printer in Boston. The printing business gave Benjamin the opportunity to read books and pamphlets. It was as if Ben Franklin was the one kid in the neighborhood who had access to the Internet. He read everything, and taught himself every skill and discipline one could absorb from text.

At age seventeen, Franklin left Boston and started his own printing business, in Philadelphia. At age twenty-one, he formed a “club of mutual improvement” called the Junto. It was a grand scheme to gobble up knowledge. He invited working-class polymaths like him to have the chance to pool together their books and trade thoughts and knowledge of the world on a regular basis. They wrote and recited essays, held debates, and devised ways to acquire currency. Franklin used the Junto as a private consulting firm, a think tank, and he bounced ideas off the other members so he could write and print better pamphlets. Franklin eventually founded the first subscription library in America, writing that it would make “the common tradesman and farmers as intelligent as most gentlemen from other countries,” not to mention give him access to whatever books he wanted to buy. Genius.

By the 1730s, Franklin was riding down an information super-highway of his own construction, and the constant stream of information made him a savvy politician in Philadelphia. A celebrity and an entrepreneur who printed both a newspaper and an almanac, Franklin had collected a few enemies by the time he ran for the position of clerk of the general assembly, but he knew how to deal with them. As clerk, he could step into a waterfall of data coming out of the nascent government. He would record and print public records, bills, vote totals, and other official documents. He would also make a fortune literally printing the state’s paper money. He won the race, but the next election wasn’t going to be as easy. Franklin’s autobiography never mentions the guy’s name, but when Franklin ran for his second term as clerk, one of his colleagues delivered a long speech to the legislature lambasting him. Franklin still won his second term, but his critic truly pissed him off. In addition, this man was “a gentleman of fortune and education” who Franklin believed would one day become a person of great influence in the government. So Franklin knew he had to be dealt with.

Franklin set out to turn his hater into a fan, but he wanted to do it without “paying any servile respect to him.” Franklin’s reputation as a book collector and library founder gave him a standing as a man of discerning literary tastes, so Franklin sent a letter to the hater asking if he could borrow a specific selection from his library, one that was a “very scarce and curious book.” The rival, flattered, sent it right away. Franklin sent it back a week later with a thank-you note. Mission accomplished. The next time the legislature met, the man approached Franklin and spoke to him in person for the first time. Franklin said the man “ever after manifested a readiness to serve me on all occasions, so that we became great friends, and our friendship continued to his death.”

What exactly happened here? How can asking for a favor turn a hater into a fan? How can requesting kindness cause a person to change his opinion about you? The answer to what generates the Benjamin Franklin effect is the answer to much more about why you do what you do.

Let’s start with your attitudes. Attitude is the psychological term for the bundle of beliefs and feelings you experience toward a person, topic, idea, etc., without having to form concrete thoughts. Let’s try it out. Justin Bieber. Feel that? That’s your attitude toward him—a cascade of associations and feelings zipping along your neural net. Let’s try some more. Read this and then close your eyes: blueberry cheesecake. Nice, huh? One more: nuclear bomb. There you go again, a thunderhead of brain activity is telling you how you feel about that topic. Ask yourself this: How did you form that attitude? It is well known in psychology the cart of behavior often gets before the horse of attitude.

For many things, your attitudes came from actions that led to observations that led to explanations that led to beliefs. Your actions tend to chisel away at the raw marble of your persona, carving into being the self you experience from day to day. It doesn’t feel that way, though. To conscious experience, it feels as if you were the one holding the chisel, motivated by existing thoughts and beliefs. It feels as though the person wearing your shoes performed actions consistent with your established character, yet there is plenty of research suggesting otherwise. The things you do often create the things you believe.

At the lowest level, behavior-into-attitude conversion begins with impression management theory, which says you present to your peers the person you wish to be. You engage in something economists call signaling by buying and displaying to your peers the sorts of things that give you social capital. If you live in Essex, you might buy a white Range Rover with a booming sound system. If you live in Shoreditch, you might buy a fixie bicycle. Whatever are the easiest-to-obtain, loudest forms of the ideals you aspire to portray become the things you own, such as bumper stickers signaling to the world you are in one group and not another. These things then influence you to become the sort of person who owns them.

As a primate, you are keen to social cues that portend your possible ostracism from an in-group. In the wild, banishment equals death. So it follows that you work to feel included because the feeling of being left out, being the last to know, being the only one not invited to the party, is a deep and severe wound to your emotional core. Anxiety over being ostracized, over being an outsider, has driven the behavior of billions for millions of years. Impression management theory says you are always thinking about how you appear to others, even when there are no others around. In the absence of onlookers, deep in your mind a mirror reflects back that which you have done, and when you see a person who has behaved in a way that could get you booted from your in-group, the anxiety drives you to seek a realignment. But which came first? Your display or your belief? As a professional, do you feel compelled to wear a suit, or after donning a suit do you conduct yourself in a professional manner? Are you a Labour voter because you champion the welfare state, or do you champion the welfare state because you’re a Labour voter? The research says the latter in both cases. As Kurt Vonnegut said, “We are what we pretend to be, so we must be careful about what we pretend to be.” When you become a member of a group, or the fan of a genre, or the user of a product—those things have more influence on your attitudes than your attitudes have on them, but why?

Self-perception theory says your attitudes are shaped by observing your own behavior, being unable to pinpoint the cause, and trying to make sense of it. You look back on a situation as if part of an audience, trying to understand your own motivations. You act as observer of your actions, a witness to your thoughts, and you form beliefs about your self based on those observations. Psychologists John Cacioppo, Joseph R. Priester, and Gary Berntson demonstrated this in 1993. They showed Chinese characters to people unfamiliar with Chinese ideographs and asked them to say whether they thought each character was positive or negative. Some people did this while lifting upward on the bottom of a table while others pushed downward against the surface.

On average, the characters rated highest across all subjects were the ones they saw while pulling upward, and the ones they rated as being most negative were the ones they saw while pushing down. Why? Because you unconsciously associate flexing with positive experiences and extension with negative. Pushing and pulling affects your perception because from the time you were an infant you have pulled toward you that which you desired and shoved into the distance that which repulsed you. The very word repulse means “to drive away.” The neural connections are deep and dense. Self-perception theory divides memories into declarative, or accessible to the conscious mind, and nondeclarative, that which you store unconsciously. You intuitively understand how declarative memories shape, direct, and inform you. If you think about triple-layer chocolate cake you feel warm and fuzzy. Self-perception theory posits that nondeclarative memories are just as powerful. You can’t access them, but they pulsate through your nervous system. Your posture, the temperature of the room, the way the muscles of your face tense—these things inform your perception of who you are and what you think. Drawing near is positive; pushing away is negative. Self-perception theory shows that you unconsciously observe your own actions and then explain them in a pleasing way without ever realizing it. Benjamin Franklin’s enemy observed himself performing a generous and positive act by offering the treasured tome to his rival, and then he unconsciously explained his own behavior to himself. He must not have hated Franklin after all, he thought; why else would he have done something like that?

Many psychologists would explain the Benjamin Franklin effect through the lens of cognitive dissonance, a giant theory made up of thousands of studies that have pinned down a menagerie of mental stumbling blocks—including the ones discussed in this book, such as confirmation bias, hindsight bias, the backfire effect, and the sunk cost fallacy—but as a general theory it describes something you experience every day.

Sometimes you can’t find a logical, moral, or socially acceptable explanation for your actions. Sometimes your behavior runs counter to the expectations of your culture, your social group, your family, or even the person you believe yourself to be. In those moments, you ask, “Why did I do that?” and if the answer damages your self-esteem, a justification is required. You feel as if a bag of sand has ruptured in your head, filling all the nooks and crannies of your brain, and you want relief. You can see the proof in an MRI scan of someone presented with political opinions that conflict with her own. The brain scans of a person shown statements that oppose her political stance show that the highest areas of the cortex, the portions responsible for providing rational thought, get less blood until another statement is presented that confirms her beliefs. Your brain literally begins to shut down when you feel your ideology is threatened. Try it yourself. Watch a pundit you hate for fifteen minutes. Resist the urge to change the channel. Don’t complain to the person next to you. Don’t get online and rant. Try to let it go. You will find this is excruciatingly difficult.

In their fantastic book about cognitive dissonance, Mistakes Were Made (But Not by Me), Carol Tavris and Elliot Aronson write about the great psychologist Leon Festinger, who in 1957 infiltrated a doomsday cult. Dorothy Martin, who called herself Sister Thedra, led the cult. She convinced her followers in Chicago that an alien spacecraft would suck them up and fly away right as a massive flood ended the human race on December 21, 1954. Many of her followers gave away everything they owned, including their homes, as the day approached. Festinger wanted to see what would happen when the spaceship and the flood failed to appear. He hypothesized the cult members faced the choice of either seeing themselves as foolish rubes or assuming their faith had spared them. Would the cult members keep their weird beliefs beyond the date the world was supposed to end and become even more passionate, as had so many groups before them under similar circumstances? Of course they did. Once enough time had passed that they could be pretty sure no spaceships were coming, they began to contact the media with the good news: Their positive energy had convinced God to spare the Earth. They had freaked out and then found a way to calm down. Festinger saw their heightened state of arousal as a special form of anxiety: cognitive dissonance. When you experience this arousal it is as if two competing beliefs are struggling in a mental bar fight, knocking over chairs and smashing bottles over each other’s heads. It feels awful, and the feeling persists until one belief knocks the other out cold.

Festinger went on to study cognitive dissonance in a controlled environment. He and his colleague Judson Mills set up an experiment at Stanford in which they invited students to join an exclusive club studying the psychology of sex. They told students that to get in the group they would have to pass an initiation. They secretly divided the applicants into two groups, not one: One read sexual terms out loud from a dictionary to a scientist, and the other read aloud entire passages from Lady Chatterley’s Lover by D. H. Lawrence. As Tavris and Aronson point out, this was 1950s America, so either task was massively embarrassing, but reading aloud sex scenes filled with F- and C-bombs evoked a megadose of awkwardness. After the initiation, both groups listened to an audio recording of the sort of group discussion they had just earned the ability to join. The scientists made sure the discussion they heard was as dry and boring and unsexy as they could make it, going so far as to focus the sex talk on the mating habits of birds. They then had the students rate the talk. The people who read from the dictionary told Festinger the sex group was a drag and probably not something they’d like to continue attending. The D. H. Lawrence group who had endured a more painful initiation said the group was exciting and interesting and something they could not wait to begin. Same tape, two realities.

Festinger and another colleague, J. Merrill Carlsmith, pushed ahead with this research in 1959 in what is now considered the landmark study that launched the next forty years of investigation into the phenomenon, an investigation that continues right up until today.

Students at Stanford University signed up for a two-hour experiment called “Measures of Performance” as a requirement to pass a course. Researchers divided them into two groups. One was told they would receive [image: Image]1 (about [image: Image]8 in today’s money). The other group was told they would receive [image: Image]20 (about [image: Image]150 in today’s money). The scientists then explained that the students would be helping improve the research department by evaluating a new experiment. They were then led into a room where they had to use one hand to place wooden spools into a tray and remove them over and over again. A half hour later, the task changed to turning square pegs clockwise on a flat board one-quarter spin at a time for half an hour. All the while, an experimenter watched and scribbled. It was one hour of torturous tedium, with a guy watching and taking notes. After the hour was up, the researcher asked the student if he could do the department a favor on his way out by telling the next student scheduled to perform the tasks, who was waiting outside, that the experiment was fun and interesting. Finally, after lying, people in both groups—one with one dollar in their pocket and one with twenty dollars—filled out a survey in which they were asked their true feelings about the study. What do you think they said? Here’s a hint: One group not only lied to the person waiting outside but went on to report that they loved repeatedly turning little wooden knobs. Which one do you think internalized the lie? On average, the people paid one dollar reported that the study was stimulating. The people paid twenty dollars reported what they’d just gone through was some astoundingly boring-ass shit. Why the difference?

According to Festinger, both groups lied about the hour, but only one felt cognitive dissonance. It was as if the group paid twenty dollars thought, Well, that was awful, and I just lied about it, but they paid me a lot of money, so . . . no worries. Their mental discomfort was quickly and easily dealt with by a nice external justification. The group paid one dollar had no outside justification, so they turned inward. They altered their beliefs to salve their cerebral sunburn. This is why volunteering feels good and unpaid interns work so hard. Without an obvious outside reward you create an internal one.

That’s the cycle of cognitive dissonance; a painful confusion about who you are gets resolved by seeing the world in a more satisfying way. As Festinger said, you make “your view of the world fit with how you feel or what you’ve done.” When you feel anxiety over your actions, you will seek to lower the anxiety by creating a fantasy world in which your anxiety can’t exist, and then you come to believe the fantasy is reality, just as Benjamin Franklin’s rival did. He couldn’t possibly have lent a rare book to a guy he didn’t like, so he must actually like him. Problem solved.

So has the Benjamin Franklin effect itself ever been tested? Yes. Jim Jecker and David Landy, building on the work of Festinger, conducted an experiment in 1969 that had actors pretend to be a scientist and a research secretary conducting a study. Subjects came into the lab believing they were going to perform psychological tests in which they could win money. The actor pretending to be the scientist attempted to make the subjects hate him by being rude and demanding as he administered a rigged series of tests. Each subject succeeded twelve times no matter what and received some spending money. After the experiment, the obnoxious actor told the subjects to walk up the stairs and fill out a questionnaire. At this point the actor stopped one-third of all the subjects right as they were leaving. He asked this group for the money back. He told them he was paying for the experiment out of his own pocket and could really use the favor because the study was in danger of running out of funds. Everyone agreed. Another third left the room and filled out the questionnaire in front of an actor pretending to be a secretary. As they were about to answer the questions, the secretary asked people in this group if they would please donate their winnings back into the research department fund, as the department was strapped for cash. Again, everyone agreed. The final third got to leave with their winnings without any hassle.

The real study was to see what the subjects thought of the asshole researcher after doing him a favor. The questionnaire asked how much they liked him on a scale of 1 to 12. On average, those who got to leave with their money rated him as a 5.8. The ones who did the secretary a favor instead gave him a 4.4. The ones who did the researcher a favor gave him a 7.2, suggesting the possibility that the Benjamin Franklin effect made them like him far more than the other two groups.

Benjamin Franklin’s hater came to like Franklin after doing him a favor, but what if he had done him harm instead? In 1971, psychologists John Schopler and John Compere asked students to help with an experiment. They had their subjects administer learning tests to accomplices pretending to be other students. The subjects were told the learners would watch as the teachers used sticks to tap out long patterns on a series of wooden cubes. The learners would then be asked to repeat the patterns. Each teacher was to try out two different methods on two different people, one at a time. In one run, the teachers would offer encouragement when the learner got the patterns correct. In the other run of the experiment, the teacher would insult and criticize the learner when he messed up. Afterward, the teachers filled out a debriefing questionnaire that included questions about how charming and likable the learners were. Across the board, teachers rated learners who received insults as having less attractive personalities than the ones who got encouragement. The teachers’ behavior created their perception. You tend to like the people to whom you are kind and to dislike the people to whom you are rude. From the Stanford Prison Experiment to Abu Ghraib, to concentration camps and the attitudes of soldiers spilling blood, mountains of evidence suggest that behaviors create attitudes when harming just as they do when helping. Jailers come to look down on inmates; camp guards come to dehumanize their captives; soldiers create derogatory terms for their enemies. It’s difficult to hurt someone you admire. It’s even more difficult to kill a fellow human being. Seeing the casualties you create as something less than you, something deserving of damage, makes it possible to continue seeing yourself as a good and honest person, to continue being sane.

The Benjamin Franklin effect is the result of your concept of self coming under attack. Every person develops a persona, and that persona persists because inconsistencies in your personal narrative get rewritten, redacted, and misinterpreted. If you are like most people, you have high self-esteem and tend to believe you are above average in just about every way. It keeps you going, keeps your head above water, so when the source of your own behavior is mysterious you will confabulate a story that paints you in a positive light. If you are on the other end of the self-esteem spectrum and tend to see yourself as undeserving and unworthy, Tavris and Aronson say you will rewrite nebulous behavior as the result of attitudes consistent with the persona of an incompetent person, deviant, or whatever flavor of loser you believe yourself to be. Successes will make you uncomfortable, so you will dismiss them as flukes. If people are nice to you, you will assume they have ulterior motives or are mistaken. Whether you love or hate your persona, you protect the self with which you’ve become comfortable. When you observe your own behavior, or feel the gaze of an outsider, you manipulate the facts so they match your expectations.

Pay attention to when the cart is getting before the horse. Notice when a painful initiation leads to irrational devotion, or when unsatisfying jobs start to seem worthwhile. Remind yourself pledges and promises have power, as do uniforms and parades. Remember in the absence of extrinsic rewards you will seek out or create intrinsic ones. Take into account the higher the price you pay for your decisions the more you value them. See that ambivalence becomes certainty with time. Realize that lukewarm feelings become stronger once you commit to a group, club, or product. Be wary of the roles you play and the acts you put on, because you tend to fulfill the labels you accept. Above all, remember the more harm you cause, the more hate you feel. The more kindness you express, the more you come to love those you help.

Franklin summed it up like so in his autobiography: “This is another instance of the truth of an old maxim I had learned, which says, ‘He that has once done you a kindness will be more ready to do you another, than he whom you yourself have obliged.’ And it shows how much more profitable it is prudently to remove, than to resent, return, and continue inimical proceedings.”


4.

The Post Hoc Fallacy

[image: Image]

THE MISCONCEPTION: You notice when effect doesn’t follow cause.

THE TRUTH: You find it especially difficult to believe a sequence of events means nothing.

For a while, you could spot the bracelets on the wrists of famous professionals in just about every popular sport. From David Beckham to cricketer Ian Bell, from the Super Bowl to Formula One, the black silicone wristbands with holograms glued to the side were everywhere. Despite their product’s incredible popularity, the company responsible for manufacturing the Power Balance brand of performance wristbands filed for bankruptcy in November of 2011.

The Power Balance company made a lot of claims. Their website said that the silicone rings imbued the wearer with a faster brain, faster muscles, more powerful lungs, increased flexibility, and, as the name suggests, improved balance. It also made lots of money. The magic straps were once available in more than thirty countries, and in 2011 a company spokesperson told the Associated Press that he estimated [image: Image]34 million in sales that year. In March, they used their earnings to rename the ARCO Arena in California to the Power Balance Pavilion. Later, they would strike a deal with the National Basketball Association (NBA) to place each team’s logo on its own version of the band. So the company wasn’t experiencing any financial problems when it went bankrupt. In fact, the popularity of the bracelets was peaking. Former U.S. president Bill Clinton was photographed wearing one, as was Robert De Niro, and Gerard Butler, and probably all the uncles in your family who spend more time talking about golf than playing it. The Associated Press reported in 2011 that trainers for the Phoenix Suns basketball team swore by the trinkets, and that a spokesperson for St. Vincent Sports Performance in Indianapolis, where hundreds of professional athletes go to train, estimated that a third of all of its clients wore the bracelet while working out. From 2007 to 2012, from all walks of life, from actors to footballers to politicians, millions of people paid thirty dollars for a magical amulet and wore it proudly in public to, as the company promised, enhance their natural energy fields, resonate with holograms, and increase sporting ability—whatever that means.

Chances are the company would still be going strong had it not been smacked with a [image: Image]67 million settlement for consumer fraud after an Australian court found it guilty of knowingly deceiving the public. The problem with all the claims, said meddling scientists, was that every single one was completely, absolutely, and obviously false—the bands had no more power than a novelty plastic bracelet. Soon after the court’s ruling, Power Balance LLC issued a statement that read in part, “We admit that there is no credible scientific evidence that supports our claims and therefore we engaged in misleading conduct.” Then they filed for Chapter 11 bankruptcy. You still see the bracelets from time to time, especially the petrol-station-checkout knockoffs, but the original is dwindling from sight in the countries where they made a name for themselves and enjoyed dozens of celebrity endorsements.

Of course, this isn’t the end of the product. The website is still alive, and you can see a variety of new offerings there, ranging from sweatbands to mouth guards. You can still buy the official NBA versions from the association’s online shop. There are still plenty of celebrity endorsers as well, if the website is to be believed. A Chinese distributor bought the company in 2012, and according to The Wall Street Journal, consumer protection officials believe it will make a big comeback. One official, Filippo Marchino, told the Journal the company would likely expand into markets “more vulnerable to alternative health philosophies,” especially those lacking consumer watchdogs.

It really doesn’t matter. Even if the company eventually tanks, someone else will come along and begin selling magical jewelry and other mystical junk soon enough. There have always been such products—magnetic charms, homeopathic extracts, religious relics, voodoo dolls, weight-loss ear clips, trainers with tiny catapults inside them. The potential for profit will always be there, waiting for a clever marketer to crack into the modern mind’s version of ancient gullibility. So why does this work on you? Why do rabbit’s feet and four-leaf clovers find their way so easily into your pockets and why does your hard-earned cash so easily find its way into the pockets of their peddlers? At the root of this is a form of magical thinking called the post hoc fallacy. The way it misdirects you while you bathe in the afterglow of the placebo effect has made con artists rich for centuries.

Athletes seem particularly prone to magical thinking. Pelle Lindbergh, the Swedish National Hockey League goaltender, wore the same orange shirt under his pads for every game. He never washed it, and had it sewn back together multiple times as it rotted away over the years. After a win, tennis star Goran Ivanisevic attempted to repeat every action from that day on the day of his next match, right down to the table settings and the contents of his meals. He wrote on his blog that he looked forward to the end of tournaments because it meant he “could finally eat something else.” The Chicken Man, Wade Boggs, widely considered one of the best ever to grace a baseball diamond, was so named because he insisted on eating chicken before every event. He was also obsessed with the number seventeen, and began practice in the batting cage at exactly 5:17, and then ran sprints at exactly 7:17. Once, while in a slump, the announcer forgot to mention Boggs’s number when he called out his name to the crowd. Boggs’s slump ended with that game, and from then on he asked the announcer not to mention his number before play. One biographer wrote that Boggs’s entire life consisted of these routines. He was a clockwork man, a person who ritualized everything in order to keep track of his output. By remaining consistent and mechanical, Boggs saw his performance become measurable, comparable. Sports can do that to people, make players and fans into statistical neurotics more compulsive than any Dungeons and Dragons master could hope to be. It is this devotion to a quantified lifestyle that causes so many athletes to adopt magical beliefs. If they look at the numbers and see an improvement, everything that preceded that bump is suspect. Everything that comes before a positive outcome is lumped into the mixture of rituals and behaviors worth repeating. This is the post hoc fallacy. It’s been an uncontrollable tick in every human head going back farther than the oldest-known lucky charms buried with cave dwellers and pharaohs alike.

The words post hoc come, again, from that Latin phrase post hoc ergo propter hoc: “after this therefore because of this.” It is the natural assumption that appears in your head when one event follows another event. You may not realize how fundamental this line of thought is to your daily operation of human consciousness. Button-operated devices make intuitive sense because of your natural tendency to think in a linear, post hoc sort of way. You press the doorbell button; you hear the doorbell ring. You press the lift button; the button lights up. You touch the screen, and the app comes alive. You press the button on the vending machine, and a soft drink comes rattling down the chute. You’ve pressed buttons and been rewarded your whole life. It’s conditioning at its simplest—just like a rat pressing a lever to get a pellet of food. There might be some invisible magic taking place between the moment you press a button and when you get the expected result. You can never really be sure you caused the soft drink to appear without opening up the vending machine to see how it works. Maybe there’s a man inside who pulls out the can of soda and puts it in the chute. Maybe there’s a camera watching the machine, and someone in a distant control room who tells the machine to dispense your pop. You just don’t know. As long as you get the result you were looking for after you press the button, it doesn’t matter. You will be more likely to press the button in the future or less likely to stop depending on how the events unfold. Children automatically avoid power outlets after one bad experience with a penny. A child doesn’t need a complex lesson on the discovery of electricity and the long, perilous journey toward harnessing its power. Once zapped, he does not need an explanation of the economic and industrial processes required to complete a functioning power grid. To get something out of that experience, it doesn’t matter if you understand electromagnetism or even believe it exists. The truth about what is happening in between the action and the result is something most animals never consider and never need to worry about. If your toddler is blown back by a wall socket and forever must explain why Lincoln’s profile is burnt into her thumb, you can rest assured the experiment won’t be repeated, because evolution favors the sort of brain that says, “After this, because of this,” and “I’m never doing that again.”

Because you are so eager to commit the post hoc fallacy, you have a habit of thinking that when one event follows another, the two events must be related, and that the second event was caused or at least influenced by the first. Because of this, the post hoc fallacy is the kingpin of irrational thought. Post hoc rationalization is the fairy godmother of all things inaccurate, nonscientific, mystical, mythological, and superstitious. It makes sense that this sort of thinking would lead you into dark waters because recognizing patterns, especially “if this, then that” situations, is crucially important for navigating life. It’s just that you aren’t very good at noticing when that way of thinking is dumb, and it often is. For instance, most colds last only seven days, so whatever you take often treats only the symptoms. Still, a slew of home remedies and over-the-counter medications are probably close to your heart because you believe that getting better depends on those things even though you would have gotten better just as quickly without them. Your civilization may dance at the same time every year to bring the rains so that your harvest grows tall and bountiful, but that doesn’t mean your dancing has anything to do with growth of crops. Your team may gather and pray super hard before every game, but that doesn’t mean you won the championship because you persuaded an all-knowing deity to provide your team with strength against your pagan kickball rivals. Despite the usefulness of automatically coming to such conclusions, that way of thinking is still fallacious. Erring on the side of caution is still the best bet in most situations, so that’s the factory setting for your whole species.

Post hoc thinking, unlike other fallacies, gets a special biological boost from a weird physiological quirk called the placebo effect. You have probably heard of placebos. The term once used to encompass all folk remedies, such as eating cobwebs to cure a headache or downing warm whiskey mixed with sugar to fight the body aches of the flu. The term later came to mean any treatment that was more likely to make the patient happy than well. In 1955, doctor and activist Henry K. Beecher gave us the modern definition of a placebo in his paper “The Powerful Placebo.” Beecher argued that medical trials should include double-blind methods for research and the inclusion of placebos so that new drugs and treatments could be measured against dummy versions. In a double-blind study, neither the researcher nor the subject knows which treatment is the placebo and which is the real thing. It worked. Science and medicine took notice, and since his paper’s publication, placebos have been studied on their own and have become an integral part of drug research. Many treatments have turned out over the years to be no better than placebos, and placebos, we have learned, are now known to be one of the strongest anomalies of the mind.

The placebo effect is disturbingly easy to produce, and chances are you experience it every day. Whenever you want something to work in the way you believe it will, sometimes your faith alone can alter your perception. In 2009, German researchers told subjects they were going to apply to their arms an anesthetic cream, but the cream was fake. They then applied painful heat to the subjects’ arms where the cream had been applied. Thanks to the placebo effect, the subjects reported feeling less pain around the spot where the relief was expected, even though the cream did not really have the power to kill pain. Crazier still, in brain scans the scientists could clearly see that the people in the study were reacting as if they truly were getting pain relief. Somehow, just believing the signals would be blocked caused the bodies of the subjects to block them. In 2010, researchers at Harvard gave patients placebo pills to alleviate irritable bowel syndrome. There was a twist in this study, however: The researchers told the subjects beforehand that they were taking fake medicine. Oddly enough, the people who received the fake pills and who knew full well those pills weren’t real were twice as likely to report relief of their symptoms than a group that received no pills at all. The researchers concluded that the ritual of going to a doctor and trusting your health to his training can by itself illicit the placebo effect.

The post hoc fallacy and the placebo effect often turn up together. In combination, they create all sorts of interesting phenomena. Some of my favorites are nonfunctioning mechanisms that people continue to use. These are called placebo buttons, and they’re everywhere. They work on the “after pressing this, therefore because I pressed this” principle. The Close button doesn’t close the doors in many lifts built in the United States since the Americans with Disabilities Act. The button is there for workers and emergency personnel to use, and it works only with a key. Whether or not you press the button, the doors will eventually close. But if you do press the button, and later the doors come together, a little spurt of happiness will cascade through your brain. Your behavior was just reinforced. You will keep pressing the button in the future. According to a 2004 investigation by The New York Times, the city of New York deactivated the pedestrian-powered manual operation of traffic signals long ago, and “more than 2,500 of the 3,250 walk buttons that still exist function essentially as mechanical placebos.” Computers and timers now control the lights at most intersections, but at one time the little buttons at crosswalks allowed people to trigger the signal change. The task of replacing or removing all those buttons is usually so great most cities just leave them there. You still press them, though, because the light eventually changes. You don’t have the time to do a double-blind study of traffic signals, so a version of the placebo effect takes over following a faulty post hoc analysis. In an investigation by ABC News in 2010, only one functioning crosswalk button could be found in the cities of Austin, Texas; Gainesville, Florida; and Syracuse, New York.

The effect is everywhere. In many offices and cubicle farms, the thermostats on the wall are not connected to anything. For decades, landlords, engineers, and HVAC specialists have installed dummy thermostats to keep people from costing companies money by constantly adjusting the temperature. According to a 2003 article in The Wall Street Journal, one HVAC specialist surmised that 90 percent of all office thermostats were fake. Some companies even install noise generators to complete the illusion after you turn the knob. In a survey conducted in 2003 by Air-Conditioning, Heating, and Refrigeration News, 72 percent of respondents admitted to installing dummy thermostats.

To be sure, the placebo effect has its limits. No doctor would advise positive thinking over actual treatment, but the effect of the former is real and measurable. Expectation and belief can and do change your perception of reality so powerfully that your body can unconsciously change its response to match. So it should be no surprise that the placebo effect will appear whenever you expect an effect from an agent you trust. From gingko biloba to wheatgrass, from chiropractic adjustment to acupuncture, there is little scientific evidence for the efficacy of most dietary supplements and alternative treatments. Debunking, though, rarely puts much of a dent in the practice and sales of these sundries and mystical medical claims. A cornucopia of alternative medicines and mystical objects continue to be available both online and in major department stores, and part of the reason it is so hard to eradicate nonsense treatments is that they often do make people feel better in some small way. As far as science is concerned, there is no way a magnetic bracelet could psychically ease the pain of arthritis or improve the flow of blood, but in clinical trials people often do feel better when they think the bracelets work. The key phrase here is “feel better.” The important thing to remember when you don one of these enchanted baubles or visit one of these pseudoscientific or mystical alternative medicine practitioners is that your belief is doing all the work. The objects and treatments are just placeholders designed to produce a post hoc rationalization—after wearing this bracelet, therefore because I wore the bracelet.

In some ways, you can see the scientific method as a necessary invention to combat the post hoc fallacy. Without it, it’s hard to say what causes are truly connected to the effects you want to see repeated or hope to avoid forever. It’s too bad that major events in history can never be analyzed in that way. You can never know if any decision was the right one, whether your own or that of Alexander the Great or Harry Truman. All we get are the results, and we know that after this is not necessarily because of this. Thankfully, some events and effects can be studied. Science had its say in the matter of placebo jewelry thanks to the insane popularity of Power Balance. In 2010, researchers at the University of Wales had subjects run through a series of physical challenges while wearing a blindfold and either a dummy bracelet or a Power Balance bracelet. They found no differences between the two. Additionally, in 2011, researchers at RMIT University in Australia had subjects wear Power Balance bracelets with the holograms intact or replaced with tiny metal discs and ran those subjects through a battery of tests of physical prowess, including balance. They, too, found no significant difference.

It is unlikely we’ll ever be rid of these objects. When psychologist Lysann Damischin in 2010 handed half her subjects a golf ball that she explained was lucky and handed the other half a golf ball that was presented as normal, the half with the lucky ball sank 35 percent more putts. The lucky ball wasn’t actually lucky, of course. She randomly assigned the description. A coin toss decided who would be told the ball was or was not magical. The belief, though, had an effect. She speculated the lucky ball made the players believe they were more in control and caused them to be more persistent, it lowered their anxiety, and all this boosted their confidence and therefore their performance. So it went with the bracelets. When racecar drivers and weight lifters and public speakers noticed improvements in performance while wearing Power Balance bracelets, the likely culprit was the placebo effect. The wearers could have replaced the bracelet with a bit of string and gotten the same real-world results, if they maintained the same level of belief. Thanks to the post hoc fallacy, when they noticed some sort of difference, they didn’t assume it was their own mind causing the changes. Instead, they looked for a cause to the effect that was more obvious: the holographic armband.

Ask yourself if it is the medication or treatment or your expectation making you feel better, especially if it is something that didn’t come from a medical doctor. Just because your family has been using frozen lettuce to cure aching nipples for centuries doesn’t mean that lettuce is the important ingredient in that cure. Just because Gwyneth Paltrow is a fan of cupping (a practice from ancient Chinese medicine) doesn’t mean that it will help cure your whiplash. As comedian Tim Minchin says in his song “Storm,” “Do you know what they call alternative medicine that’s been proved to work? Medicine.” Ask yourself if you count on certain objects or rituals in the same way someone might count on a luck-bearing rock. Be prepared to accept that thinking about a person and then receiving his or her phone call is not magical in any way whatsoever. To beat your brain, remember your propensity for post hoc postulation and the power positive permutations of the placebo effect have to pollute your perspicacity. The fact that one thing follows another proves nothing. Magical amulets do not exist, and even if they did, think about how expensive it would be to hire a factory full of wizards to enchant enough of them for worldwide distribution.


5.

The Halo Effect

[image: Image]

THE MISCONCEPTION: You objectively appraise the individual attributes of other people.

THE TRUTH: You judge specific qualities of others based on your global evaluation of their character and appearance.

You might think height would be a casting consideration when a Hollywood studio puts [image: Image]200 million or so behind a movie, but the people working in the movie business are not troubled when they learn their lead actor is a bit shorter than most men, shorter even than the actress cast as his love interest. After decades of dealing with the issue, a director can choose from an assortment of well-known solutions.

The simplest answer is to use an apple box, a little wooden crate that was originally used for storage. Over time these became an essential part of filmmaking thanks to their excellent utility as a gravity-resistance device. Some even have supports installed inside to make them sturdier. Production crews use them to hold up just about everything that needs to be higher while cameras are rolling, and they are so ubiquitous on a film set that there is a production shorthand to explain what side of the box should be facing down—“L.A.” or “full apple” for normal placement; “New York” for standing it on its end. When your actor is too short for the shot you want, you can just put a couple of these boxes under him and avoid revealing his feet. That’s why, in the movie business, they sometimes call apple boxes “man makers.”

To make short actors such as Tom Cruise, Al Pacino, Humphrey Bogart, and James Cagney seem taller, film crews have also used special shoes, low camera angles, and specially constructed out-of-proportion door frames. They have even dug long trenches in which the other people in a scene walked alongside the leading man while the camera was running. But why do we want a leading man to be tall? The answer to this reveals the power of a psychological phenomenon that taints just about every bit of information that gets into your head.

The psychologist Edward L. Thorndike was one of the founders of educational and occupational psychology. In the early twentieth century he helped create tests for the U.S. Army for use in evaluating the intelligence and aptitude of soldiers, and he went on to develop learning tools for teachers. He was particularly interested in what happens when you are asked to turn the qualitative into the quantitative, something businesses and universities still do all the time in the pursuit of efficiency and excellence. In their efforts to get a bit better each semester and quarter, institutions have long adored reports, exams, tests, and reviews. Turning people into numbers makes it a lot easier to present charts and graphs to your CEO or university board. So it made sense that such an environment would be a great place to observe the effect of quantification on behavior and perception.

Over time, as Thorndike was exposed to more and more reports, he began to notice a strange phenomenon. When a corporation put a person on paper, all that person’s traits seemed to correlate. That is, people seemed a lot less nuanced when described one aspect at a time. If a person were rated high on one measure (reliability, for example), he would be rated highly on all the other unrelated measures as well (such as intelligence and specific technical skills). The pattern was so pervasive that, in 1915, Thorndike published a study in which he gathered up U.S. Army officer reviews. He showed that when superior-ranking officers evaluated their subordinates with specific instructions to judge each category separately and independently, the commanding officers couldn’t do it. If they highly rated their soldiers’ neatness or endurance or loyalty, they would also highly rate their ability to make decisions in a crisis or say they had above-average administrative skills. If they found their subordinate to be a bit lacking in tact or initiative, the officers tended to rate him as wanting in his ability to inspire his men or issue and execute commands. Across the board, each measure tended to match in magnitude its neighbor.

Thorndike was particularly concerned with how pilots who got great ratings on their ability to handle an airplane tended to get stellar marks from their superiors on their ability to lead. He wrote that, considering how young most pilots were, it was unlikely a dashing aerial hero could have developed equally impressive leadership skills. Yet, in the reviews, superior officers tended to see flying aces as prime officer material, rating them highly on unrelated skills and attributes. He called it a “halo of general merit.” Thorndike noted that when a person was considered great at something specific and desirable, that trait influenced all other measures. The point, Thorndike wrote, was that this was an error. The other measures were made inaccurate by what would later become known in psychology as the halo effect.

So, considering that the halo effect turns you into an unwitting liar to yourself and others, why would such an anomalous filter endure in your mind?

To speed up processing, your brain tends first to apply very simple labels to the things you encounter minute by minute. You can thank your ancestors for paying attention to these labels for millions of years, because some of the things you are most likely to encounter in life are now hardwired into your mind as being good or bad, desirable or undesirable. This is good, you think, when you eat a strawberry dipped in chocolate. This is bad, you think, when you see your ex-boyfriend approaching you in a bar with a stranger on his arm. Fanged, spindly, crawling things, for example, are undesirable and should be avoided, and when you see anything resembling a spider skittering across the floor, you instinctively recoil. Thick red, yellow, or green liquids trigger feelings of disgust, while thick blue liquids do not. The sight of a juicy steak makes your mouth water. Fill it with maggots, and your stomach turns. Open fields with water nearby universally make people happy, while dark, tangled swamps universally make you wary.

When you make decisions and kindle beliefs based on innate sensations, psychologists say you are using the affect heuristic. An affect, in psychological terms, is a feeling that needs no further analysis. It isn’t a coherent thought with words and symbols attached, but rather, a raw emotional state, a twinge or a jolt or just a general sensation that sets a tone or a mood. You can glide through an affect, or slowly submerge into one, and sometimes an affect slaps you like a fish to the forehead. When it comes to keeping you alive over the long run, the affect heuristic serves you well. It keeps you out of unfamiliar and seemingly dangerous situations and it tells you to avoid weirdos and creeps. It’s a blunt tool, though, and very inaccurate from one specific situation to the next. Over the course of human history much harm has arrived behind twinkling eyes and glimmering smiles, and those who seem the least among you often deliver the most good. This tendency greatly pollutes your judgment of risk. You are much more likely to die in a car wreck on the way to the airport than you are once inside the airplane. You are actually more likely to win an Academy Award over the course of your lifetime than get mauled by a shark. Your instinctive, automatic feelings of love and fear are strongly influenced by an inexact devotion to the affect heuristic.

So why is height so important for a leading man? Why do movie-makers go out of their way to make the protagonists tall? It is because the human form has qualities that elicit your gut response from the affect heuristic. Symmetry is one. Babies as young as two days old will stare at symmetrical faces for much longer than asymmetric ones. Muscle tone, vocal pitch, walking gait—you have heuristic responses to each, but height gets the royal treatment by the affect heuristic. When a director wants to generate a positive emotion in relation to a character, it really helps to make that person tall.

Every inch of height above six feet earns a person an extra [image: Image]789 a year on average, according to a study published in 2004 in the Journal of Applied Psychology. The scientists, Timothy Judge and Daniel Cable, followed 8,500 British and American citizens from youth through adulthood and found that height was strongly correlated with business success. Judge speculated that the very act of looking down on others made people more confident. Likewise, literally looking up at people who are tall leads to the sort of feelings that come from figuratively looking up to them for other reasons. The strongest correlation, Judge and Cable found, was in jobs where social interaction is most common—sales and management—followed by other careers where confidence is important. It should come as no shock, then, that the shorter candidate for U.S. president has lost about 80 percent of the time going back to 1904, when historians started keeping up with that sort of thing. A study in 2009 by psychologist Gayle Brewer showed that the taller a man is, the less jealousy he tends to experience in romantic relationships. Likewise, tall men are less likely to engage in mate retention behaviors such as constantly making sure he knows where his partner is and provoking fights with flirtatious men, according to Brewer. Then again, the tall men in her study were also less likely to spend time worrying about their appearance or making romantic gestures.

Why is being tall so important to people outside the movie industry? After all, we are talking about only a few inches here, and being tall doesn’t really make you a better leader or a better salesperson. The researchers in the salary study speculate that it is just a heuristic at work. You have a height bias that tells you taller is better because it was adaptive to think such things for some unknown reason over the last few million years. We can’t know for sure; maybe it had to do with extra physical strength in taller people and the prowess it offered in other tasks. Maybe taller people seemed better nourished and healthier than shorter peers. Whatever the source, today studies show taller people are more intimidating, more commanding, and that the halo effect makes you believe taller people are more desirable for things in which height doesn’t necessarily matter.

The halo effect causes one trait about a person to color your attitude and perceptions of all her other traits. Even stranger, the more noticeable the aspect is when you form your first impression, the more difficult it becomes to change your attitude about that aspect. So, for example, if you are bowled over by the warmth and kindness of a coworker in your first week at a new job, you’ll let him get away with a host of obnoxious behaviors later on, maybe even for years. If the first year of a relationship is stellar and life-altering, it can take a long time to notice if things turn sour later. If you like specific aspects of an individual, the halo effect causes the positive appraisal to spread to other measurements and to resist attack. Beautiful people seem more intelligent, strong people seem nobler, friendly people seem more trustworthy, and so on. When they fall short, you forgive and defend them, sometimes unconsciously.

In the last one hundred years of research, beauty seems to be the one thing that most reliably produces the halo effect. Beauty is shorthand, a placeholder term for an invisible mental process in which you are privy only to the final output. Like the words delicious and disgusting, it describes a distinct variation of the affect heuristic. To see and judge a face as beautiful is to experience a tempest of brain activity informed by your culture, your experiences, and the influence of your deep evolutionary inheritance. It all adds up to an awareness that a person is or is not beautiful in a process still waiting to be unraveled. Regardless of why, people living in the same era and culture tend to agree upon standards of beauty, and those standards unconsciously influence other judgments. Psychologists often quote the ancient Greek poet Sappho when beginning this discussion because she once wrote, “What is beautiful is good, and who is good will soon be beautiful.” The research suggests that you tend to agree with Sappho without realizing it. Unaware of the contribution of biological, psychological, and socially influenced chemical reactions inside your head, you tend to believe that what is beautiful is better than what is not in measures of worth unrelated to appearance. The affect heuristic unconsciously tells you to seek or avoid that which is considered beautiful in your culture and era, and you then follow that response with a rationalization as to why you’ve been struck by those feelings, whether or not you truly know the source.

In 1972, Karen Dion, Ellen Berscheid, and Elaine Walster conducted a study into how physical beauty alone can induce the halo effect. They told the subjects in the study the scientists were researching the accuracy of first impressions. Each person received three envelopes, each containing a different photograph researchers had rated beforehand on a scale of attractiveness. Those photographs—one highly attractive, one average, one not so attractive—each came with a scorecard. The subjects looked at the photographs and then judged twenty-seven different personality traits, each on a six-point scale. The subjects also put the three photos side by side and determined who among the three people would most strongly possess each of those traits. The traits ranged all over and included things such as altruism, stability, sophistication, and sexual permissiveness. The scientists also had the people in the study estimate how happy they thought the people in the photographs were in a variety of pursuits such as marriage and parenting. Finally, the psychologists presented one possible profession at a time and asked the subjects to pick the person in the pictures most likely to do that job for a living. The results in each leg of the experiment showed that with nothing else to go on, people tended to say the most attractive people possessed the most desirable traits, and possessed them more strongly than the other people in the photographs. Again, all the subjects saw was the person’s face. The more attractive the person, the more the subjects rated the likelihood of her happiness, and the more joy they assumed the person felt in her marriage, job, and experience as a parent. The more beautiful the person in the photo, the more likely the subjects said it was that the person worked in a high-status career.

This tendency of the halo effect to cause physical attractiveness to color assumptions about everything else about a person sets up two scenarios, said Dion, Berscheid, and Walster. One, beautiful people don’t just have the advantage of beauty, but you treat them as if they have a host of other presumed advantages that compound that advantage. And two, after years of walking through life receiving treatment as though they possess the personality traits we like to see in others, beautiful people tend to believe and act as though they truly possess those attributes. Pretty people believe they are kind, smart, decent, and whatever else the halo effect produces in the eyes of their audience—whether or not those things are true.

The way the halo effect produces the benefit of doubt you bestow upon the loveliest among us reveals itself just about everywhere. In 1974, psychologists David Landy and Harold Sigall published a study in which they handed out essays to subjects, each with one of two photos of two different women attached. Some subjects received an essay with a photo included of a woman deemed by the scientists to be attractive, and others got essays with a photo of a woman deemed unattractive. They asked the participants to rate the quality of the writing in the essays but made no mention of the photo. The more attractive the woman in the picture, the better the score, and when asked about the overall creativity and the depth of the ideas in the essay, the papers attached to the beautiful photograph were rated as being of higher quality in both areas. The essays, of course, were identical. The only difference was the photo attached. When the scientists ran the study with essays purposely written to be awful, the disparity between the ratings was magnified. As Landy and Sigall wrote, you expect better performances from attractive people, but when they fail, you are also more likely to forgive them.

A similar study, conducted by Margaret Clifford and Elaine Walster in 1973, provided more than five hundred fifth-grade teachers with files on new students that included information on their scholastic aptitude, a report card, and a photograph. The teachers believed they were helping the school determine the thoroughness and utility of their school’s record-keeping system. Each file was identical, and the report cards showed scores well above the expected average. The only difference was the photo each teacher received. In a survey beforehand, twenty teachers rated a group of photographs of fifth-grade students on a scale of physical attractiveness. Out of those, researchers selected twelve photos, the three most attractive boys and the three most attractive girls along with the three most unattractive of each. In their survey, the psychologists asked another group of teachers to use the materials provided to come up with an estimate of each child’s IQ, his social standing with peers, the child’s parents’ attitude toward school, and the student’s chances of dropping out. Remember, the information was the same for each teacher; only the photo differed. What do you think they said? The results fell right in line with what psychologists expect from the halo effect. The more attractive the student, the higher the teacher estimated his IQ, the higher they rated the likelihood his parents would be involved in his education, the better-liked the student would be with friends, and the lower they estimated the chances the child would drop out. When asked to comment on their ratings, the teachers rarely mentioned the child’s appearance.

In 1975, psychologists Harold Sigall and Nancy Ostrove conducted a study that showed strong evidence that criminals get lighter sentences the more physically attractive they seem to judges and jurors. In a mock trial, the researchers had subjects read an account of a burglary after reading the bio of a defendant with a photograph attached either of a highly attractive woman or of an unattractive woman (the researchers made this distinction in appearance). They then told the subjects the woman was guilty and to select an appropriate sentence of between one and fifteen years in jail. The pretty woman got three years on average. The ugly woman got, on average, five years—the same as a control that included no photograph at all.

Studies into how beauty causes you to use the halo effect as a reality-distorting filter could fill the rest of this book. Beauty provides a level of local celebrity even before a person attains widespread fame, no matter your gender or sexual orientation, and no matter the other person’s. You tend to see beautiful people as more intelligent, more competent, better at whatever they do for a living, and generally happier than the rest of us. In short, as Landy and Sigall pointed out, you expect more from pretty people well before you know anything else about them, and when they fall short of your expectations, you give them more of a chance to prove themselves than you do people less symmetrical or slender or muscle-bound or bosom-heaving or whatever cultural or era-appropriate norms of attractiveness are woven into your perception.

In psychology, they call the holistic view you form about another person your global evaluation. As you can see, your global evaluation about the height or beauty of another person greatly affects your other estimations, but many other global evaluations can produce the halo effect. When it comes to your favorite bands, directors, brands, or companies, you often lie to yourself about their shortcomings. For example, if you really, truly love a particular musician or band, you will forgive their poorer works much more readily than will a less-devoted fan. You may find yourself defending their latest album, explaining the nuances to the uninitiated, wondering why they can’t appreciate it. Or maybe you absolutely love a particular director or author, and believe her to be a genius who can do no wrong. When critics slam her latest movie or book, how do you react? Like most fanatics, you probably see the dissenters as naysayers and nitpickers drunk on their own haterade. The halo effect nullifies your objectivity. The things you love and the people who make those things get graded on a curve shaped by your existing feelings. Their new offerings benefit from the way their old offerings made you feel way back when. Once you think someone is a genius, you see everything she makes as the work of a genius.

In 1977, psychologists Richard Nisbett and Timothy Wilson showed how a global evaluation could distort one’s reality by exposing American students to a Belgian accent.

They told the students that scientists needed their help figuring out whether the results of teacher evaluations taken right after meeting a professor were similar to the results of evaluations taken at the end of a term. The subjects didn’t know that they were actually being divided into two groups, and each would see the same professor answer the same questions in the same Belgian lilt, but that professor would take on a different attitude for each group.

In a video, the students saw the professor answer questions about his teaching style. For instance, in one tape, when asked how he preferred to handle group discussions, he said that he encouraged them. He said he loved the “give-and-take it provided” and how group discussions generated interest in the topic. In the other tape, asked the same question, the professor said he believed in strict roles for students and teachers, and that students should shut up and listen. After all, he added, he “wouldn’t be the professor if he didn’t know more than they did.” For one group, the professor with the Belgian accent was warm and friendly, and for the other group he was cold and severe. The researchers went so far as to have the nice version of the professor explain how he was lenient with his tests and that they allowed for the exploration of free thoughts. The mean professor said he gave quizzes every week because he didn’t trust students to do their readings.

After watching the tapes, the two groups of students then had to fill out the teacher evaluation form they had been tricked into thinking was part of some other experiment. In the evaluation, the students had to answer how much they thought they would enjoy a class with him and to rate different aspects, such as his mannerisms and physical appearance. The most important question on the form, the one that drew a chalk outline around the halo effect in each subject’s brain, was the one that asked how annoying or charming they found the professor’s accent.

The findings of the study showed that the students who saw the warm and friendly version of the professor thought he was attractive and had appealing mannerisms, and that his accent was no problem. About half actually thought his accent was nice. The majority of the other group, the one that saw a cold, no-nonsense professor, thought he was unpleasant to look at and had peculiar mannerisms. The biggest difference, though, was in the accent. Eighty percent of the group who met the mean version of the professor said his accent was irritating. Both groups listened to the same professor wearing the same clothes talk to them through the same Belgian accent, but for some the way he talked was fun, and for others it was grating. The only things that changed were the words he said through Belgian intonations. For one group, that accent was just another reason to like the laid-back professor given to meandering talk and daydreams. For the other group, that accent was yet another one of his defects they couldn’t imagine having to deal with for an entire course. The accent didn’t change; the halo did. When asked at the end of the study if they believed the professor’s attitude had affected how they felt about his accent, the majority of subjects said it hadn’t. They had no idea that the halo effect was changing their view of reality.

When others do this sort of thing, you sometimes notice, especially among the most extreme—for example, doting parents and fanboy fanatics. Your feelings, after all, may differ from theirs, and that is enough to bust the illusion. But as Nisbett and Wilson showed in their study, that just means they sometimes see through you as well. In between, neither party has any clue when their global evaluations prevent rational, unbiased analysis of specific traits as simple as an accent or a smile.

Falling out of love with a person’s accent is just a small-scale example of the power of the halo effect to change behavior. Its power can cause much more far-reaching and damaging results. In 1976, psychologists Glen Foster and James Ysseldyke conducted a study in which they gathered primary school teachers, each with about ten years’ experience, and randomly assigned each to one of four groups. Each teacher believed the study was concerned with a new form for evaluating students, but each group received a different description of the sort of students they would be describing with that form. The scientists told one group they would be dealing with emotionally disturbed children. They told another group their children were learning disabled, and a third group believed they would be dealing with the mentally retarded. The fourth group served as a control and learned nothing about their students beforehand.

Every teacher in each group then watched the same video of a fourth-grade boy going through a series of activities. The boy was specially selected to be absolutely average according to a battery of tests on everything from intelligence to appearance, and on the tape the boy performed a number of mental and physical challenges before playing for a while. On all the tests, the child scored within the expected range for a normal fourth-grader, but the teachers were not privy to that information. After the tape ended, the teachers filled out another form evaluating the child they had all watched. The scientists also asked the teachers to fill out a personality questionnaire as if they were the child, answering the questions in the manner they believed the child in the tape would. After everything was turned in and tallied, the researchers found what you’ve probably guessed. The teachers who believed the child was disturbed, disabled, or retarded graded him much more harshly than those who received no initial label and thus had no expectations. The child who was expected to perform poorly did indeed fulfill that expectation even though each teacher saw the same identical child perform the same identical acts in the same identical way on a video that differed in no way whatsoever from observer to observer. To the people who had no expectations going in, the perfectly normal nondeviant child completed the tasks in an acceptable manner and seemed like a typical fourth-grader. The other three groups saw a child struggling to comprehend, fraught with little demons and handicaps. Those who believed he was mentally retarded graded him worst of all.

Why did this happen? The psychologists agreed it was the halo effect in action. The teachers who had nothing to go on watched the tape and made assumptions based mostly on what they saw. The others knew exactly one fact about the child going in, and it colored everything else they added to their knowledge. As the researchers pointed out, the halo effect caused the teachers to resist conflicting evidence and maintain their initial beliefs. Instead of updating the way they saw the fourth-grader, instead of seeing him shatter their expectations, they forced him inside the confines of the box generated by the halo effect. The danger here is clear. Ignorance of the halo effect can easily set in motion a self-fulfilling prophecy in which attitude changes behavior, which then loops back around over and over for the persons both giving and receiving a label.

Politicians and corporations depend on the halo effect to survive. In the modern world any institution, be it a campaign for office or a new product launch, lives and dies by way of its reputation and must devote as much time to how others feel in their gut as they do to the quality of their products, policies, and actions. If a politician can come across as likable—as nice, genuine, and friendly—she’s won most of her votes already. That initial appraisal will spread and elevate all other appraisals. Gaffes will be forgiven.

This is why it is so vitally important for a business to control its image and stay vigilant about what the public is saying about it both in private and in the echo chamber of the World Wide Web. The more likable company will usually win the pounds of consumers even when its competitor is superior in other ways. This is why so many stories appear daily in the business world about who is winning, who is in the lead, who is loved and hated. The narrative that forms around a company that is seen as a beloved champion is similar to the one that forms around the beautiful and the tall. You expect great things but readily forgive when it makes a mistake. Another company, one with a negative halo, might make the same sort of mistake and get lambasted.

The affect heuristic reduces your deep, simple, emotional, unconscious response to a person, company, product, or brand to a simple thumbs-up or thumbs-down, and then everything else produced by that source is either graded more or less harshly than if you had never been exposed before. The halo effect is such a predictable and reliable marketing tool that many halos have now become institutions in their own right. Laurels such as the Pulitzer Prize, a Nobel Laureate, Richard and Judy’s Book Club, or a New York Times bestseller are powerful halos that literally alter your perceptions of the content granted the accolade. Likewise, a well-written two-star review can return your debit card to your wallet.

The halo effect causes facets of a person that could easily be evaluated objectively on their own merits independent of that person’s personality to become instead telling examples that further demonstrate his very nature. Qualities that would be unambiguous if contemplated alone are altered by the way you feel about a person overall. When you fall in love, your loved one’s terrible rendition of “Total Eclipse of the Heart” on karaoke night is endearing and sweet. When the relationship is on the rocks, that same performance raises hackles. If your professor is easy and fun, his aloofness and unorganized office are part of his overall appeal. If his tests are pulling down your grade, his absent-mindedness causes your fists to flex whenever he is near. If your sister is fun to be around and makes you laugh, she can show up late to dinner, and you will just chalk it up to another wonderfully silly aspect of her persona. If she is a morose grouch, her lack of punctuality is one more thing you have to put up with. True objectivity, then, is almost impossible when dealing with the subtle nuances of the people in your life. Thinking about people changes your perceptions of their appearance, voice, actions, and everything else. It creates filters that alter the raw sensory experience.

Don’t put people, or anything else, on pedestals, not even your children. Avoid global labels such as genius or weirdo. Realize those closest get the benefit of the doubt and so do the most beautiful and radiant among us. Know the halo effect causes you to see a nice person as temporarily angry and an angry person as temporarily nice. Know that one good quality, or a memory of several, can keep in your life people who may be doing you more harm than good. Pay attention to the fact that when someone seems nice and upbeat, the words coming out of his or her mouth will change in meaning, and if that same person were depressive, arrogant, or foul in some other way, your perceptions of those same exact words would change along with the person’s other features.

When evaluating a person’s skills, make an effort to keep her attributes separate from her appearance or demeanor or fame. Make sure the person is anonymous during your final evaluation, and then evaluate each attribute separately. If comparing, don’t compare people as a whole, but judge them against each other one attribute at a time. Erase the names and faces; quantify and compare. The more you can force an accomplishment, a skill, or a measure of performance to stand on its own, the less likely any one ingredient will taint the whole batch. You can’t prevent the halo effect, but you can use your knowledge of its power to limit its effects.

Normally, on average, the halo effect is benign and may even be preferable to cold, objective scrutiny. But it can betray you in situations that are still alien to the way your mind works. If you are in a position of authority or in a position affected by authority, know that the evaluations and assumptions of everyone from teachers to generals is perpetually in error, clouded and tinted by the global and emotionally charged assessments of the overall qualities of others. When making judgments of character, such as choosing who deserves your vote, know that things such as business experience or speaking skills or height or symmetry or seeming capacity to enjoy beer in your presence are not trivial matters. They can powerfully change the way you judge all the person’s other qualities. The people in your life possess or lack virtues colored by the radiance or gloom of the halo you create for them early on.


6.

Ego Depletion

[image: Image]

THE MISCONCEPTION: Willpower is just a metaphor.

THE TRUTH: Willpower is a finite resource.

In 2005 a team of psychologists made a group of students feel like scum.

The researchers invited the undergraduates into their lab and asked them to just hang out for a while and get to know one another. The setting was designed to simulate a casual meet-and-greet atmosphere, like at a reception or an office Christmas party—the sort of thing that never really feels all that casual.

The students, divided into same-sex clusters of about six people each, chatted for twenty minutes using conversation starters provided by the researchers. They asked each other things such as “Where are you from?” and “What are you studying?” and “If you could travel anywhere in the world, where would you go?” Researchers asked the students beforehand to make an effort to learn one another’s names during the hangout period, which was important, because the next task was to move into a room, sit alone, and write down the names of two people from the fake party with whom the subjects would most like to be partnered for the next part of the study. The researchers noted the responses and asked the students to wait to be called. Unbeknownst to the subjects, their choices were tossed aside while they waited.

The researchers, Roy F. Baumeister, C. Nathan DeWall, Natalie J. Ciarocco, and Jean M. Twenge, then asked the young men and women to proceed to the next stage of the activity in which the subjects would learn what sort of impression they had made on their new acquaintances at the meet-and-greet. This is where things got funky.

The scientists individually told the members of one group of randomly selected people, “Everyone chose you as someone they’d like to work with.” To keep each person in the “wanted” group isolated, the researchers also told each person the groups were already too big and that he or she would have to work alone. Students in the wanted group proceeded to the next task with a spring in their step, their hearts filled with moonbeams and fireworks. The scientists individually told each member of another group of randomly selected people, “I hate to tell you this, but no one chose you as someone they wanted to work with.” Believing that absolutely no one wanted to hang out with them, people in this group then learned they would have to work by themselves. Punched in the soul, their self-esteem dripping with inky sludge, the people in the unwanted group proceeded to the main task.

The task, the whole point of going through all this as far as the students knew, was to sit in front of a bowl containing thirty-five mini chocolate chip cookies and judge those cookies on taste, smell, and texture. The subjects learned they could eat as many as they wanted while filling out a form commonly used in corporate taste tests. The researchers left them alone with the cookies for ten minutes.

This was the actual experiment: measuring cookie consumption based on social acceptance. How many cookies would the wanted people eat, and how would their behavior differ from that of the unwanted? Well, if you’ve had much contact with human beings, and especially if you’ve ever felt the icy embrace of being left out of the party or getting picked last in dodgeball, your hypothesis is probably the same as the one put forth by the psychologists. They predicted the rejects would gorge themselves, and indeed they did. On average, the rejects ate twice as many cookies as the popular people. It was the same setting, same work, similar students sitting alone in front of scrumptious cookies. In their heads, though, they were on different planets. For those on the sunny planet with the double-rainbow sky, the cookies were easy to resist. Those on the rocky, lifeless world where the forgotten go to fade away found it more difficult to stay their hands when their desire to reach into the cookie bowl surfaced.

Why did the rejected group feel motivated to keep mushing cookies into their sad faces? Why is it, as explained by the scientists in this study, that social exclusion impairs self-regulation? The answer has to do with something psychologists now call ego depletion, and you would be surprised to learn how many things can cause it, how often you feel it, and how much in life depends on it. Before we get into all of that, let’s briefly discuss the ego.

So there was this guy named Sigismund Schlomo Freud. He was born in 1856, the oldest of eight children. He grew up and became a doctor. He loved cocaine and cigars. He escaped the Nazis but lost his sisters to concentration camps, and in 1939, an old man in great pain from mouth cancer, he used assisted suicide to shuffle off his mortal coil. He was one of the most important thinkers of the twentieth century. He is why the word ego is part of everyday language, and he is probably the first face you imagine when someone says “psychology.”

Despite his fame, the late 1800s wasn’t a good time to be in need of mental or physical care. Medical school was mostly about anatomy, physiology, and the classics. You drew the insides of things and wondered what they did. You learned where the heart was, how to amputate a leg, and what Plato had to say about his cave. Pretty much everything useful that doctors know today was yet to be discovered or understood. Sore throat? No problem. Tie some peppered bacon around your neck. Hernia? Lie down so you can anally absorb a little tobacco smoke. The Wild West of science and medicine was only just becoming tamed, so in many places there was still debate over things such as washing your hands after dealing with a fetid corpse before inserting them still sticky into the body of a woman giving birth.

Near the end of his studies, Freud set himself to the squishy, messy task of slicing apart eels. He dissected four hundred of them, looking for testicles, a feature of the animal still unknown to science at the time. It was thoroughly disgusting and unfulfilling work, and it went nowhere. If he had found testes, his name might appear in different textbooks today. Instead, he earned his medical degree and went to work in a hospital, where he spent years studying the brain, drawing neurons, and searching in its gelatinous goop much as he had the innards of the eels. But, as it does for so many of us, money became a central concern, and to pay the bills, he abandoned the laboratory to set up his own medical practice. He remained the same intense, obsessive Freud as he searched for the source of nervous disorders by going farther and farther back into the childhoods and histories of his patients. He began to sketch out his theories about the geography and anatomy of the mind. This is how he came to produce his model of the psyche. Freud imagined behavior and thought, neurosis and malady, were all the result of an interplay and communication between mental agencies each with its own functions. He called those agencies das Es, das Ich, and das Über-Ich, or “the it,” “the I,” and the “over-I”—what would famously become known to English speakers as the id, the ego, and the superego. In Freud’s view, the id was the primal part of the mind, residing in the unconscious and always seeking pleasure while avoiding uncomfortable situations. The ego was the realistic part of the mind, the one that considered the consequences of punching people in the face or stealing their French fries. When the ego lost a battle with the id over control of the mind, the superego would tower over the whole system and shake its metaphorical head in disgust. This, Freud thought, forced the ego to take control or hide behind denial or rationalization or any one of many defense mechanisms, so as to avoid the harsh judgment of the superego, from which morals and cultural norms exerted their influence. Of course, none of this is actually true. It was just the speculation of a well-educated man at about the same time penicillin was being discovered.

Doctors such as Freud could hypothesize whatever they wished, and if they were charismatic enough in person and on paper, they would lead the conversation in science. Once, Freud treated a female patient who complained of menstrual cramps. He sent her to an ear, nose, and throat doctor he knew who had a hypothesis that runny noses and menstruation were connected. During recovery, after her nasal cavity had received a proper chiseling, she complained of a growing pain in her sinuses that not even morphine could abate, and one night she produced two bowls of pus before horking out a piece of bone the size of a water chestnut. Freud concluded the hemorrhage was the result of a hysterical episode fueled by repressed sexual longings. A return trip to the surgeon determined the source was actually a leftover piece of gauze. Freud remained unconvinced, claiming the woman’s relief had come from psychoanalysis.

The point here is that psychology has come a long way since then. Literary critic Harold Bloom said Freud’s contributions to the human race, considering he was a master of metaphor, were probably best compared to Shakespeare than to Copernicus. Freud’s work is still a big part of pop culture and everyday language—Freudian slips, repression, anal retentiveness, etc.—but it’s mostly bunk, and you know this because psychology became a proper science over the last century, with rigorous lab work published in peer-reviewed journals. Still, at least one of Freud’s metaphors may not have been totally mythological, and that brings us back to Roy F. Baumeister and his bowl of cookies.

In the 1990s, Baumeister and his colleagues spent a lot of time researching self-regulation through the careful application of chocolate. Self-regulation is an important part of being a person. Remember from earlier, you are the central character in the story of your life, the unreliable narrator in the epic tale of your past, present, and future. You have a sense there is a boundary between you and all the other atoms around you, a sense of being a separate entity and not just a bag of organs and cells and molecules that flopped out of the sea 530 million years ago. That sense of self cascades into a variety of other notions about your body and your mind called volition, the feeling of free will that provides you with the belief that you are in control of your decisions and choices. Volition makes you feel responsible for your actions both before and after they occur. There are a few thousand years of debate over what this actually means and whether it is an illusion through and through, but Baumeister’s research over the last decade or so has pinned down ways that sense of self-control can be manipulated.

In 1998, Baumeister and his colleagues Ellen Bratlavsky, Mark Muraven, and Dianne M. Tice gathered subjects for a study. They told the participants the research was focused on taste perception, and thus each person was to skip a meal before the experiment and arrive with an empty stomach. The scientists led the subjects one at a time into a room with an oven that had just finished baking sweets and had each person sit down in front of a selection of two foods—chocolate chip cookies stacked high and a lone bowl of radishes. The subjects didn’t know they had been divided into three groups. The researchers asked members of one group to eat only the radishes and to take note of the sensations for follow-up questions the next day. Another group was to eat only the cookies. A final group wasn’t brought into the cookies and radishes room at all. The psychologists left the testing room for five minutes and returned with a questionnaire about mood. According to Baumeister’s book on his research, Willpower, written with the help of John Tierney, the typical radish eater stared the cookies down like a gunfighter at high noon. Some even went so far as to grab the cookies and put them to their noses. If they couldn’t have the taste, they could at least take a long, deep drag on the aroma. Still, the radish group stuck to the rules; not one of them ate a cookie, but not without some anguish. Next the subjects in groups that ate food moved on to a second experiment along with the group that skipped the food completely. The task was to sit and solve puzzles. All each subject had to do was trace a geometric figure without lifting his or her pencil or retracing any lines. They were told they could take as long as they wanted, but they weren’t told that the puzzles were impossible to solve. For the next thirty minutes, the scientists watched and recorded the behavior of the participants, eager to see how long it would take each one to give up.

On average, the people left out of the room with the radishes and the cookies worked for about 20 minutes before admitting defeat. The people allowed cookies  persevered  for about nineteen minutes. The people who got stuck with the radishes, and had to fight off their impulse to gobble up a delicious confection in a room saturated with chocolate fumes, quit after approximately eight minutes. Baumeister said of this, “Resisting temptation seems to have produced a psychic cost.” Somehow the evidence suggested that the more you restrain that which Freud would have called your id, the more difficult it becomes to restrain it. Freud would probably have said the more your ego fought the id, the more it held it down, the more tired, exhausted, and weak your ego became. With a nod and wink, Baumeister named this process ego depletion.

Baumeister and his colleagues soon discovered many other ways to get people to give up early. In one study, students were divided into three groups. One group had to give a speech supporting raising tuition costs at their university. A second group chose between a speech for or against tuition hikes. A third group proceeded directly to the second stage: those devious, unsolvable puzzles. This time both the no-speech group and the group that gave the speech with which they likely disagreed lasted about twice as long as the people who got to choose which side to take in their speech. The results suggested it wasn’t just restraint in the face of desire that could deplete your ego, but any choice at all. The subjects who didn’t have to choose a topic were able to allow their volition to take a break, and their ego energy reserves remained intact for the later puzzle test.

Another study had participants attempt to show and feel no emotion while watching a video of either stand-up comedy or an actor pretending to die from cancer. They then tried to solve word puzzles along with people who had watched the same videos with the freedom to feel whatever they wished. This time the people who exerted emotional restraint subsequently solved fewer puzzles than those who let their feelings flow.

In a study about active and passive choices, subjects had to find all instances of the letter e on a piece of paper filled with nonsense text. Another group had to find every e that was at least two letters distant from a vowel. Try it yourself in this paragraph and you’ll notice that the first group’s task was way easier and required little effort. Next, people in each group individually watched a video of a blank wall while holding a remote control. For some people, pressing a button would end the video. For others, pressing down kept the video running. The subjects then had to watch the boring video until they believed they had seen enough to answer a questionnaire about it. Nothing ever happened in the video, but something might have happened at any moment as far as the subjects knew. Each person was also told as soon as he or she ended the video that they would get to watch a clip from the comedy show Saturday Night Live. The people who first performed the easy task and then had to press a button to end the boring video did so much sooner than the depleted group. They also held the button down longer when letting it go meant ending the clip. The depleted group just went with whatever was the most passive option. If it was to press a button, they procrastinated. If it was to hold a button down, they gave up sooner. The results suggested that focused concentration made people less eager to make active choices later.

A great deal of your thoughts and behaviors are automatic and unconscious. Blinking and breathing, for example, need no help from the conscious part of you. A good chunk of your behavior, such as driving to work or toweling off after a shower, just happens while your conscious mind drifts off to think about Game of Thrones or how you’ll approach your boss for a raise. If you touch a hot stove, you recoil without thought. Your desire to avoid dark alleys and approach embraces occurs without your input. When moved by a song or a painting or a kitten, the emotional rush comes without volition. Much of your mental life is simply not under your conscious control, and Baumeister’s research suggests that once you take the helm every act of volition diminishes the next.

It is as if the mind were a terribly designed experimental spaceship. As long as the ship travels in a straight line it burns very little fuel, but as soon as the pilot takes over in any way, to dive or bank or climb, this imaginary ship burns fuel at an alarming rate, leaving behind less fuel with which to steer in the future. At some point you must return the craft to autopilot until it can be refueled, or else it crashes. In this analogy, taking control of the human mind includes making choices, avoiding temptation, suppressing emotions and thoughts, and acting in a way deemed appropriate by your culture. Saying no to every naughty impulse, from raiding the refrigerator to skipping class, requires a little bit of willpower fuel, and once you spend that fuel it becomes harder to say no the next time. All Baumeister’s research suggests that self-control is a strenuous act. As your ego depletes, your automatic processes get louder, and each successive attempt to take control of your impulses is less successful than the last. Yet ego depletion is not just the effects of fatigue. Being sleepy, drunk, or in the middle of a meth binge will certainly diminish your ability to resist pie, but what makes ego depletion so weird is that the research suggests the system can also get worn out just from regular use. Inhibiting and redirecting your own behavior in any way makes it more difficult to delay gratification and persevere in the face of adversity or boredom in the future.

So why is it, then, that the students hit by the rejection bus, the ones told that no one had picked them after listening to them prattle at the fake party, couldn’t keep the cookies out of their mouths? It seems that ego depletion can go both ways. Getting along with others requires effort, and thus much of what we call prosocial behavior involves the sort of things that deplete the ego. The results of the social exclusion study suggest that when you’ve been rejected by society it’s as if somewhere deep inside you ask yourself, “Why keep regulating my behavior if no one cares what I do?”

You may have felt the urge to shut down your computer, shed your clothes, and walk naked into the woods, but you don’t do it. With differing motivations, many people have famously exited society to be alone: Ted Kaczynski, Henry David Thoreau, and Christopher McCandless, to name a few. As with these three, most don’t go so far as to shed all remnants of the tools and trappings of modern living. You may decide one day to throw middle fingers at the material world and head into the wild, but you’ll probably keep your shoes on and take a pocketknife at the very least. It’s a compelling idea nonetheless—leaving society with no company. You enjoy watching shows such as Born Survivor. You revisit tales such as Cast-away and Robinson Crusoe and Life of Pi. It’s in our shared experience, a curiosity and a fear, the idea of total expulsion from the rest of your kin.

Ostracism is a potent and painful experience. The word comes from a form of punishment in ancient Athens and other large cities. The Greeks often expelled those who broke the trust of their society. Shards of pottery, ostracon, were used as voting tokens when a person’s fate was on the ballot. Primates like you survive and thrive because you stick together and form groups, keeping up with those prickly social variables such as status and alliance, temperament and skill, political affiliation and sexual disposition, to prevent ostracism. For a primate, banishment is death. Even among your cousins the chimps, banishment is rare. The only lone chimps are usually ex-alpha males defeated in power takeovers. Chimpanzees will stop hanging out with the ostracized one, stop grooming him, but they rarely banish. A human completely on his own usually doesn’t make it very long. Your ancestors probably survived not only by keeping away from spiders, snakes, and lions, but also by making friends and not rocking the boat too much back at the village. It makes sense, then, that you feel an intense, deep pain when rejected socially. You have an innate system for considering that which might get you ostracized. When you get down to it, most of what you know others will consider socially unacceptable are behaviors that would demonstrate selfishness. People who are unreliable, who don’t pitch in, or share, or consider the feelings of others, get pushed to the fringe. In the big picture, stealing, raping, murdering, committing fraud, and so on harm others while sating some selfish desire of an individual or a splinter group. Baumeister and his group wrote in the social-exclusion paper that being part of society means accepting a bargain between you and others. If you will self-regulate and not be selfish, then you get to stay and enjoy the rewards of having a circle of friends and society as a whole, but if you break that bargain, society will break its promise and reject you. Your friend groups will stop inviting you to parties and will unfollow you on Twitter. If you are too selfish in your larger social group, it might reject you by sending you to jail or worse.

The researchers in the “no one chose you” study proposed that since self-regulation is required to be prosocial, you expect some sort of reward for regulating your behavior. People in the unwanted group felt the sting of ostracism, and that reframed their self-regulation as being wasteful. It was as if they thought, Why play by the rules if no one cares? It poked a hole in their willpower fuel tanks, and when they sat in front of the cookies, they couldn’t control their impulses as well as the others could. Other studies show that when you feel ostracized and unwanted, you can’t solve puzzles as well; you become less likely to cooperate, less motivated to work, more likely to drink and smoke and do other self-destructive things. Rejection obliterates self-control, and thus it seems it’s one of the many avenues toward a state of ego depletion.

So, looking back on all this, what about the nutty propositions put forth by Freud? All this talk about mental energy, impulses, and cultural judgment sounds as if we are validating the ideas of the id, ego, and superego, right? Well, that’s why psychologists have been working so hard to pinpoint what is being depleted when we speak of ego depletion, and according to one hypothesis it may just be the fuel your brain gains from digested food: glucose.

A study published in 2010 conducted by Jonathan Leval, Shai Danziger, and Liora Avniam-Pesso looked at 1,112 judicial rulings concerning prisoner paroles over the course of ten months. They found that right after breakfast and lunch, your chances of getting paroled were at their highest. On average, the judges granted parole to around 60 percent of prisoners right after the judge had eaten a meal. The rate of approval crept down after that. Right before a meal, the judges granted parole to about 20 percent of those appearing before them. The less glucose in judges’ bodies—that is, the longer they’d gone since eating—the less willing they were to make the active choice of setting a person free and accepting the consequences and the more likely they were to go with the passive choice to put the fate of the prisoner off until a future date.

The glucose correlation is made stronger by another study by Baumeister, in 2007, in which he had people watch a silent video of a woman talking while words flashed in the lower right-hand corner. The subjects’ task was to try as best they could to ignore the words. The scientists tested blood glucose levels before and after the video and compared them with those of a control group who watched the video without special instructions. Sure enough, the people who avoided the words had lower blood glucose levels after the video than the control group. In subsequent experiments the subjects drank either Kool-Aid with sugar or Kool-Aid with Splenda right after the video and then proceeded to the sorts of tasks that tend to reveal ego depletion in the lab: word puzzles, geometric line tracing puzzles, tests of emotional restraint, tests of suppression of prejudicial attitudes, tests of altruism, etc. The people who thought they’d gotten an energy boost (the Splenda group) tended to perform worse than those who actually got their glucose replenished (the sugar group). Thus it seems you are more able to exert willpower and control, to make decisions and suppress naughtiness, by eating and drinking beforehand (which sucks if the things over which you need willpower are food and drink).

The research into what is called the resource model of self-control is still new and incomplete. Some scientists have challenged the idea that glucose is the resource being depleted because a conscious brain should have plenty of glucose available to exert self-control at any given time. They argue that some other psychological mechanism is governing its release, and speculate that the effects are more likely some sort of evolutionarily molded resource-allocation program. Once you’ve completed a task requiring significant self-control, your motivation and attention are manipulated by internal forces to seek rewards for a while. But if an even better prospect emerges or a serious threat looms, your motivation will be freed up again so you can press on. For instance, you might chase a deer for an hour, refusing to give in to the pain in your legs, but once you slay the beast, you feel a strong desire to rest and eat. If a hungry predator appears at that moment, you forget the relaxation and go back to running. This is called the process model of ego depletion, and it hypothesizes that although you have the glucose to spend, your brain becomes frugal after mental exertion and dampens your motivation. Reward cues become more salient in the environment, and tasks requiring self-control become less attractive. If at that moment the brain becomes highly motivated, it will happily use its available glucose, say proponents of the process model. In some experiments subjects are able to stave off ego depletion after receiving a gift, a swish of sugar water, or a chance to engage in nonboring tasks, which adds more evidence that the reward system of the brain plays a significant role in ego depletion and that glucose is not the only factor. Research continues, and for now the idea of ego depletion is still a metaphor for something more complex and nuanced that has yet to be fully understood.

The current understanding of this is that all brain functions require fuel, but the executive functions seem to require the most. Or, if you prefer, the executive branch of the mind has the most expensive operating costs. Studies show that when low on glucose, or when the brain becomes frugal toward its reserves, those executive functions suffer. That mental state harkens back to the way Freud and his contemporaries saw the psyche as a battle between brute primal desires and the contemplative self. The early psychologists would have said your id runs amok when your ego is weak. We now know it may just be your prefrontal cortex dealing with a lack of glucose or your internal banker refusing to release funds.

Remember, no matter what the self-help books say, the research suggests that willpower isn’t a skill. If it were, there would be some consistency from one task to the next. Instead, every time you exert control over the giant system that is you, that control gets weaker. If you hold back laughter in a church or classroom, every subsequent silly notion is that much funnier, until you run the risk of bursting into snorts.

The only way to avoid this state of mind is to predict what might cause it in your daily life and to avoid those things when you need the most volition. Modern life requires more self-control than ever. Just knowing Reddit.com is out there beckoning your browser, or that your iPad is waiting for your caress, or that your smartphone is bursting with status updates, requires a level of impulse control unique to the human mind. Each abstained vagary strengthens the pull of the next. Remember, too, that you can dampen your executive functions in many ways, such as by staying up all night for a few days, or downing a few alcoholic beverages, or holding your tongue at a family gathering, or resisting the pleas of a child for the umpteenth time. Having an important job can lead to decision fatigue, which may lead to ego depletion simply because big decisions require lots of energy, literally, and when you slump, you go passive. A long day of dealing with bullshit often leads to an evening of no-decision television in which you don’t even feel like switching the channel to get Kim Kardashian’s face off your screen, or watching a censored Goodfellas between commercials even when you own a DVD of the film and it’s sitting five feet away. If so, no big deal, but if you find yourself in control of air traffic or a heart bypass, or you need to lose two hundred pounds, that’s when it’s time to plan ahead. If you want the most control over your own mind so that you can alter your responses to the world instead of giving in and doing what comes naturally, stay fresh. Take breaks. Get some sleep. And until we understand just what ego depletion really is, don’t make important decisions on an empty stomach.


7.

The Misattribution of Arousal

[image: Image]

THE MISCONCEPTION: You always know why you feel the way you feel.

THE TRUTH: You can experience emotional states without knowing why, even if you believe you can pinpoint the source.

The bridge is in British Columbia, long and scary, still sagging across the Capilano Canyon, daring people to traverse it.

If you were to place the Statue of Liberty underneath the bridge, base and all, the bridge would lightly drape across her copper shoulders. It is about as wide as a park bench for its entire suspended length, and when you try to cross it, feeling it sway and rock in the wind, hearing it creak and buckle, it is difficult to take your eyes off the rocks and roaring water 230 feet below—far enough for you to feel in your stomach the distance between you and a messy, crumpled death. Not everyone makes it across.

In 1974, psychologists Art Aron and Donald Dutton hired a woman to stand in the middle of this suspension bridge. As men passed her on their way across, she asked them if they would be willing to fill out a questionnaire. At the end of the questions, she asked them to examine an illustration of a woman covering her face and then make up a back story to explain it. She then told each man she would be more than happy to discuss the study further if he wanted to call her that night, then tore off a portion of the paper, wrote down her number, and handed it over.

The scientists knew the fear in the men’s bellies would be impossible to ignore, and they wanted to know how a brain soaked in anxiety juices would make sense of what had just happened. To do this, they needed another bridge to serve as a control, one that wouldn’t produce terror, so they had their assistant go through the same routine on a wide, sturdy, wooden bridge standing fixed just a few feet off the ground.

After running the experiment at both locations, they compared the results and found that 50 percent of the men who got the digits on the dangerous suspension bridge picked up a phone and called looking for the lady of the canyon. Of the men questioned on the secure bridge, the percentage who came calling dropped to 12.5. That wasn’t the only significant difference. When they compared the stories the subjects made up about the illustration, they found that the men on the scary bridge were almost twice as likely to come up with sexually suggestive narratives.

What was going on here? One bridge made men flirty and eager to follow up with a female interviewer, and one did not. To make sense of it, you must understand something psychologists call arousal, mentioned earlier in the form of cognitive dissonance, and how easy it is to falsely identify its source. Mistaken emotional origins can save relationships, create amorous mirages, and lead you into behaviors and attitudes both sublime and hypocritical.

Arousal, in the psychological sense, is not limited to sexual situations. It can envelop you in a number of ways. You’ve felt it: increased heart rate, focused attention, sweaty palms, dry mouth, big breaths followed by bigger sighs. It is that wide-eyed, electricity-in-your-veins feeling you get when the wind picks up and the rain begins to pour. It is a state of wakefulness, more alert and aware than normal, in which your mind is paying full attention to the moment. This isn’t the action-roll-out-of bed-feeling you get when a fire alarm snaps you out of a deep sleep. No, arousal is prolonged and total; it builds and saturates. Arousal comes from deep inside the brain, in those primal regions of the autonomic nervous system where ingoing and outgoing signals are monitored and where the glass over the big Fight-or-Flight button waits to be smashed. You feel it as a soldier waiting to see if the next mortar has his name on it, as a musician walking onstage inside a sold-out stadium, as a crowd member elevated by a powerful speech, in a group circling a fire and singing and drumming, as a member of a congregation swimming in the Gospel and swaying with hands raised, in a couple at the center of a packed dance floor. Your eyes water with ease. You want to weep and laugh simultaneously. You could just explode.

The men on the bridge experienced this heightened state of clarity, fear, anxiety, and dread, and when they met an attractive woman, those feelings continued to flow into their hearts and heads, but the source got scrambled. Was it the bridge or the woman? Was she just being nice, or was she interested in me? Why did she pick me? My heart is pounding; is she making me feel this way? When Aron and Dutton ran the bridge experiment with a male interviewer (and male subjects), the lopsided results disappeared. The men no longer considered the interviewer as a possible cause for their arousal—or, if they did, they suppressed it. The misattribution of arousal also went away when they ran the experiment on a safe bridge. No heightened state, no need to explain it. On a hunch, Aron and Dutton decided to move the experiment away from the real world, with all its uncontrollable variables, and attack the puzzle from another direction, in the lab.

In the lab experiment male students entered a room filled with scientific-looking electrical equipment where a researcher greeted them by asking if they had seen another student wandering around. When the men said they hadn’t, the scientists pretended to go looking for the other subject, leaving the men behind to read material concerning learning and painful electric shocks. When the scientists felt that enough time had passed, they brought in an actress who pretended to be a student who had also volunteered for the study. The men, one at a time, would then sit beside the woman and listen as the scientists explained that one of the two would soon be shocked with either a terrible, bowel-loosening megablast or a “mere tingle.” After this, the researchers flipped a coin to determine who would be getting which level of shock. They weren’t actually going to shock anyone; they just wanted to scare the bejeezus out of the men. The researchers then handed over a questionnaire similar to the one from the bridge experiment, complete with the illustration-interpretation portion, and told the men to work on it while they, the researchers, prepared the electrocution machines.

The questionnaire asked the men to rate their anxiety and their attraction to the female subject. As the scientists suspected, the results matched those from the bridge. The men who expected a terrible, painful shock rated their anxiety and their attraction to the woman as significantly higher than those expecting mild tingles. When it came to the narratives explaining the illustrations, once again the more anxious the men, the more sexual imagery they produced in their descriptions. Afterward, the subjects were debriefed and told there would be no electrical torture after all.

Aron and Dutton showed that when you feel aroused, you naturally look for context, an explanation as to why you feel so alive. This search for meaning happens automatically and unconsciously, and whatever answer you come up with is rarely questioned because you don’t realize you are asking. Like the men on the bridge, you sometimes make up a reason for why you feel the way you do, and then you believe your own narrative and move on. It would be easy to pinpoint the source of your contorted face and toothy grin if you took peyote at the Burning Man festival and were twirling glow sticks to the beat of a pulsating lizard-faced bassoon quartet. The source of your coursing blood would be more ambiguous if you had just drunk a Red Bull before heading into a darkened cinema to watch an action movie. You can’t know for sure if it is the explosions or the caffeinated taurine water, but, damn, if this movie doesn’t rock. In many situations you either can’t know or fail to notice what got you physiologically amped, and you mistakenly attribute the source to something in your immediate environment. People are your favorite explanations, as studies show that when given the option, you prefer to see other human beings as the source of your heightened state of arousal. The men expecting to get electrocuted misattributed a portion of their pulse’s pace to the woman by their side. Aron and Dutton focused on fear and anxiety, but in the years since, research has revealed that just about any emotional state can be misattributed, and this has led to important findings on how to keep a marriage together.

In 2008, psychologist James Graham conducted a study to see what sorts of activities kept partners bonded. He had twenty couples who lived together carry around digital devices while conducting their normal daily activities. Whenever the device went off, they had to use it to text back to the researchers and tell them what they were up to. They then answered a few questions about their mood and how they felt toward their partner. After more than a thousand of these buzz-report-introspect-text moments, Graham looked over the data and found that couples who routinely performed difficult tasks together as partners were also more likely to like each other. Over the course of his experiments, he found that partners tended to feel closer, more attracted to, and more in love with each other when their skills were routinely challenged. He reasoned the buzz you get when you break through a frustrating trial and succeed was directly tied to bonding. Just spending time together is not enough, he said. The sorts of activities you engage in are vital. Graham concluded you are driven to grow, to expand, to add to your abilities and knowledge. When you satisfy this motivation for self-expansion by incorporating aspects of your romantic partner or friend into your own skills, philosophies, and self, it does more to strengthen your bond than any other act of love. This opens the door to one of the best things about misattribution of emotion. If, like those in the study, you persevere through a challenge—be it remodeling a kitchen yourself or learning how to dance the Dougie—that glowing feeling of becoming wiser, that buoyant sense of self-expansion, will be partially misattributed to the presence of the other person. You become conditioned over time to see the relationship itself as a source for those sorts of emotions, and you become less likely to want to sever your bond with the other party. In the beginning, just learning how to relate to the other person and interpret his or her nonverbal cues, emotional mood swings, and strange food aversions is an exercise in self-expansion. The frequency of novelty can diminish as the relationship ages and you settle into routines. The bond can seem to weaken. To build it up again you need adversity, even if simulated. Taking ballroom dancing lessons or teaming up against friends in a game of mini-golf is more likely to keep the flame flickering than wine and Marvin Gaye.

The arousal you are prone to misattributing can also come from within, especially if you find yourself on questionable moral ground. In 1978, Mark Zanna and Joel Cooper gave placebo pills to a group of subjects. They told half the pill takers the drug would make them feel relaxed, and the other half that it would make them feel tense. They then asked the subjects to write an essay explaining why free speech should be banned. Most people were reluctant and felt terrible about expressing an opinion counter to their true beliefs. When the researchers gave all the participants a chance to go back and change their papers, the ones who thought they had taken a downer were far more likely to take them up on the offer. The ones who thought they had taken a speed pill assumed the heat under their collars was from the drug instead of their own cognitive dissonance, so they didn’t feel the need to change their positions. The other group had no scapegoat for their emotional state, so they wanted to rewrite the paper because they suspected it would ease their minds and bring their arousal back down to normal. Once again you can see how cognitive dissonance, behaving or thinking in a way that seems to run counter to your beliefs, cranks up arousal in a way that feels awful. The subjects in the Zanna and Cooper experiment wanted to alleviate this, but only those who thought they swallowed downers could pinpoint the source of their mental discomfort. For the other group, the fake upper, instead of their own negative emotions, became the explanation.

Misattribution of arousal is another phenomenon, like the Benjamin Franklin effect, that falls under the self-perception theory. If you recall, the theory posits that your attitudes are shaped by observing your own behavior and trying to make sense of it. One of the founders of psychology, William James, believed you often look back on a situation as if in an audience trying to understand your own motivations. James would say if you saw a cricket on your arm and then flailed about rubbing your body up and down while screaming incoherently, you would later assume you had experienced fear and might then believe you were afraid of crickets. Sometimes you jump to conclusions without all the facts. You often act as an observer of your actions, a witness to your thoughts, and you form beliefs about yourself based on those observations. To explore this, psychologist Fritz Strack devised a simple experiment in 1988 in which he had subjects hold a pen straight out between their incisors and bare their teeth as they read comic strips. The subjects tended to find the cartoons funnier than when they held the pen between their lips. When the pen was between the teeth, some of the muscles used for smiling were contracted; when it was between the lips, the muscles used for frowning were contracted. He concluded that the subjects felt themselves smiling and decided somewhere deep in their minds that they must be enjoying the comic strip. When they felt themselves frowning, they assumed they thought the comics were dull. In a similar experiment done in 1980 by Gary Wells and Richard Petty, subjects were asked to test out headphones by either nodding or shaking their heads while listening to a pundit delivering an editorial. Sure enough, when questioned later, the nodders tended to agree with the opinion of the speaker more than the shakers. In 2003, Jens Förster asked volunteers to rate food items as their names moved across a large screen. Sometimes the food names moved up and down, and sometimes from side to side, thus producing unconscious head nodding or shaking. As in the pundit study, people tended to say they preferred the foods that made them nod, unless they were disgusting. In Förster’s and other similar studies, positive and negative opinions became stronger, but if a person hated broccoli, for example, no amount of head nodding would change his mind.

Arousal can fill up the spaces in your brain when you least expect it. It could be a rousing movie trailer or a plea for mercy from a distant person reaching out over YouTube. Like a coterie of prairie dogs standing alert as if living periscopes, your ancestors were built to pay attention when it mattered, but with cognition comes pattern recognition and all the silly ways you misinterpret your inputs. The source of your emotional state is often difficult or impossible to detect. The time to pay attention can pass, or the details become lodged in a place beneath consciousness. In those instances, you feel but you know not why. When you find yourself in this situation you tend to lock onto a target, especially if there is another person who fits with the narrative you are about to spin. It feels good to assume you’ve discovered what is causing you to feel happy, to feel rejected, to feel angry or lovesick. It helps you move forward. Why question it?

The research into arousal says you are bad at explaining yourself to yourself, but it sheds light on why so many successful dates include roller coasters, horror films, and conversations over coffee. There is a reason that playful wrestling can lead to passionate kissing, that a great friend can turn a heaving cry into a belly laugh. There is a reason great struggle brings you closer to friends, family, and lovers. There is a reason John Lewis commercials show a woman going through life’s traditional milestones while Fyfe Dangerfield sings Billy Joel’s “She’s Always a Woman.” When you want to know why you feel the way you do but are denied the correct answer, you don’t stop searching. You settle on something—the person beside you, the product in front of you, the drug in your brain. You don’t always know the right answer, but when you are flirting over a latte, don’t point it out.


8.

The Illusion of External Agency

[image: Image]

THE MISCONCEPTION: You always know when you are making the best of things.

THE TRUTH: You often incorrectly give credit to outside forces for providing your optimism.

When you are happy, you rarely take the metacognitive step backward required to realize that your brain is responsible for that emotion.

You think, I am happy because I’ve just eaten a key lime cupcake, but you rarely think, I am happy because my brain is telling me to be happy because I’ve just eaten a key lime cupcake. Just parsing out the language is confusing. When you think of the person who is you, are you thinking of your entire brain and body, or only a portion? Probably the whole organism. Although neuroscience asks us more urgently each year to see our conscious self as only a fraction of the total mind produced by the brain, it isn’t something you can easily accept.

Sitting there now, reading this, you feel as if you were the self you imagine, the self who is in control of your body and who experiences inputs both corporeal and intangible, tactile and emotional. You are the thinker. You are the feeler. Yet there are situations in which those sensations of ownership and volition can be manipulated and drastically altered. In fact, there are times throughout your life when you have given credit for your emotions to imaginary sources. Take a second if you have to. I realize this idea furrows the brow, but in the lab, it is possible to demonstrate that you sometimes can’t tell you are the person responsible for your own thoughts and emotions. Not only that, but it is also possible to redirect ownership of those feelings to someone or something else.

In psychology, the notion that there is a thinking being behind an event is called agency, and an agency-detection system comes preinstalled in every human brain. The most common example is to imagine yourself in a jungle. You hear a rustling in the leaves. Is it the wind or a tiger? Best not dally, so let’s assume it is a tiger and choose the fight-or-flight or the stop-breathing-and-hope-it-walks-the-other-way response. That default sense that unknown forces might be caused by conscious, hungry things is your sense of agency. It is why you find it so difficult to ignore suspicious bumps in the night. Some part of you asks the other parts of you to investigate just in case there is an agent behind the noise. The driving force behind investigations into a great deal of spooky, mysterious, weird, and unexplained phenomena is the human instinct to assume there must be agency behind all manner of creepy things, whether or not there is much evidence for it.

You don’t just assume agency for outside forces. You also assume there is an agent behind your own actions: you. You naturally assume that you are the agent behind the decision to move your arm, and that you are the agent responsible for the words coming out of your mouth. It seems pretty obvious, but it isn’t a perfect system. In fact, it is the source of one of your most common and least detectable cognitive errors. You don’t always recognize your own agency, and the entire system can be scrambled with just a little manipulation. To understand how, let’s cover a few building blocks of your self-delusion.

Affect, as you may recall from before, is the technical term for how you subjectively experience your emotional state. In psychology, the act of predicting the future of your emotions is called affective forecasting. If someone came around the corner right now and handed you a slice of cherry cobbler, complimented you on your facial features, read a poem that related to how your week was going, and then hugged you before disappearing to take care of your laundry for the week, how would that make you feel? Your act of prediction just now was affective forecasting. Over the course of hundreds of studies going back to when it was okay to wear sequined jumpsuits to night clubs, one thing has become clear as crystal: You are really bad at affective forecasting. You are strongly biased to overestimate the impact of both good and bad outcomes on your emotional hereafter. When you imagine a good event such as winning the lottery, or a bad event such as a car crash, your predictions about what you would feel following those events are often way off. That, psychologists say, is your impact bias. You are biased to overestimate the emotional impact of future events. Like a weatherman who tells viewers to expect torrential floods from light showers, your internal mood forecaster is always blowing out of proportion predictions of the future of your heart. Thus, your impact bias contaminates your affective forecasting, making that forecasting much less accurate.

In 1978, psychologist Phillip Brickman and his colleagues questioned major lottery winners and paralyzed accident victims about their overall happiness and found there was little difference, not only between the two groups but also between either group and the general public. A sort of happiness homeostasis prevented the accident victims from becoming depressed yet also kept the lottery winners from floating away in bliss. There was something happening in their minds over time—a regression to the mean. Like a bobber on a fishing line, no matter how deep their moods sank or how high they arose, their moods eventually returned to a previous state just slightly above the midpoint. The time it took for the extreme emotions to fade varied, but two or three months was about all it took for most people. Brickman helped coin a term to describe this phenomenon: the hedonic treadmill.

Okay, so that gets us to where we need to be. Affective forecasting and the hedonic treadmill are part of a larger phenomenon called, unimaginatively, your psychological immune system. When you feel damaged by rejection, loss, shame, humiliation, powerlessness, and all the other dark emotional states, or what psychology calls negative affects, your mind has a tremendous capacity for psychological healing. If you move to a new city to start a new career and then get laid off right after your children’s first day of school, you will get over it, and soon. Should your house burn down with your entire collection of out-of-production air sickness bags, you will quickly feel just fine about losing both the collection and the home. Should you poop your pants on television while attempting to juggle reproduction Nazca pottery, your shame will rapidly fade. Of course, you don’t believe any of that when predicting the future, much less during the awful event itself, because you are terrible at affective forecasting.

One of the components of your psychological immune system with the most potential to cause self-delusion is called subjective optimization. To truly beat your brain, you need to understand how it forces you to refuse credit when credit is due.

You know that friend of yours who got pregnant and moved away to marry the guy she had sex with one time instead of going to nursing college, and who then ended up having another baby and getting a divorce before meeting and marrying that guy who owns a homemade dog treat business that makes their house smell like charred liver? She will never know if moving away instead of heading to college was the right decision, but she seems to think it was. When you talk to her, she says life couldn’t be better, but how would she know? That, my friend, is what psychologists call subjective optimization—seeing life as it is as being the best it could be. Like the font Helvetica, once you learn about subjective optimization, you’ll see it everywhere. Except, of course, in yourself. When you find yourself in a bad situation that can’t be easily escaped, you have the power to transmogrify misfortune into luck. Like everything else that happens within your psychological immune system, it is completely invisible to your conscious mind.

Subjective optimization complements sour grapes, the inclination to see that which you can’t have as that which you didn’t want in the first place. Subjective optimization makes whatever you get stuck with seem better than that which you can no longer obtain. Metaphorically, it is the process that makes lemons into lemonade. Unconsciously, your automatic systems work to force your attention to the bright side of bad outcomes. You receive the mental lemonade and enjoy it, but you never see the lemons from which it was squeezed.

You can see subjective optimization coming to rescue those in a state of loss in a 1999 study by psychologists Daniel Gilbert and Jane Jenkins. They created a photography course at Harvard, and to the students it seemed like a normal course on how to use a camera and develop film. Each person was tasked with going out and snapping pictures of things she wanted to remember from her time at university. Once the students had twelve photos ready to be developed, the instructors told them to pick two negatives that would be blown up into eight-by-ten portraits. Once they had the photos in front of them, big and beautiful and meaningful, the students were then told to pick only one to keep. The other they would have to leave behind with the instructors as proof that they had finished the assignment, and that photo would not be returned. They were told they had to make their decision right away, but a second group was given time to think and could change their minds as many times as they needed before settling on one photo. When questioned much later, the group who was forced to pick and stick reported loving their choices. The photo they had to give up was long forgotten. The group who had a few days to decide reported feeling as though they had made a mistake. They were left wondering, maybe forever, if the photo they were stuck with was less meaningful to them than the one with which they had parted. They yearned to go back in time and change their choices. The researchers concluded that you are more likely to subjectively optimize, to make lemonade out of lemons, in an unchangeable situation. The people without a choice were later happy. The people with a choice were later sad. Getting locked into a situation with no hope of escape activates subjective optimization.

Some say that because in the modern, industrialized, and affluent world nothing is limited to one or two options anymore, that power to make yourself happy is being hampered. Head over to Amazon and search for paper clips. You’ll find over two thousand varieties to choose from. What about peanut butter? A quick search pulls up nearly five thousand products from creamy to chunky to individually wrapped gourmet drops. The bewildering amount of choice you have when it comes to how you spend your money is mirrored in all the ways you can spend your life. As psychologist Barry Schwartz points out in his book The Paradox of Choice, just one hundred years ago your options as to career, spouse, and hometown were so limited as to be almost nonexistent in comparison with the options you have today. This lack of choice was true for humans going back all the way to your fishlike ancestors. Most of the history of sapient beings was spent locked up in a life with little opportunity and living through situations they had no choice but to deal with or get kicked out of the gene pool. It makes sense, then, that you evolved a nifty mechanism to deal with the loads of crap your brain predicts will eventually fall into your lap.

That system works well, in part because it happens unconsciously. The downside is that you find it difficult to predict your own unconscious systems. Gilbert and Jenkins asked the subjects at the beginning of the photo study which situation they would rather be in, and most people said they would much rather be in the group with more choice—what psychologists call a changeable outcome. That’s what you always think you want, more choice, more outs, more options, but the results suggest that sort of situation saps the power of your psychological immune system. Since it works in the shadows, underneath consciousness, you have a very hard time factoring it into your predictions. The researchers called this tendency to be blind to your psychological immune system and to make predictions based on events instead of on your likely interpretation of those events immune neglect.

Subjective optimization ensures that if you were kidnapped and locked away in a dungeon with a bucket, a book about bowties, and a daily regimen of dirt-seasoned oatmeal, you would find a way to look on the bright side (at least they gave you a book). If your marriage crumbled, or your business went belly-up, somehow, in a covert operation hidden from your conscious mind, you would find a way to say it was the best thing that had ever happened to you. You have a hard time believing this, but that’s because immune neglect redacts every shred of evidence that would prove you are actively changing your reality to stay happy and sane.

This brings us to one of the most powerful self-delusions your mind is capable of producing, and back to where we started in this chapter. You’ll recognize it immediately now that you understand its foundations.

In a series of studies in 2000, psychologists Daniel Gilbert, Ryan Brown, Elizabeth Pinel, and Timothy Wilson showed that subjective optimization can lead you to believe in invisible forces, forces controlling your happiness and fate. First, though, they had to get people in a controlled environment to subjectively optimize.

It turns out that it is actually rather easy to induce subjective optimization in a test subject. All you have to do is offer a selection of possible outcomes, things that the test subject will or will not receive at some point in the study. Next, make sure one of those outcomes sucks, and then rig the system so your subject gets the crappy outcome. You can now sit back and watch the magic as your subject instinctively changes the way she sees the thing she got stuck with. If you’ve done your job well, the subject will form a positive viewpoint about a thing she would otherwise have rated as unwanted. If you are an ethical scientist, you will debrief your subject at the end to reveal your manipulation; otherwise your subject, thanks to her immune neglect, will never know she changed her own mind.

Gilbert, Brown, Pinel, and Wilson were counting on that last part when they created their study. They hypothesized that since you are always generating artificial sunshine to brighten up your day, yet you remain unaware of that process, when you reflect on your life and wonder where all the brightness is coming from, you rarely point the finger at your own head. Instead, you point toward whatever invisible forces match up with your beliefs. You see an intangible benevolence that harmonizes with your worldview as the source of your good fortune.

In one study, they placed women in cubicles. To make physical attraction less a factor, everyone in the study was female. The scientists explained to them that each was taking part in research along with four other women who were also in cubicles nearby. This was a lie. The subjects were actually alone. The researchers then told each subject that eventually she was to pick one of the other women as her partner based on a short autobiography and survey. To that end, each subject then had to fill out a bio and a survey, believing that the other people in the study would use those items to make their own choices as well. At this point, the subjects were divided into two groups. Group A received the biographies of the four fake potential partners and rated how well they liked each one. Group B just moved on to the next section.

Next, each participant watched a video puzzle in which letters jumped around the screen. The researchers explained that this video would help them judge the subjects’ abilities and asked them to mark down each time a vowel appeared. During the video, flashes of light would occasionally interrupt the action. The researchers told the subjects to ignore the flashes. Those were just technical difficulties, the scientists said.

After all this, each subject from both groups was shown four folders, each with a different symbol printed on the outside. In the interest of fairness, the scientists explained, they had decided to randomly assign partners instead of letting the participants choose, and in each folder was the biography of one of the other subjects. What the subjects didn’t know was that each folder contained the bio of the subject most people had said they wanted to be partnered with the least. The subjects made their choices, each picking one of the four folders, and each then believed she had randomly received the crappy outcome.

Next, the women in Group A again rated the same four biographies they received in the beginning, when they thought they would have a choice. Group B also rated all four, but for the first time. After this, the scientists told everyone involved that the study was over, but it wasn’t. They were pulling one of the best tricks in psychological research: the fake debriefing.

In the fake debriefing, the experimenters told each subject that the flashes of light in the video were actually subliminal messages designed to influence her choice of folder by implanting a symbol in her mind. The scientists explained that they used the survey materials to decide who would be the best choice for the subject out of the four possible partners and then used the subliminal messages to get her to pick the best one. This is where the true purpose of the study, unbeknownst to the subjects, came into play. The researchers asked each woman, now that she knew the “truth,” to rate which of the four fake subjects she felt was truly the best partner and to rate the effectiveness of the subliminal flashes. Remember, the flashes were fake; there had been no subliminal messages. Each folder contained the same partner for each person, and that partner was the least desired choice.

The majority of women in both Group A and Group B said that, yes, the partner they got stuck with was the best possible partner out of the four. All subjectively optimized, just as the scientists expected them to. But when it came to the subliminal messages, the groups differed. Women in Group B, the group that did not get to rate their possible partners at the beginning, reported significantly more belief in the power of the subliminal messages. As the scientists pointed out in the study, it is well known in psychology that you find it difficult to change your mind about a person after your first impression. They speculated that this meant that people in Group A found it harder to subjectively optimize than people in Group B because they had already picked someone out of the four. Even though they eventually reported liking their random partner best, they reported liking their partner to a lesser degree than did people in Group B. As the scientists wrote in their paper, “it is easier to subjectively optimize in prospect than in retrospect.” All the subjects manipulated their personal realities to match the outcome they got stuck with and now believed the worst choice for them was the best choice for them. In hindsight, they made themselves feel that they had lucked out, but people in Group B did so much more quickly and smoothly than did Group A. When presented with a ready-made narrative—we, the benevolent scientists with insight into your mind, have influenced the outcome in your favor—the people in Group B were much more likely to accept that explanation and be happy with it. This, the scientists said, showcased your strange habit of attributing your emotional well-being to someone or something not inside you. Even though everyone in the study was responsible for how they viewed reality and how happy they were with their fates, when given the option to place responsibility for that fate outside themselves, they took it. The psychologists coined a term to describe this: the illusion of external agency.

In another version of the experiment, the researchers told people that they were testing two new radio programs similar to Pandora, Last.fm, Spotify, and other such services that use the participants’ tastes to select new songs for them. Based on the answers the subjects provided in a pre-study questionnaire, the scientists explained, the subjects would hear a selection of music that matched their responses. One group listened to short clips of both a nice song and a song the scientists predicted the subjects would find awful, and then that group was told the computer program believed they had preferred the awful song. They then were asked to listen to the bad song three times in a row. For a second group, the scientists switched the order of the procedure. The researchers forced the second group to first listen to the awful song three times in a row and then said afterward the program had picked that song for them based on their tastes. After that, the second group then listened to clips from both the good and bad songs. So the same information went into the brains of the participants in each group, but the order of how it was presented differed. After the listening sessions, people in both groups rated the music they had just heard. The scientists then asked people in both groups if they would like to listen to more music chosen by the program they had been using so far, or if they would like to switch to a new program. Eighty-one percent of the first group switched, but only 57 percent of the second group opted to try the new service. Whether they chose to keep the original or use a new program, each group heard the same music after that choice. Finally, the scientists asked the subjects how likely it was they would pay to use either computer program if those programs ever made it to market.

The results showed that the people who first heard clips from both the good song and the bad song rated the two appropriately, and then paid attention to the things they disliked about the bad song when they later endured it three times in a row. Because of this, the people in the first group didn’t believe the music program demonstrated much insight into their preferences. The people in the second group, who heard the bad song first, were then told it had been selected based on their tastes, and then heard clips of the good song, said at the end that they liked both songs equally. As you may have guessed, the people in Group A said they probably wouldn’t pay for the service, but people in Group B said they would.

It was as if Group A thought, Oh, yuck, one of these songs is not very good. Then, when they had to hear that song three times in a row, they were primed to pay attention to the things that confirmed their first impression. When they learned that the program disagreed, they thought, Based on my emotions, I think this program is crap. I would not buy it. Meanwhile, it was as if Group B thought, I am about to hear a song this program says I will like. When they listened to it three times in a row, they gave it the benefit of the doubt and attended more to what they liked about it than what they did not. When they then heard it alongside another song that was obviously good, they thought, I like the first song, so I must like both of these songs about the same. Based on my emotions, I think this program is not crap. I would buy it. The people in the second group, unaware it was happening, used subjective optimization to talk themselves into liking a song they would otherwise have hated, and then made a choice based on an invisible self-delusion: trust in a fallible external agent. Stranger still, there was no program. The scientists set everything up to fool people into giving credit for their self-generated emotional states to a nonexistent machine.

In both groups, the more a person said he liked the awful song, the more likely he was to say he would buy the service that picked it for him. Thanks to immune neglect, when a person in either group liked the bad song, he had no idea he had fooled himself into believing he enjoyed music he would probably have avoided in another setting. With nothing else to go on, he assumed he was pleased because an outside force must have insight into what he preferred. Just as in the other study, the scientists provided a reasonable source for this insight, and the subjects who subjectively optimized accepted it.

When you subjectively optimize an inescapably bad situation, you focus on the positive elements alone and see them as far more desirable and awesome than you would if you were standing on the outside. You will manipulate every outcome to seem as if it were the best possible outcome for you. Since you do this all the time, there will come moments in your life when it will seem that everything is going your way when it actually isn’t. Over time, you might become a bit curious as to how so much good fortune could be bestowed upon you on a daily basis. You can’t see that it is coming from within, so you assume it must be coming from without, and thus you look for an agent. If you find one, you will disavow your own ability to make the best of a bad situation and put that power in the hands of something else if a reasonable option is presented.

This is a mistake, a delusion that is generating ideas that are not true, yet you believe them, often for the rest of your life. In the end, this is just pattern recognition gone haywire. In your effort to turn chaos into order, noise into signal, and to trace down causes to the effects in your life, you erroneously look outside yourself when sometimes the source is in your own mind. You are making things seem better than they are, but you can’t believe it, so you blame something else. This is not necessarily a bad thing. The alternative, after all, is the stark, cold truth of a world without anything in your subjective reality optimized or touched up to seem more beautiful, more delicious, more desirable, more nourishing, more meaningful, than it would be without this lens. To beat your brain is to see the danger in believing in forces that do not exist and trusting them when you would do better to trust yourself. Remember the people who believed they enjoyed a bad song? All it took was presenting the information in just the right order for those people to mistake their own perceptions. Had the situation been real, they would have bought into a program that was terrible at selecting music for them to enjoy. Pretend these last few sentences aren’t describing a study, but that they are a metaphor for every moment in your life henceforth. Before you buy into any system, before you place trust in any external agent real or invisible, ask yourself if the positive emotions you are feeling come from within or without.

So much of life is impossible to do over, so many situations are impossible to change without harming people important to you, that you learn to change the way you see the world because it is easier than changing the world itself. As the scientists put it, you have a “healthy capacity for generating satisfaction” within the tribulations of an imperfect life. When you discuss world history, you may argue over whether one course of action or another was the right move, but you will never know if you are right, because history gets one run-through. The nearly infinite alternate courses it could have taken are forever unknowable. Likewise, when you argue whether your friends, family, or acquaintances should have gone down one path or another, you can be disappointed and upset on the outside, but they are not. They always seem pleased—blessed, even—that things worked out the way they did. That’s because they have the same capacity to alter their view of reality that you possess. Your personal historian is usually quite happy with the outcome of your life so far. Sure, it could have gone this way or that, but then you wouldn’t have all the nice things you are thankful for, no matter whom you thank when you count your blessings.


9.

The Backfire Effect
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THE MISCONCEPTION: You alter your opinions and incorporate the new information into your thinking after your beliefs are challenged with facts.

THE TRUTH: When your deepest convictions are challenged by contradictory evidence, your beliefs get stronger.

Wired, The Times, Backyard Poultry Magazine—they all do it. Sometimes they screw up and get the facts wrong. Via ink or in photons, a reputable news source takes the time to say “my bad.”

If you are in the news business and want to maintain your reputation for accuracy, you publish corrections. For most topics this works just fine, but what most news organizations don’t realize is a correction can further push readers away from the facts if the issue at hand is close to the heart. In fact, those pithy blurbs hidden on a deep page in every newspaper point to one of the most powerful forces shaping the way you think, feel, and decide—a behavior keeping you from accepting the truth.

In 2006, researchers Brendan Nyhan and Jason Reifler created fake newspaper articles about polarizing political issues. The articles were written in a way that would confirm a widespread misconception about certain ideas in American politics. As soon as a person read a fake article, experimenters then handed over a true article that corrected the first. For instance, one article suggested that the United States had found weapons of mass destruction in Iraq. The next article corrected the first and said that the United States had never found them, which was the truth. Those opposed to the war or who had strong liberal leanings tended to disagree with the original article and accept the second. Those who supported the war and leaned more toward the conservative camp tended to agree with the first article and strongly disagree with the second. These reactions shouldn’t surprise you. What should give you pause, though, is how conservatives felt about the correction. After reading that there were no WMDs, they reported being even more certain than before that there actually were WMDs and that their original beliefs were correct.

The researchers repeated the experiment with other wedge issues, such as stem cell research and tax reform, and once again they found that corrections tended to increase the strength of the participants’ misconceptions if those corrections contradicted their ideologies. People on opposing sides of the political spectrum read the same articles and then the same corrections, and when new evidence was interpreted as threatening to their beliefs, they doubled down. The corrections backfired.

Researchers Kelly Garrett and Brian Weeks expanded on this work in 2013. In their study, people already suspicious of electronic health records read factually incorrect articles about such technologies that supported those subjects’ beliefs. In those articles, the scientists had already identified any misinformation and placed it within brackets, highlighted it in red, and italicized the text. After they finished reading the articles, people who said beforehand that they opposed electronic health records reported no change in their opinions and felt even more strongly about the issue than before. The corrections had strengthened their biases instead of weakening them.

Once something is added to your collection of beliefs, you protect it from harm. You do this instinctively and unconsciously when confronted with attitude-inconsistent information. Just as confirmation bias shields you when you actively seek information, the backfire effect defends you when the information seeks you, when it blindsides you. Coming or going, you stick to your beliefs instead of questioning them. When someone tries to correct you, tries to dilute your misconceptions, it backfires and strengthens those misconceptions instead. Over time, the backfire effect makes you less skeptical of those things that allow you to continue seeing your beliefs and attitudes as true and proper.

In 1976, when Ronald Reagan was running for president of the United States, he often told a story about a Chicago woman who was scamming the welfare system to earn her income. Reagan said the woman had eighty names, thirty addresses, and twelve Social Security cards she used to get food stamps, along with more than her fair share of money from Medicaid and other welfare entitlements. He said she drove a Cadillac, didn’t work, and didn’t pay taxes. He talked about this woman, whom he never named, in just about every small town he visited, and it tended to infuriate his audiences. The story solidified the term welfare queen in American political discourse and influenced not only the national conversation for the next thirty years, but public policy as well. It also wasn’t true.

Sure, there have always been people who scam the government, but historians say no one who fit Reagan’s description ever existed. The woman most historians believe Reagan’s anecdote was based on was a con artist with four aliases who moved from place to place wearing disguises, not some stay-at-home mum surrounded by mewling children.

Despite the debunking and the passage of time, the story is still alive. The imaginary lady who Scrooge McDives into a vault of food stamps between naps while hardworking Americans struggle still appears every day on the Internet. The mimetic staying power of the narrative is impressive, and stories like this often provide one of the main foundations for the backfire effect. Psychologists call them narrative scripts, stories that tell you what you want to hear, stories that confirm your beliefs and give you permission to continue feeling as you already do. If believing in welfare queens protects your ideology, you accept it and move on. You might find Reagan’s anecdote repugnant or risible, but you’ve accepted without question a similar anecdote about pharmaceutical companies blocking research, or unwarranted police searches, or the health benefits of chocolate. You’ve watched a documentary about the evils of . . . something you dislike, and you probably loved it. For every Michael Moore documentary passed around as the truth there is an anti–Michael Moore documentary with its own proponents trying to convince you their version of the truth is the better choice.

A great example of selective skepticism is the website literally unbelievable.org. It collects the Facebook comments of people who believe that articles from the satire newspaper The Onion are real. Articles about Justin Bieber ending up in intensive care after being badly booed, Kim Jong-Un coming out in support of gay marriage, and George W. Bush saying he still believes the Iraq war was “the fun thing to do”—all these are commented on with the same sort of “yeah, that figures” outrage. As the psychologist Thomas Gilovich said, “When examining evidence relevant to a given belief, people are inclined to see what they expect to see, and conclude what they expect to conclude . . . for desired conclusions, we ask ourselves, ‘Can I believe this?,’ but for unpalatable conclusions we ask, ‘Must I believe this?’”

This is why hard-core doubters who believe Barack Obama was not born in the United States will never be satisfied with any amount of evidence put forth suggesting otherwise. When the Obama administration released the president’s long-form birth certificate in April of 2011, the reaction from so-called birthers was as the backfire effect predicts: They scrutinized the timing, appearance, and format of the certificate and then gathered online and mocked it. They became even more certain than before of their beliefs. The same has been and will forever be true for any conspiracy theory or fringe belief. As famous conspiracy debunker and neurologist Steven Novella says, contradictory evidence strengthens the position of the believer. It is seen as part of the conspiracy, and missing evidence is dismissed as part of the cover-up.

This helps explain how strange, ancient, and kooky beliefs resist science, reason, and reportage. As the Internet becomes simpler to search and more broadly accessed, it becomes easier to retreat to a safe haven of disparaging evidence. Perhaps that’s why polls show that, in the United States, belief in evolution has remained at about 39 percent since the 1980s, even as more evidence is added daily to the mountain already available online. It’s also a likely culprit behind the sharp drop in the belief in global warming, going from 77 percent acceptance in the United States in 2006 to 67 percent acceptance in 2012. Without a doubt, the backfire effect is also making it difficult to snuff out the thriving antivaccination movement, despite millions of dollars in research indicating that vaccines are safe. The persistent efforts of U.S. antivaccination activists in the face of evidence of vaccines’ validity caused the worst outbreak of whooping cough in the U.S. in seventy years in 2012, according to Forbes.

On these issues, you probably count yourself among the reasonable. You don’t see yourself as a kook. You don’t think thunder is a deity going for a 7-10 split. Your beliefs are rational, logical and fact-based, right? Well, consider a topic such as spanking. Is it right or wrong? Is it harmless or harmful? Is it lazy parenting or tough love? Science has an answer, but let’s get to that later. For now, savor your emotional reaction to the issue and realize you are willing to be swayed, willing to be edified on a great many things, but you keep a special set of topics separate. The last time you got into, or sat on the sidelines of, an argument online with someone who thought she knew all there was to know about immigration reform, the European Union, gay marriage, climate change, Scottish independence, the budget deficit, Dr Who or whether or not 0.9999 repeated to infinity was equal to one—how did it go?

Did you teach the other party a valuable lesson? Did she thank you for edifying her on the intricacies of the issue after cursing her heretofore ignorance, doffing her virtual hat as she parted from the keyboard a better person?

No, probably not. Most online battles follow a similar pattern, with each side launching attacks and pulling evidence from deep inside the Web to back up its position until, out of frustration, one party resorts to an all-out ad hominem nuclear strike. If you are lucky, the comment thread will get derailed in time for you to keep your dignity, or a neighboring commenter will help initiate a text-based dog pile on your opponent.

What should be evident from the studies on the backfire effect is you can never win an argument online. When you start to pull out facts and figures, hyperlinks and quotes, you are actually making the opponent feel even surer of his position than before you started the debate. As he matches your fervor, the same thing happens in your skull. The backfire effect pushes both of you deeper into your original beliefs.

Climate scientist John Cook and psychologist Stephan Lewandowsky write in their pamphlet, The Debunking Handbook, “A simple myth is more cognitively attractive than an over-complicated correction.” Multiple lines of research back up this advice. The more difficult it becomes to process a series of statements, the less credit you give them overall. During metacognition, the process of thinking about your own thinking, if you take a step back and notice that one way of looking at an argument is much easier than another, you will tend to prefer the easier way to process information and then leap to the conclusion that it is also more likely to be correct. In experiments where two facts were placed side by side, subjects tended to rate statements as more likely to be true when those statements were presented in simple, legible type than when printed in a weird font with a difficult-to-read color pattern. Similarly, a barrage of counterarguments taking up a full page seems to be less persuasive to a naysayer than a single, simple, powerful statement.

Have you ever noticed the peculiar tendency you have to let praise pass through you, but to feel crushed by criticism? A thousand positive remarks can slip by unnoticed, but one “you suck” can linger in your head for days. One hypothesis as to why this and the backfire effect happen is that you spend much more time considering information you disagree with than you do information you accept. Information that lines up with what you already believe passes through the mind like a vapor, but when you come across something that threatens your beliefs, something that conflicts with your preconceived notions of how the world works, you seize up and take notice. Some psychologists speculate there is an evolutionary explanation. Your ancestors paid more attention and spent more time thinking about negative stimuli than positive because bad things required a response. Those who failed to address negative stimuli failed to keep breathing.

In 1992, Peter Ditto and David Lopez conducted a study in which subjects dipped little strips of paper into cups of saliva. The paper wasn’t special, but the psychologists told half the subjects the strips would turn green if they had an enzyme deficiency that made it more likely to develop a pancreatic disorder in the future, and told the other half it would turn green if they were free and clear. Both groups were told the reaction would take about twenty seconds, but in reality the paper would never change to green. The people who were told the strip would turn green if they were safe, and then saw the color remain unchanged, tended to wait much longer to see if it would change, far past the time they were told it would take. When it didn’t change color, 52 percent retested just to make sure. The other group, the ones for whom a green strip would be very bad news, tended to wait only twenty seconds and move on. Only 18 percent retested.

When you read a negative comment, when someone shits on what you love, when your beliefs are challenged, you pore over the data, picking it apart in search of weaknesses. The cognitive dissonance locks up the gears of your mind until you deal with it. In the process, you form more neural connections, build new memories, and put out effort—once you finally move on, your original convictions are stronger than ever.

The backfire effect constantly shapes your beliefs and memory, keeping you consistently leaning one way or the other through a process that psychologists call biased assimilation. Decades of research into a variety of cognitive biases show you tend to see the world through thick Coke-bottle lenses forged from belief and smudged with attitudes and ideologies. When scientists had people watch Bob Dole debate Bill Clinton in 1996, they found supporters tended to believe their preferred candidate won. In 2000, when psychologists studied Clinton lovers and haters throughout the Monica Lewinsky scandal, they found Clinton lovers tended to see Lewinsky as an untrustworthy home wrecker and found it difficult to believe Clinton had lied under oath. The haters, of course, felt quite the opposite. Flash-forward to 2011, and you have the right-wing Fox News and the liberal MSNBC battling for cable journalism territory, both promising a viewpoint that will never challenge the beliefs of a certain portion of the audience. Biased assimilation guaranteed.

Geoffrey Munro and Peter Ditto concocted a series of fake scientific studies in 1997. One set of studies said homosexuality was probably a mental illness. The other set suggested homosexuality was normal and natural. They then separated subjects into two groups. One group said they believed homosexuality was a mental illness, and the other did not. Each group then read the fake studies full of pretend facts and figures suggesting that their worldview was wrong. On either side of the issue, after reading studies that did not support their beliefs, most people didn’t report an epiphany, a realization that they’d been wrong all those years. Instead, they said the issue was something science couldn’t understand. When asked about other topics later on, such as spanking or astrology, these same people said they no longer trusted research to determine the truth. Rather than shed their belief and face facts, they rejected science altogether.

Science and fiction once imagined the future in which you now live. Books and films and graphic novels of yore featured cyberpunks surfing data streams and personal communicators joining a chorus of beeps and tones all around you. Short stories and late-night pocket-protected gabfests portended a time when the combined knowledge and artistic output of your entire species would be instantly available at your command, and billions of human lives would be connected and visible to all who wished to be seen.

So, here you are, in the future, surrounded by computers that can deliver to you just about every fact humans know, the instructions for any task, the steps to any skill, the explanation for every single thing your species has figured out so far. This once-imaginary place is now your daily life.

If the future we were promised is now here, why isn’t it the ultimate triumph of science and reason? Why don’t you live in a social and political technotopia, an empirical nirvana, an Asgard of analytical thought minus the jumpsuits and neon headbands where the truth is known to all?

Among the many biases and delusions in between you and your microprocessor-rich, skinny-jean Arcadia is a great big psychological beast called the backfire effect. It has always been there, meddling in the way you and your ancestors understood the world, but the Internet unchained its potential, elevated its expression, and you’ve been none the wiser for years.

As social media and advertising progress, confirmation bias and the backfire effect will become more and more difficult to overcome. You will have more opportunities to pick and choose the kind of information that gets into your head, along with the kinds of outlets you trust to give you that information. Services such as Facebook already employ algorithms that edit the posts from your contacts so that what you see from moment to moment inside their walled gardens is most likely to be something with which you agree. In addition, advertisers will continue to adapt, not only generating ads based on what they know about you, but also creating advertising strategies on the fly based on what has and has not worked on you so far. The media of the future may be delivered based on not only your preferences, but also how you vote, where you grew up, your mood, the time of day or year—every element of you that can be quantified. In a world where everything comes to you on demand, your beliefs may never be challenged, and when they are, you can retreat into a bubble of confirmation and denial more easily than ever before.

Three thousand spoilers per second rippled away from Twitter in the hours before Barack Obama walked up to his presidential lectern and told the world that Osama bin Laden was dead. Novelty Facebook pages, get-rich-quick websites, and millions of e-mails, texts, and instant messages related to the event preceded the official announcement. Stories went up, comments poured in, search engines burned white hot. Between 7:30 and 8:30 p.m. on the first day, Google searches for bin Laden saw a 1 million percent increase from the number the day before.

It was a dazzling display of how much the world of information exchange had changed in the years since September 2001, except in one predictable and probably immutable way: Within minutes of learning about Seal Team Six, the headshot tweeted around the world, and bin Laden’s swift burial at sea, conspiracy theories began to bubble in the ooze of the Internet sea. Days later, when the world learned they would be denied photographic proof, the conspiracy theories grew legs, left the ocean, and evolved into self-sustaining undebunkable life forms.

It requires real changes in the physiology of your brain to accept new information demanding that you see the world in a new way. Neuroscientist Kevin Dunbar showcased this when he put students in a brain scanner and showed them research debunking their own theories. He established what the students believed about the effectiveness of antidepressants, and then placed the subjects in the machine, where he showed them data that either backed up or disproved what they said they believed. When shown data that agreed with their opinions, Dunbar saw the areas in the students’ brains associated with learning light up and take in more blood. When the students were shown information debunking their preconceived notions, the learning areas of their brains didn’t come online; instead, the areas associated with effortful thinking and thought suppression showed increased activation. According to Dunbar, you shouldn’t expect people to change their minds just because you present them with facts that contradict their misconceptions. If you do, those brains will actively prevent learning from taking place. The good news is that Dunbar’s research has also shown this working in the other direction. In studies of students who are close to earning a degree in physics, he saw the same sort of thought suppression and effortful thinking when they watched videos illustrating commonly held misconceptions about gravity and motion. They damped their old, naïve intuitions in the same way the other students had dampened their acceptance of new ideas. Non-physics students didn’t have the same reaction. This suggests that people can come around to the truth, but it takes a long time, and you shouldn’t expect one argument or one conversation to make much of an impact.

As information technology progresses, the behaviors you are most likely to engage in when it comes to belief, dogma, politics, and ideology seem to remain fixed. In a world blossoming with new knowledge, burgeoning with scientific insights into every element of the human experience, like most people, you still pick and choose what to accept even when it comes out of a lab and is based on a hundred years of research.

So, how about spanking? After reading all this, do you think you are ready to know what science has to say about the issue? Here’s the skinny: Psychologists are still studying the matter, but the current thinking says spanking generates compliance in children under seven if done infrequently, in private, and using only the hands. Now, here’s a slight correction: Other methods of behavior modification, such as positive reinforcement, token economies, time out, and so on are also quite effective and don’t require any violence.

Reading those words, you probably had a strong emotional response. Now that you know the truth, has your opinion changed?


10.

Pluralistic Ignorance

[image: Image]

THE MISCONCEPTION: Many of your private beliefs are in disagreement with what most people think.

THE TRUTH: On certain issues, the majority of the people believe that the majority of the people in a group believe what, in truth, the minority of the members believe.

Have you ever been befuddled in a classroom, or a business meeting, or an intervention, and when the person running the show asks, “Okay, raise your hand if you don’t understand,” you pass on the opportunity to clear up your confusion? Why do you do that?

When a person asks a question this way—say, a professor in an algebra course—she is unwittingly conjuring up a psychological phenomenon that has diverted the lives of millions going back to the first humans. You are probably familiar with what follows the moment an instructor asks, “Show of hands, who is confused?” You usually pause for three seconds, frantically dart your eyes around the room, and decide you must be the only person who has no idea what is going on and then decide to keep your hand right where it is. After a few more seconds, the teacher says, “Okay, great. Moving on . . .”

If you could have moved into the minds of your classmates, you would have seen that most of them also had no clue, and that they, too, waited to see if they were alone and then did nothing. In a situation like this, a wave of insecure uncertainty passes through the collective, with all persons wondering if they are alone in their confusion. Each person then refuses to act because she fears the hundred-eye gaze of disrespect that might turn toward her. The result is a totally inaccurate view of reality in which everyone thinks she knows what the majority is thinking, and each person believes she is in the mental minority. In the end, the ignorance is telepathically transferred to the teacher, who moves on to new material thinking her classroom is particularly sharp and her technique brilliant. The topics of the day may have been clarified for you, and your grade might have improved because of it, if not for a nasty little booger called pluralistic ignorance. To understand how it dominates other aspects of your life, we must first explore some basic sociology.

As the philosopher Terence McKenna liked to say, cultures are operating systems for brains. To continue the metaphor—the shared beliefs, values, and norms of your society are the software running on the hardware in your head. Of course, the hardware in your head isn’t hard; it’s a goopy undercooked flan of neurons and supportive cells, but you get the idea. You come hardwired for all sorts of situations, but that hardware gets modified, enhanced, suppressed, and rerouted by the cultural milieu into which you were born. Beliefs are the things most people believe to be true. Values are the interpretation of what is right and wrong, important and silly, ethical and unethical. Norms, though, have the most influence on your actions and thoughts. Norms are the rules of behavior within a culture that determine what is and is not acceptable from one circumstance to the next. Sometimes they are written down, maybe even codified into law; sometimes they osmote into your sensibilities as you grow up immersed in a society. The fascinating thing about beliefs, values, and norms is that they change over time. As the biologist Richard Dawkins writes in his fantastic book about natural selection, The Selfish Gene, units of culture, which he calls memes, mutate and compete just like genes, and over time memes evolve to better fit the environment and to help the organisms they serve survive and thrive. Just as the shape and size of horses has changed dramatically, going from a wolf-size forest creature fifty million years ago to a plains-trampling beast today, so, too, have the norms surrounding ideas such as prostitution, homosexuality, property rights, dining etiquette, and every other intangible aspect of the complex human renditions of primate social behavior. Your culture is a highly evolved system suited for survival, just like your brain.

One of the best things about owning a brain is how you often seem to phase out of normalcy and briefly see your culture with a weirdly objective frame of mind. At some point every child realizes money is made up of slips of paper with no intrinsic value, and wonders why aloud. So, too, will children ask adults what’s up with shaking hands, or putting your fork on one side of the plate, or saying “Bless you” after a sneeze. Parents apply the glue that holds a culture together when explaining to a child that his socks must match, or that punctuality is paramount, or that picking his nose in public is a terrible habit. When a parent tells a boy he shouldn’t play with dolls, or a girl that she shouldn’t dream of being a footballer, they are enforcing norms. When a kid asks, “But, why?” she is rightfully bringing to the attention of the adult world that all this stuff is just made up and mostly arbitrary nonsense often clung to for some long-forgotten reason. That feeling you sometimes get when you snap out of your culture for a moment, when the operating system crashes and slowly reboots, has been the subject of literature and drama for thousands of years. It was so perfectly concentrated and presented in Shirley Jackson’s 1948 short story “The Lottery” that many people cancelled their subscriptions to The New Yorker for publishing something so subversive. In the story, residents of a small town gather each year to draw names of people in their community and then stone to death the person chosen at random. No one knows why they do it, and no one remembers how it all got started, but everyone seems to enjoy the event, and the old-timers revel in the town’s enthusiasm for holding to tradition.

In every new situation, you innately seek out and follow norms like spilled water seeking its level, because doing so is an adaptive response built into the primate brain. A person who faces the entire universe alone rarely prospers for long. Fears of embarrassment and ostracism, and the pleasure of belonging and feeling acceptance, are always pushing and pulling on your behavior. Knowing this deep down, you instinctively work to ingratiate yourself with a group, and groups work off norms. Conforming to those norms and other group expectations keeps social creatures such as you alive. The only problem with this strategy is that you are really, really bad at understanding other people, much less the intricate topography of group dynamics.

You’ve likely noticed over the years that people often tend to adhere to norms of behavior they internally don’t agree with. If you aren’t particularly religious, you still say grace before your grandmother cuts into the turkey, and if you are particularly religious, you still hit the casino from time to time. If you’ve been at your job for a while, you could probably spend an afternoon explaining to your boss all the things you and your coworkers think should change around there, things no one says when the boss is in the room. The norms that hold a culture together escalate by an arrangement of concentric circles of tradition. Your family has its ways of doing things; then your friends, your employer or university, your community, your ethnic subculture, your socioeconomic peer group, your town, nation, and so on. Since norms alter your behavior from one setting to the next, they can build upon one another until they dictate voting, policy making, governance, and giant social movements. Still, in many situations, people stick to norms only when everyone is watching. In Mississippi, the deeply religious culture of the region influenced lawmakers to write legislation that said casinos couldn’t operate in the state. But casinos are allowed to operate right off the beaches, moored to the ocean floor, as long as there is the semblance of a separation from the land. But is the water along the border really in the state? In designing this setup, it was as if the religious and political hive mind said, “I mean, really, what is land anyway? If you wade out into the ocean, who is to say when you are and are not in Mississippi?” An interesting side effect of allowing casinos to conduct business in this way was that although devout Baptists denounced the evils of gambling between the pews on Sundays, they often found themselves laughing away their embarrassment on Saturdays when a fellow congregate waved from the other side of the nickel slots.

When you display an attitude that matches the attitude of the majority, even though you disagree with the implications of that attitude, you might be in what psychologists call a state of pluralistic ignorance—a state, by definition, shared by many others. Pluralistic ignorance is the erroneous belief that the majority is acting in a way that matches its internal philosophies, and that you are one of a small number of people who feel differently, when in reality the majority agrees with you on the inside but is afraid to admit it outright or imply such through its behavior. It is as if your beliefs and behaviors get tangled up like a cat in a skein of yarn. The problem is that you play it safe and adhere to the norms, but the norms are just beliefs themselves. You get stuck in a logic spiral in which the thing that everyone calls a norm is actually just what the majority believes is the norm. Confused? Let’s proceed to some examples so you can beat your brain.

In the early 1990s, Deborah Prentice and Dale Miller attempted to provide answers to some of the looming questions concerning norms in sociology and psychology. If it is generally accepted that you usually conform publicly to the norms of whatever culture in which you rest your bones, then how did you figure out what those norms were in the first place? What makes you feel like you have accurately identified the norms that will provide you with social acceptance?

In a study published in 1993, Prentice and Miller gathered students at Princeton University and had them fill out surveys about alcohol consumption. Binge drinking and the overall culture of drunken revelry on university campuses was a topic much debated across the country at the time, and Princeton was one of the university campuses soaked deepest in the sauce. They wrote in their study that reunions at the university at that time held the record for the second-highest level of alcohol consumption of any event in the United States other than the Indianapolis 500. So the scientists believed it would be a great place to study a norm, because the culture of excessive drinking would be something new batches of incoming freshmen would have to face year after year.

In the first survey of the campus, they asked students how comfortable they were with the culture of alcohol consumption at Princeton. The psychologists followed up with a question about how comfortable the subjects believed the average student felt about the drinking habits at the university. In that initial study, sure enough, the results came back strongly suggesting that a veil of pluralistic ignorance rested on the heads of the students of Princeton concerning alcohol norms. The majority of the students reported that privately they were much less comfortable with the drinking habits on campus than the majority of students. Not only did most people actually feel similarly uncomfortable privately and assume they were alone in that belief, but the variation in personal comfort levels disappeared when considering the status quo. In other words, the level of discomfort varied when students considered their internal attitudes, but that variability vanished when they imagined how everyone felt, and instead became a communal belief that everyone on campus was equally pleased as punch with the idea of drinking to excess. Prentice and Miller speculated that students tended to see their friends drinking way too much at social gatherings and those students then assumed that their peers must be enjoying themselves, and that, therefore, their friends obviously endorsed the attitude of the majority. The truth, though, was that the students were observing their friends acting comfortable in public with a norm they privately rejected. So, both in small groups and on the campus at large, the norm reinforced itself even though most people disagreed with it.

In 1991 the university handed over a gold mine of data to Prentice and Miller while the researchers continued picking apart the phenomenon. The university instituted a ban on beer kegs. The president of the university announced the ban publicly, and it was repeated on local media over and over again in stories about out-of-control drinking. Like any great symbolic gesture, the ban divided the culture. In interviews and editorials, students and alumni announced their hatred of the keg ban, and protests formed. Even those who had long since graduated organized protests because they felt the ban would ruin their reunions.

For Prentice and Miller, the keg ban presented a great opportunity to study the effects of pluralistic ignorance, and they leapt at it. The psychologists already knew that the majority of students were much less enthusiastic about alcohol than they publicly presented themselves to be. In addition, since most students publicly pretended to be gung ho about jelly shots and keg stands, the majority of students felt personally at odds with the norms of the culture. So, the scientists hypothesized, only a few people would actually assemble to yell and carry signs proclaiming disgust with the university’s decision to end keggers forever. Yet, when students saw the outliers protesting and making a great fuss, fueling headlines and nightly news segments, the nonprotesting students felt even more alone than before in their private attitudes. Prentice and Miller started up a new study, this time asking students to compare their private attitudes toward the keg ban to how they assumed the majority of students felt. Once again, pluralistic ignorance showed up in the answers as the majority of students said they personally felt much less negative toward the policy than most other students. The next questions revealed something amazing. When asked if they were likely to attend future reunions, the more a student felt deviant from the presumed norms of the majority, the less attractive the reunions became to him. The study put down on paper one of the craziest side effects of pluralistic ignorance and provided something for all science to ponder and then scratch its head over in delight—something with a capacity to uniquely twist perception. Those who felt estranged were actually in the majority but didn’t know it because pluralistic ignorance had scrambled their minds to believe in a majority that didn’t exist. The zealotry to which they felt opposed was an illusion, but these students felt themselves ostracized from the university culture—even though their feelings were actually in line with those of the majority of their peers.

Prentice and Miller concluded that their research provided plenty of evidence that you have no idea whether the norms in your culture, subculture, era, or group of friends are real or imagined. The landscape of any social situation is so treacherous that, as they put it, “estimates of the norm are often seriously in error.” In their Princeton studies, the students not only presented themselves as supporters of norms they didn’t support, but they couldn’t see that everyone else was doing the same thing. According to Prentice and Miller, the end result was the perpetuation of a norm that no one in fact supported.

The side effects of this tendency for groups to get reality completely backward can be enormously influential on the course of history. Warping campus culture and increasing the sales of Lambrini is one thing, but pluralistic ignorance can also oppress whole nations and cause social change to stagnate for generations.

A study by the sociologist Hubert J. O’Gorman in 1975, which he later replicated with fellow sociologist Stephen L. Garry, picked apart surveys of American whites during the final years of racial segregation in the United States. Throughout the early half of the twentieth century, it was considered socially acceptable to keep people with light skin and people with dark skin separate on public transportation and in schools, military units, restaurants, bathrooms, cinemas, and even graveyards. It was a part of the beliefs, values, and norms of society, especially in the Deep South, and it was also part of laws and other codes of conduct. As the 1960s began, most Americans saw white people and black people almost as two different species, and the majority of people believed those species shouldn’t mix—or so the majority of people believed.

When O’Gorman and Garry took surveys of Caucasians from that time period and plugged the answers into a giant chart for analysis, what they found was astonishing. It turned out that only a small number of white people at the time truly supported segregation. Most people wanted integration, but most people believed that most other people believed differently—classic pluralistic ignorance. O’Gorman and Garry found that the level of pluralistic ignorance varied from region to region. For instance, in the extreme Northeast about 7 percent of people favored segregation, but 19 percent believed the majority disagreed. In the Deep South, 32 percent of people favored segregation, but 61 percent believed the majority of the country was in favor of continuing the policies. Overall, the surveys showed that close to half of all U.S. citizens believed that the majority of the country was in favor of continuing segregation, but in reality the support was there in only about one in five. That level of pluralistic ignorance, speculated the researchers, led to situations in which people might say something like, “Look, I don’t have a problem with you eating here, but you know how people are.”

The false belief in the majority support for segregation slowed down the process of ending it and swayed policy makers, employers, advertisers, and the rest of society to act as though they lived in a world that wasn’t really there. In their study, O’Gorman and Garry showed that whites who were undecided about the issue but who also falsely believed that the majority supported it tended to go with the perceived majority. When asked if white neighborhoods had the right to keep blacks out of vacant houses, the people with strong opinions beforehand fell back on those positions. Segregationists strongly supported the right to say who could and could not live next door based on the color of their skin. Desegregationists strongly opposed the idea. The people on the fence went with what they assumed the majority wanted. They didn’t know, however, that most people didn’t actually feel that way, and the presumed majority was just a figment of their imaginations. Situations like this, argued the sociologists, continue to enforce norms that most people wish would go away—even today. Pluralistic ignorance keeps people on the fringe, the sort of people who will be phased out by progress, clinging to their outdated beliefs for longer than they should. It keeps their opponents feeling less supported than they truly are while keeping people in the middle favoring the status quo. In the end, a make-believe status quo changes the way everyone acts and thinks. As the sociologists put it, people often “unintentionally serve as cultural carriers of cognitive error.”

As the psychologist Leaf Van Boven pointed out in a study published in 2000, pluralistic ignorance doesn’t always stall change; it can also lead people to be more politically correct. On a university campus, he observed, people want to appear more tolerant to their peers than they may truly feel. As in the alcohol study, he asked the students at Cornell University how they felt about affirmative action. He found that about a quarter supported it and about half did not. He then asked the same students to estimate what the results of the study would be. They reported that the campus was probably 40 percent in favor and about 40 percent opposed, thus overestimating the support for affirmative action at Cornell. Boven showed that pluralistic ignorance sways public opinion regardless of what sort of public experiences it. On a predominantly liberal university campus, most people don’t want to be seen as racists or lacking in progressive sentiment, so even if they privately harbor doubts about something such as affirmative action, they will censor that opinion when speaking in public. No matter the policy, if there is pressure enough to conform, then people will base their display of support for the given policy on the level of others’ public compliance, and thus the policy becomes more and more deeply entrenched in the culture.

Psychologist James Kitts infiltrated vegetarian student cooperatives in which people live and eat together under the norm of a meatless lifestyle. In his 1995 study, he found that most people explained that they would sometimes sneak a piece of beef or chicken when away from the other members, but would never do such a thing in the shared housing, out of a fear of offending others or making them feel sick. Kitts surveyed the population of several of these collectives and combined their answers. Together, the members estimated that about 75 percent of the vegetarians stuck to their diet and avoided beef. The actual number was around 62 percent. When asked about fish, the vegetarians estimated that about 40 percent of their brethren sometimes slipped a bite here and there, but the actual percentage of people sneaking out to eat fish was closer to 60 percent. Kitt’s research further supported the idea that pluralistic ignorance can cause any sort of group to remain one way when its members would prefer it to be another. Most people wanted to eat meat occasionally, especially fish, but no one would say so out loud, and so most people thought they were members of a tiny cabal of cheaters.

So why do you do this? What drives you to keep the way you feel from coming out of your mouth? Well, for one, you fear some sort of social punishment. Many scientists bring up the parable of “The Emperor’s New Clothes.” In the story by Hans Christian Andersen, a vain emperor hires two tailors who tell him they’ve made a suit of clothes so fine that it appears invisible to people who are unfit for their job or are very dumb. The trick, of course, is that the tailors haven’t made anything at all. All the emperor’s lackeys and subjects act as if his clothes were beautiful and amazing out of fear of appearing stupid or unfit, until finally a child points out that the emperor is walking around naked. At that point, everyone sighs in relief and feels safe to say what they were thinking all along. Stories with similar plots to this one go back to antiquity, so the idea has been with us for a long time. You’ve experienced it yourself, most likely when waiting in line or stuck in a crowded hallway outside a classroom or office. You wonder if a door is locked, or if another class is still in session, but you just join the crowd waiting patiently and say nothing. What you don’t know is there was probably just one person waiting at first, and then the second walked up, assumed the first person had a good reason not to go inside, and out of fear of embarrassment the second person joined the first. Then a third did the same, and a fourth, and over time a crowd of pluralistically ignorant people were waiting around out of a shared fear of looking stupid. All it takes is one person to open the door and walk inside for the fear to vanish. Similarly, studies show that people who need help are sometimes left to suffer because everyone in the crowd of onlookers assumes everyone else knows something he does not. One kind soul can get everyone to join in and help. It can’t be understated how powerful the fear of embarrassment can be. Describing soldiers facing combat in Vietnam in The Things They Carried, Tim O’Brien wrote, “They were afraid of dying but even more afraid to show it,” adding later, “They carried the soldier’s greatest fear, which was the fear of blushing. Men killed, and died, because they were embarrassed not to.”

Sociologists Damon Centola, Robb Willer, and Michael Macy applied game theory to this concept, plugging data into computer models, and showed that unpopular norms are likely to pop up in just about any human social situation in which there is a palpable fear of retribution. As they pointed out, “an outbreak of enforcement” will cascade through a social movement when it is beneficial for members to act or cease to act out of fear. They point out that the literal witch hunts of the early American colonies and the metaphorical witch hunts of the McCarthy era share similarities with the bizarre irony of closeted homosexual men committing acts motivated by homophobia. Politicians known for their antigay legislation have boggled the minds of their constituents by getting caught in gay sex scandals. You might wonder why someone who is homosexual would work so hard to make it difficult to be homosexual, but Centola, Willer, and Macy say it is pretty simple. One of the common strategies to avoid embarrassment and punishment for disagreeing with a norm is actively to enforce it. People often become norm enforcers to prove their loyalty and head off any suspicion. Whenever a person imagines that violating a norm would result in serious consequences, such as eternal damnation in a pit of fiery torture or the complete social abandonment of friends, family, and his brothers and sisters in the church, that person may opt to become an enforcer of norms instead of just simply complying with them. As the researchers put it, “enforcing norms provides a low-cost way to fake sincerity, to signal that one complies—not as an opportunist seeking approval—but as a true believer.”

You’ll find enforcers wherever there are norms. If drinking on campus is privately shunned but publicly heralded, then the people who are new to the culture and who seek ingratiation will be the most likely to enforce; the result is freshmen who binge more often than finalists. If being openly gay is risky, then people with homosexual feelings may beat up others who are openly homosexual, or try to pass laws that suppress gay rights. If you are an atheist attending Christmas dinner at a church with your fundamentalist family, you might ask to say grace to keep your lack of faith hidden. According to Centola, Willer, and Macy, pluralistic ignorance causes people who feel dangerously deviant to believe the desire among the majority to enforce norms likely matches the level of observable compliance. So, to stay safe, they become enforcers, joining others who may be doing the same thing for the same deluded reasons. What the fearful don’t know is that since they’re overestimating the level of compliance, the likelihood of suffering the wrath of enforcement should their secret feelings become known is also probably very low. The pattern repeats itself, as it does with a crowd waiting in front of an unlocked door, with each person observing compliance or enforcement, one based on ignorance, the other based on fear, and the net result is the norm enforces itself.

Why is it so hard to see that everyone is holding his tongue for the same reason you are? Why don’t you test the waters and ask around every time you encounter one of these situations? In 1987, psychologists Dale Miller and Cathy McFarland decided it was time to answer these questions. They set up an experiment in which they were able to create and eradicate pluralistic ignorance by changing one variable. Miller and McFarland gathered a group of university students and told them that they were taking part in a study about self-concept. Each student met a single researcher one on one when he or she arrived, and the researcher explained that the study was already under way and that the subject would have to wait until the next round. While the students waited to start the fake study, the researcher handed out preparation materials, explaining that everyone else would be required to read the same paperwork before the study began. The materials included an article about theoretical models of how humans construct concepts of the self, an article the scientists had designed to be “virtually incomprehensible.” The researcher then told the student she had to leave for a little while, but before she left the room she explained that if the student had any problems understanding the material, to just drop by her office. When she returned each time, the subject was handed a questionnaire and told he or she could be completely honest because total anonymity was guaranteed. Among the items on the questionnaire were the two real questions the researchers were most interested in: How many other people do you think asked for help? and How well did you understand the article? On a scale from one to eleven, most of the respondents said their understanding of the article was about a five, but when asked how many people out of all of those in the study got up and walked down the hall for illumination, the average response was 37 percent. The real number? Zero. There it was: Pluralistic ignorance in the same form as when an instructor asks if anyone in the classroom needs help, or when potential helpers become passive bystanders. In the controlled experiment, each person admitted privately that he or she was having a hard time understanding the article, but as a group the subjects grossly overestimated how many of their peers would be uninhibited enough to ask for help. You are very bad at judging other people’s inhibitions from one situation to the next.

The overestimation of the inhibition of others was as Miller and McFarland expected, and it led them to the next stage in their study. In the second version of the experiment, they divided subjects into two conditions, with people in each condition sitting together in units of around eight people. In condition A, the groups received the same treatment as in the first study—if an individual didn’t understand the article, he or she could leave the preparation area and get one-on-one help. In condition B, that option was removed—the groups were told that no one was allowed to ask for clarification if he found the material too difficult to understand. As before, no one got up to ask for help in condition A, and since it wasn’t allowed, no one asked for help in condition B, either. After some time with the impossible-to-read article, people in both conditions received questionnaires. Each person was asked how much knowledge he now had on the subject compared to other students in his group, how well he understood the article itself compared to his fellow subjects, and how well he thought he might perform up against the other participants in his cluster if asked to write an essay on the topic after reading the article. Participants in both conditions said they understood the article at about the same level as the other participants in their group, but compared with one another, the people in condition A, who had the option to ask for assistance, rated themselves as significantly less knowledgeable than others in their group and predicted their essays would be significantly less thorough than those of their peers. The only variable, according to the researchers, was the fear of embarrassment. People in condition B were just as befuddled by the article, but their personal explanations differed from those of people in condition A. When they wondered about their own understanding and performance in comparison to others, they based it solely on the material. Without anything else for comparison, and as most people do on most things, they rated themselves slightly better than average. People in condition A factored in their own anxieties when considering their understanding of the material. Seeing that no one else had asked for help, the subjects assumed themselves rather dull by comparison; they falsely believed the other people in their group were less inhibited and thus would have asked for help from the experimenter if they hadn’t understood the article. People in condition B were prevented from making such assumptions, so the extra layer of negativity never entered their minds.

So, pluralistic ignorance is your crappy ability to predict the inhibition of others combined with your deep, innate drive to seek out the rewards of conformity and to avoid punishment for breaching social norms. On top of that, the people with the most anxiety often become enforcers of norms they disagree with. This leads to what anthropologists Warren Breed and Thomas Ktsanes call a “conservative bias,” in the traditional sense of the word, not the modern political sense. Thinking through that bias, most people falsely assume their culture is less progressively tilted than it truly is, and thus the institutions and media of the culture will present themselves as more conservative than necessary. In addition, its programming will consist of content designed to appeal to a public far more prudish than the actual audience consuming it.

Considering all the faces of this psychological beast, how can you use this knowledge to defeat it? Thankfully, science has some suggestions on how to beat your brain.

The feeling that you might be the only person on Earth who feels the way you do is among the most crushing. You may have what looks to the outside world like a great job, and you are fully aware that most of the planet suffers while you piddle around on Facebook, yet you still feel as if your stomach were full of melted wax every time you start your commute. That sensation is made much worse when you feel too embarrassed to reveal it to your friends. That feeling is more menacing when you fear speaking up. One of the great lessons you can take from the study of pluralistic ignorance is the near certainty that everything you think and feel is right now, at this moment, shared with millions of other people. Whatever angst or shame or doubt burdening you right now is felt in kind by enough of your extended human family at this very second to fill every stadium and concert hall in your country. When the comedian Louis C.K. reveals to his audiences that he sometimes thinks his own children are assholes, that they are not exempt from the normal frustrations he feels toward adults, he mass-produces an epiphanous sigh night after night. His audiences, suffering from pluralistic ignorance, realize in later conversation that their private thoughts about their own children are the majority opinion. It is simply taboo to say so out loud. He extinguished for many people the belief that the majority of parents in American culture in the early twenty-first century truly felt something that the majority was only pretending to feel while in public. Great comedians do that. They fly from city to city blasting apart pluralistic ignorance by moving from one forbidden topic to the next, subverting norms, illuminating audiences to the fact that what each person believes she feels in private and in opposition to her neighbors is, indeed, the true norm.

You can try to do as the Romans do, but remember that the Romans are doing what they think the Romans do, but not even Romans know what the Romans truly believe. Public discourse is the path to beating our brains. The only way out of the loop is to speak up, ask questions, and get a conversation going about what people truly think. Prentice and Miller, the scientists who studied alcohol norms at Princeton, said in their study that wide-net awareness campaigns were the wrong approach to pushing for social change. They said informative public service announcements and consciousness-raising initiatives may be excellent tools for changing private attitudes, but thanks to pluralistic ignorance, those sorts of message-saturation, top-of-mind media-jamming projects are impotent against the perception that the majority still supports the norm in question. Their suggestion? Encourage individuals to speak out and reveal their private thoughts. They, along with Miller and McFarland, advocate support groups and other forms of intimate gatherings in which people are encouraged to open up to others, so the rest of the group can reveal in turn that what everyone thought was their own deviant thoughts or actions or beliefs were not only normal but also the true majority sentiment. In Kitts’s study, the one about the vegetarians, he found that the more aberrant your friends and family, the more deviant the people in your inner circles, the less power pluralistic ignorance has over your perceptions. This means that maybe support groups were the old way and the psychedelic mishmash of every human thought palace, belief system, obsession, bend, and fetish on the Internet is the new way. Are you a grown man who loves My Little Pony? My friend, you’re a Google search away from discovering millions of other Bronies like you. No matter your private, mistakenly deviant ways, you can find your tribe somewhere online, and they probably meet for breakfast once a month.


11.

The No True Scotsman Fallacy

[image: Image]

THE MISCONCEPTION: You honestly define that which you hold dear.

THE TRUTH: You will shift your definitions to protect your ideologies.

If you belong to a group, say, the Leicestershire Trumpet and Crumpet Society, and a member of your group does something despicable, say, robs sixty-four daycare centers at gunpoint while tooting his horn and tossing tiny pancakes into the children’s faces, what do you say when the media descend like carrion birds on your public relations fiasco?

The typical response from the typical spokesperson on the typical evening news program is to disavow the suspect. Your spokesperson will go around saying something to the effect of “Well, this certainly is not something a Trumpet and Crumpeteer would ever do. Dan-forth Minglesnout may claim to be a member of the Leicestershire Trumpet and Crumpet Society, but no true member of our fine brass instrument and griddle cake association would commit such an atrocious crime.” By thinking in this way, you can quickly move the furniture around in your mind so that you safely believe the culprit is not one of your own. You refuse to allow it, not even when the court proceedings reveal Minglesnout was one of the Loughborough branch’s founding members, not even when the security camera footage shows he was wearing your traditional fedora and cape while playing your group’s official call-to-order song, not even when he appears before the judge on national television sporting a tattoo on his neck of a giant trumpet spilling forth an avalanche of steaming crumpets. None of this matters. No true Trumpet and Crumpeteer would rob a daycare center. It’s just not what your club is about.

Yet, what are the rules of the Leicestershire Trumpet and Crumpet Society? If Minglesnout was accepted as a member right up until the moment he committed an atrocity, how could it be that no one now claims him as a member of the group? It wasn’t as if he traded in his trumpet for a bassoon and filled that bassoon with tea cakes. That would clearly be a violation of the bylaws, and grounds for dismissal, but nothing in the Crumpstitution says a member is to be booted following a criminal offence.

If you belong to an organization or a group or a subculture or a demographic or any other clumping of people into an easier-to-manage category, from time to time people who share membership in that club will make the whole group look bad. When a member of a group to which you belong, or a champion of an ideology you admire, commits an act you consider unacceptable, you revoke her membership on the spot. Not officially, of course, just mentally and on principle. This way you can avoid guilt by association. Someone who believes in your religion just did something incredibly heinous? Well, then he must never have truly believed. He must not truly have been a member of your religion. This defense is called the no true Scotsman fallacy.

The name comes from philosopher Antony Flew. He wrote a book in 1975 called Thinking About Thinking, in which he describes a man from Scotland reading about a terrible sex crime in England. The Scotsman proclaims, “No Scotsman would do such a thing.” Then, the next day, he reads about an even worse sex crime occurring in Scotland, and he says, “No true Scotsman would do such a thing.” Our Scottish friend would rather not believe his Scottish brothers and sisters could be so indecent and cruel, so he creates a fantasy definition that excludes bad people from being like him. Now he can continue to be in a group that does no wrong. You see the problem here?

News pundits commit this fallacy daily. In 2011, Anders Behring Breivik bombed a series of buildings in Oslo, Norway, before traveling to Utøya Island dressed as a police officer and opening fire on a youth camp. He killed seventy-seven people before police could make it to the isolated area by boat. Breivik described himself as a conservative Christian out to stop the “Muslim colonization” of Europe. Despite claiming he was a member of the Knights Templar, he was ruled sane and sentenced in Norwegian court to twenty-one years in prison. Obviously, this guy is not someone you want associated with your faith. During its coverage of the incident, The New York Times referred to Breivik as a Christian extremist. He had published a manifesto and set up social media profiles explaining his views. In them, he reiterated that he felt he was committing acts in the name of Christianity on behalf of Christians, just like an old-fashioned Crusader.

Now, obviously, if you were a Christian, you would cringe to learn this guy was going around telling the world he was murdering people in the name of your faith. That’s why American right-wing political pundit Bill O’Reilly went on television shortly after and told millions of viewers that “Breivik is not a Christian. That’s impossible. No one believing in Jesus commits mass murder. The man might have called himself a Christian on the Net, but he is certainly not of that faith.” O’Reilly claimed it was a left-wing conspiracy to make Christians look evil. More likely is that O’Reilly felt personally threatened by the idea that someone of his faith, and of the faith of most of his viewership, could do something so terrible and then claim it was directly motivated by the tenets of that religion. The fact that Breivik claimed over and over again to be a Christian mattered not to O’Reilly, who just couldn’t accept it into his worldview, and therefore committed the no true Scotsman fallacy. He created his own definition of what the word Christian meant. That new, personal definition made it much easier to sleep in a world fabricated to be less complicated and easier to deal with. In the real world, no one person can follow every rule and fulfill every requirement of his religion all the time. People daily defy the definitions of their labels, though rarely as heinously as Breivik did. Does breaking a code of conduct espoused by your religion retroactively turn all your claims of membership into lies, or do those claims only seem like lies in hindsight? In O’Reilly’s world, such people magically flicker out of his faith the moment they do things he wishes they had not.

The motivation for O’Reilly to commit the no true Scotsman fallacy is understandable. You’ve likely felt the urge to do this every time a news crew has put a microphone in front of someone from your hometown. They always seem to pick the most embarrassing specimen they can find, right? What do you do? I know when I see someone from the Deep South on television acting like Gomer Pyle on meth, I tell people, “Why couldn’t they have picked a doctor, or a lawyer, or a professor? That’s not a real Southerner.” That’s the no true Scotsman fallacy at work. There are plenty of people with the same accent, with the same shade of skin, with the same political affiliation, that we wish didn’t represent us when they reach uncomfortable levels of fame. For every American proud of Sarah Palin, there are millions of Republicans who hang their heads in shame when she releases a book. For every fan of The Big Bang Theory there are a million nerds who wish they would cancel that show.

The problem is partially one of definitions. What is a liberal? What is a conservative? What is and is not an activist, or a journalist, or an artist? What is dubstep and what is brostep? What is jazz and what is jazz funk grindcore? What is a real hero? What is a real patriot? What is morality or justice? If you make a giant cupcake, is it still a cupcake or is it now a cake cake?

If a Tory champions a Labour policy, or if a dog marries a cat, a common defense mechanism is to say that the very act itself transforms the actor into a nonmember of that club. If a feminist wants to be a stay-at-home mum, is she still a feminist? Some say no; some say yes. The dissenting members gather together, and a new faction is born. Can a vegetarian own a pair of ostrich-hide boots? Time for a split. Does the Bible forbid dancing? Time for a new denomination. Is music made with computers real music? Time for a new genre. The problem with groups and labels is that they encourage you to believe in some sort of homogeneity, some sort of perfect example that demonstrates the tenets and beliefs of a group or a grouping, but when you pluck one member away or one example, you always find a gaggle of exceptions to the rules. The no true Scotsman fallacy is constantly dividing groups into subgroups because some people can’t stomach broad definitions.

If you don’t like the ending of a movie, or its sequel, you can easily dismiss it by saying the parts you wish didn’t exist aren’t part of the true canon. Fans of Star Wars do this with the prequels. Fans of The Matrix do this for the sequels. You do this for real life, too. The parts of the thing you love that you wish weren’t around can be deleted from the roll call with the no true Scotsman fallacy. You recoil from the television when you learn a member of your religion has detonated a suicide bomb or been found guilty of molestation. You would rather not believe that you keep company with such a repugnant undesirable. So you just redefine the parameters. If your favorite sports team is shamed by scandal, and your heroes become villains, you understandably shrink away from the news and look for a way to erase the stains on the record of the thing you love. When you finish the sentence “No true so-and-so would . . .” or “No self-respecting such-and-such ever . . .” you are asking the rest of humanity to agree with your new personal definition.

Philosopher Julian Baggini asks in his book The Duck That Won the Lottery if alcoholics can consider themselves cured if they have only one or two drinks a week. Does it take total abstinence to consider yourself no longer an alcoholic? That’s what Alcoholics Anonymous claims. It says that no truly cured alcoholic would ever have a drink. If while out to dinner with your fruitarian roommate, she asks the waiter for a bowl of pomegranates and pine nuts and he politely explains such off-menu items are not available, would you clutch your chest in shock if she ordered some chicken drumsticks? What if she explained that sometimes she strays, maybe two or three times a year? What makes a fruitarian a fruitarian? Does briefly pausing from a diet really change anything? What if you declared today that you were a fruitarian, but you haven’t actually eaten your first all-fruit meal? When do you cross that line?

Definitions are useful, but for most of life there isn’t one single agreed-upon-by-all clarification, and even if there is, that thing and its labels will mutate soon enough. Much of what you think are facts about the groups to which you belong and the groups that you see as alien to your ideologies are actually just beliefs. When those beliefs are challenged, you can just step to the side and alter them by editing your definitions with the no true Scotsman fallacy.

The truth is, most things aren’t clearly defined, no matter what the dictionary says. You love to define things, to divide and categorize and develop nomenclature. It helps to keep life from being too cluttered, but most things are blurry. Most things exist along a gradient of degrees. The no true Scotsman fallacy steps in when you mistake your personal definition for the official, widely accepted definition. If you think no true Manchester United fan dances in a Gay Pride parade covered in honey and glitter, that’s just your definition. If you think no true scientist believes in Bigfoot, that classification belongs to you. When someone reveals your definition to be crappy and inaccurate with a counterexample, you can just regroup and dismiss the challenge with a redefinition.

The definition debate shows how the no true Scotsman fallacy is related to begging the question. In everyday language, the phrase is often used when people mean “raise the question,” but that’s not the original meaning. Begging the question is another fallacy you drunkenly stumble back on when clumsily defending your opinions. When you beg the question, you assume you already know the truth. You may smile with pride when your mayor says, “We must ensure that it is always possible for people here to make and sell alcoholic mayonnaise, because microbrewed sandwich toppings make for great towns. A town prospers when its citizens know they can ferment oiled egg yolks.” Soaring rhetoric like this sounds good, but the sentences are just circling each other. It’s no different from saying cake tastes good because it is delicious. The question being begged is, “Who says cake tastes good? Some people hate cake.” The question in a begging the question fallacy is always something along those lines. “What proof do you have that your assumption is true? Are there any exceptions?” Begging the question looks like an argument seeking to establish facts, but it is actually a statement of belief. A real argument makes a claim and then supports that claim with a conclusion. Begging the question assumes you already have proof and just need to say so out loud. Wedge issues are magnets for this fallacy. When you hear Americans saying “Abortion is immoral, and should be illegal—even for cows,” or “This country was founded by Christians, so the Ten Commandments should appear on every public school desk,” those aren’t arguments. They are statements that assume something to be true without giving that thing a chance to be disproved before linking it to another assumption.

The most sweeping and stereotypical generalization is to believe that what is unwanted occurs only among the others. You defend the groups you hold dear by suggesting that deviant members of your group have somehow strayed from the true path, but who says what path is true? It’s part of the organizational, tribal instinct to draw a border around things, to classify, to create and adhere to nomenclature, to build citadels to ideas and raise the drawbridge.

Remember that definitions are fuzzy and often imprecise, and that which they define is constantly changing. The borders around an idea are permeable and ever-shifting, so what was once excluded may become expected with time, and vice versa. When you commit the no true Scotsman fallacy, you are asking the universe to stand still so that you can be sure your definition is correct now and forever. Not only that, but in an effort to keep pristine the groups to which you belong, the ideas to which you cling, and the institutions to which you pledge allegiance, you use the no true Scotsman fallacy to ensure that those things are exactly as you expect them to be no matter what sort-of-imperfect instance appears. Simply toss out that instance. You can’t improve the things you love if you never allow them to be imperfect. Thinking in this way, if you looked hard enough so that you saw every flaw in every example, you would soon find that nothing matched your expectations or deserved your definitions, and the membership of every group and category you hold dear would drop to zero.


12.

The Illusion of Asymmetric Insight
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THE MISCONCEPTION: You celebrate diversity and respect others’ points of view.

THE TRUTH: You are driven to create and form groups and then believe others are wrong just because they are others.

In 1954, in eastern Oklahoma, two tribes of children nearly killed each other.

The neighboring tribes were unaware of each other’s existence. Separately, they lived among nature, played games, constructed shelters, prepared food—they knew peace. Each culture developed its own norms and rules of conduct. Each culture arrived at novel solutions to survival-critical problems. Each culture named the creeks and rocks and dangerous places, and those names were known to all. They helped each other and watched out for the well-being of the tribal members.

Scientists stood by, watchful, scribbling notes and whispering. Much nodding and squinting took place as the tribes granted to anthropology and psychology a wealth of data about how people build and maintain groups, how hierarchies are established and preserved. They wondered, the scientists, what would happen if these two groups were to meet.

These two tribes consisted of twenty-two boys, ages eleven and twelve, whom psychologist Muzafer Sherif had brought together at Oklahoma’s Robbers Cave State Park. He and his team placed the two groups on separate buses and drove them to a Boy Scout camp inside the park—the sort with cabins and caves and thick wilderness. At the park, the scientists put the boys into separate sides of the camp about a half mile apart and kept secret from each group the existence and location of the other group. The boys didn’t know one another beforehand, and Sherif believed putting them into a new environment away from their familiar cultures would encourage them to create a new culture from scratch.

He was right, but as those cultures formed, something sinister presented itself. One of the behaviors that pushed and shoved its way to the top of the boys’ minds is also something you are fending off at this very moment, something that is making your life harder than it ought to be. We’ll get to that in a minute. First, let’s get back to one of the most telling and frightening experiments in the history of psychology.

Sherif and his colleagues pretended to be staff members at the camp, similar to camp counselors, so they could record, without interfering, the natural human drive to form tribes. Right away social hierarchies began to emerge in which the boys established leaders and followers and special roles for everyone in between. Norms spontaneously generated. For instance, when one boy hurt his foot but didn’t tell anyone until bedtime, it became expected among the group that Rattlers didn’t complain. From then on, members waited until the day’s work was finished to reveal injuries. When a boy cried, the others ignored him until he got over it. Regulations and rituals sprouted just as quickly. For instance, the high-status members, the natural leaders in both groups, came up with guidelines for saying grace during meals and correct rotations for the ritual. Within a few days their initially arbitrary suggestions became the way things were done, and no one had to be prompted or reprimanded. They made up games and settled on rules of play. They embarked on projects to clean up certain areas and established chains of command. Slackers were punished; overachievers were praised. Flags were created; signs erected.

Soon the two groups began to suspect they weren’t alone. They would find evidence of others. They found cups and other signs of civilization in places they didn’t remember visiting. This strengthened their resolve and encouraged the two groups to hold tighter to their new norms, values, rituals, and all the other elements of the shared culture. At the end of the first week, the Rattlers discovered the others on the camp’s baseball diamond. From this point forward both groups spent most of their time thinking about how to deal with their newfound adversaries. The group with no name asked about the outsiders. When told the other group called itself the Rattlers, the nameless group’s members elected a baseball captain and asked the camp staff if they could face off in a game with the enemy. They named their baseball team the Eagles, after an animal they thought ate snakes.

Sherif and his colleagues had already planned on pitting the groups against each other in competitive sports. They weren’t just researching how groups formed but also how they acted when in competition for resources. The fact that the boys were already itching to compete for dominance on the baseball field seemed to fall right in line with their research. So the scientists proceeded to stage two. The two tribes were overjoyed to learn they would not only play baseball but also compete in tug-of-war, treasure hunts, and other summer-camp-themed rivalry. The scientists revealed a finite number of prizes. Winners would receive one of a handful of medals or knives. When the boys won the knives, some would kiss them before rushing to hide the weapons from the other group.

Sherif noted the two groups spent a lot of time talking about how dumb and uncouth the other side was. They called them names, lots of names, and seemed preoccupied every night with defining the essence of their enemies. Sherif was fascinated by this display. The two groups needed the other side to be inferior once the competition for limited resources became a factor, so they began defining them as such. It strengthened their identity to assume that the identity of the enemy was a far cry from their own. Everything they learned about the other side became an example of how not to be, and any similarities tended to be ignored.

The researchers collected data and discussed findings while planning the next series of activities, but the boys made other plans. The experiment was about to spiral out of control, and it started with the Eagles.

One day, some of the Eagles discovered the Rattlers’ flag standing unguarded on the baseball field. They discussed what to do and decided it should be ripped from the ground. Once they had it, they decided to burn it. They then put its scorched remains back in place and sang “Taps.” Later, the Rattlers saw the atrocity and organized a raid in which they stole the Eagles’ flag and burned it as payback. When the Eagles discovered the revenge burning, the leader issued a challenge—a face-off. The two leaders then met, prepared to fight each other in front of the two groups, but the scientists intervened. That night, the Rattlers dressed in war paint and raided the Eagles’ cabins, turning over beds and tearing apart mosquito netting. The staff again intervened when the two groups started circling and gathering rocks. The next day, the Rattlers painted with insulting graffiti a pair of blue jeans stolen from the Eagles and paraded it in front of the enemy’s camp. The Eagles waited until the Rattlers were eating and conducted a retaliatory raid and then ran back to their cabin to set up defenses. They filled socks with rocks and waited. The camp staff, once again, intervened and convinced the Rattlers not to counterattack. The raids continued, and the interventions, too, and eventually the Rattlers stole the Eagles’ knives and medals. The Eagles, determined to retrieve them, formed an organized war party, with assigned roles and planned tactical maneuvers. The two groups finally fought in open combat. The scientists broke up the fight. Fearing the two tribes might murder someone, they moved the groups’ camps away from each other.

You probably suspected this was where the story was headed. You know it is possible in the right conditions that people, even children, might revert to savages. You know about the instant coffee version of cultures, too. You remember school. You’ve worked in a cubicle farm. You’ve watched Stephen King movies. People in new situations instinctively form groups. Those groups develop their own language quirks, in-jokes, norms, values, and so on. You’ve probably suspected that economic collapse would lead to a battle over who runs Bartertown. In this study, all they had to do was introduce competition for resources, and summer camp became Lord of the Flies.

What you may not have noticed, though, is how much of this behavior is gurgling right below the surface of your consciousness from day to day. You aren’t sharpening spears, but at some level you are contemplating your place in society, contemplating your allegiances and your opponents. You see yourself as part of some groups and not others, and like those boys, you spend a lot of time defining outsiders. The way you see others is deeply affected by something psychologists call the illusion of asymmetric insight, but to understand it, let’s first consider how groups, like people, have identities. And with both individuals and groups, those identities aren’t exactly real.

Hopefully by now you’ve had one of those late-night conversations fueled by exhaustion, elation, fear, or drugs in which you and your friends finally admitted you were all bullshitting each other. If you haven’t, go watch The Breakfast Club and come back. The idea is this: You put on a mask and a uniform before leaving for work. You put on another set for school. You have a costume for friends of different persuasions and one just for family. Who you are alone is not who you are with a lover or a friend. You quick-change like Superman in a phone booth when you bump into old friends from school at the supermarket, or the ex in line for a movie. When you part from that person, you quick-change back. The person on your arm forgives you. He or she understands; after all, he or she is also in disguise. It’s not a new or novel concept, the idea of multiple identities for multiple occasions, but it’s also not something you talk about often. The idea is old enough that the word person derives from persona, a Latin word for the mask a Greek actor sometimes wore so people in the back rows of a performance could see who he was onstage. This concept—actors and performance, persona and masks—has been intertwined and adopted throughout history. Shakespeare said, “All the world’s a stage, and all the men and women merely players.” William James said a person “has as many social selves as there are individuals who recognize him.” Carl Jung was particularly fond of the concept of the persona, saying it was “that which in reality one is not, but which oneself as well as others think one is.” It’s an old idea, but you and everyone else seem to stumble onto it in adolescence, forget about it for a while, and suddenly remember again from time to time when you feel like an impostor or a fraud. It’s okay; that’s a natural feeling, and if you don’t step back occasionally and feel funky about how you are wearing a socially constructed mask and uniform you are probably a psychopath.

Social media confound the issue. You are a public relations masterpiece. Not only are you free to create alternate selves for forums, websites, and other digital watering holes, but from one social media service to the next, you control the output of your persona. The clever tweets, the Instagrams of your delectable triumphs with the oven and mixing bowl, the funny meme you send out into the firmament that you check back on for comments, the new thing you own, the new place you visited—they tell a story of who you want to be. They satisfy something. Is anyone clicking on all these links? Is anyone smirking at this video?

The recent fuss over our oversharing culture and over the possible loss of privacy is just noisy ignorance. As a citizen of the Internet, you obfuscate the truth of your character. You hide your fears and transgressions and vulnerable yearnings for meaning, for purpose, for connection. In a world where you can control everything presented to an audience, domestic or imaginary, what is laid bare depends on who you believe is on the other side of the screen. You fret over your father or your aunt asking to be your Facebook friend. What will they think of that version of you? In flesh or photos, it seems built-in, this desire to conceal some aspects of yourself in one group while exposing them in others. You can be vulnerable in many different ways but not all at once it seems.

So you don social masks just like every human going back to the first campfire. You seem rather confident in those masks, in their ability to communicate and conceal that which you want on display and that which you wish were not. Groups, too, don such masks. Political parties establish platforms, companies give employees handbooks, countries write out constitutions, tree houses post club rules—every human gathering and institution, from a fashion show to the English Defence League, works to remain connected by developing a set of norms and values that signals when they are dealing with members of the in-group and identifies others as part of the out-group. The peculiar thing, though, is that once you feel included in a human institution or ideology, you can’t help but see outsiders through a warped lens called the illusion of asymmetric insight.

How well do you know your friends? Pick one out of the bunch, someone you interact with often. Do you see the little ways he lies to himself and others? Do you secretly know what is holding her back, but also recognize the beautiful talents she doesn’t appreciate? Do you know what he wants, what he is likely to do in most situations, what he will argue about and what let slide? Do you notice when she is posturing and when she is vulnerable? Do you know the perfect gift for him? Do you wish she had never gone out with so-and-so? Do you sometimes say with confidence, “You should have been there. You would have loved it,” about things you enjoyed for him by proxy? Research shows you probably feel all these things and more. You see your friends, your family, your coworkers and peers, as semipermeable beings. You label them with ease. You see them as the artist, the grouch, the slacker, and the overachiever. “They did what? Oh, that’s no surprise,” you say about them. You know who will watch the meteor shower with you and who will pass. You know whom to ask about spark plugs and whom to ask about planting a vegetable garden. You can, you believe, put yourself in their shoes and predict their behavior in just about any situation. You believe every person except you is an open book. Of course, the research shows they believe the same thing about you.

In 2001, Emily Pronin and Lee Ross, along with Justin Kruger and Kenneth Savitsky, conducted a series of experiments exploring why you see people this way. In the first experiment, they had people fill out a questionnaire asking them to think of a best friend and rate how well they believed they knew him or her. They showed the subjects a series of photos of an iceberg submerged in varying levels of water and asked them to circle the one that corresponded to how much of the “essential nature” they felt they could see of their friends. How much, they asked, of your friend’s true self is visible and how much is hidden below the surface? They then had the subjects take a second questionnaire that turned the questions around, asking them to put themselves in the minds of their friends. How much of their own iceberg did they think their friends could see? Most people rated their insight into their best friend as keen. They saw more of the iceberg floating above the water line. In the other direction, they felt the insight their friends possessed of them was lacking; most of their own self was submerged and invisible to their friends. You believe you see more of other people’s icebergs than they see of yours; meanwhile, they think the same thing about you.

The same researchers also asked people to describe a time when they felt most like themselves. Most subjects (78 percent) described something internal and unobservable, such as the feeling of seeing their child excel or the rush of applause after playing for an audience. When asked to describe when they believed friends or relatives were most illustrative of their personalities, they described internal feelings only 28 percent of the time. Instead, they tended to describe actions: Tom is most like Tom when he is telling a dirty joke, or Jill is most like Jill when she is rock climbing. You can’t see internal states of others, so you generally don’t use those states to describe their personalities.

When they had subjects complete words with some letters missing (such as g–l, which could be goal, girl, gall, gill, etc.) and then ask how much the subjects believed those word-completion tasks revealed about their true selves, most people said they revealed nothing at all. When the same people looked at other people’s word completions, they said things such as “I get the feeling that whoever did this is pretty vain, but basically a nice guy.” They looked at the words and said the people who filled them in were nature lovers, or having their periods, or were positive thinkers, or needed more sleep. When the words were their own, they meant nothing. When they were others’, they pulled back a curtain.

When Pronin, Ross, Kruger, and Savitsky moved from individuals to groups, they found an even more troubling version of the illusion of asymmetric insight. They had subjects identify themselves as either liberals or conservatives and, in a separate run of the experiment, as either pro-abortion or anti-abortion. The groups filled out questionnaires about their own beliefs and how they interpreted the beliefs of their opposition. They then rated how much insight their opponents possessed. The results showed liberals believed they knew more about conservatives than conservatives knew about liberals. The conservatives believed they knew more about liberals than liberals knew about conservatives. Both groups thought they knew more about their opponents than their opponents knew about themselves. The same was true of the pro-abortion and anti-abortion groups.

The illusion of asymmetric insight makes it seem that you know everyone else far better than they know you, and not only that, you know them better than they know themselves. You believe the same thing about groups of which you are a member. As a whole, your group understands outsiders better than outsiders understand your group, and you understand the group better than its members know the group to which they belong.

The researchers explained that this could be how you arrive at believing your thoughts and perceptions are true, accurate, and correct, therefore if someone sees things differently from you or disagrees with you in some way, it is the result of a bias or an influence or a shortcoming. You often feel the other person must have been tainted in some way, otherwise he would see the world the way you do—the right way. The illusion of asymmetrical insight clouds your ability to see the people you disagree with as nuanced and complex. You tend to see yourself and the groups you belong to in shades of gray, but others and their groups as solid and defined primary colors lacking nuance or complexity.

The two tribes of children in Oklahoma formed because groups are how human beings escaped the Serengeti and built pyramids and invented Pot Noodles. All primates depend on groups to survive and thrive, and human groups thrive most of all. It is in your nature to form them. Sherif’s experiment with the boys at Robbers Cave State Park showed how quickly and easily you do so and how your innate drive to develop and observe norms and rituals will express itself even in a cultural vacuum. But there is a dark side to this behavior. As psychologist Jonathan Haidt says, our minds “unite us into teams, divide us against other teams, and blind us to the truth.” It’s that last part that keeps getting you into trouble. Just as you don a self, a persona, and believe it to be thicker and harder to see through than those of your friends, family, and peers, you, too, believe that the groups to which you belong are more complex, more diverse, and more granular than are groups of which you could never imagine yourself a member. When you feel the warm comfort of belonging to a team, a tribe, a group—to a party, an ideology, a religion, or a nation—you instinctively turn others into members of out-groups, into outsiders. Just as soldiers come up with derogatory names for enemies, every culture and subculture has a collection of terms for outsiders so as to better see them as a single-minded collective. You are prone to forming and joining groups and then believing your group is more diverse than outside groups.

In a political debate, you feel that the other side just doesn’t get your point of view, and if they could only see things with your clarity, they would understand and fall naturally in line with what you believe. They must not understand, because if they did, they wouldn’t think the things they think. By contrast, you believe you totally get their point of view and you reject it. You don’t need to hear them elaborate on it because you already know it better than they do. So each side believes it understands the other side better than the other side understands both its opponents and itself.

The research suggests that you and the rest of humanity will continue to churn into groups, banding and disbanding, and the beautiful collective species-wide macromonoculture imagined by the most utopian of dreams might just be impossible unless alien warships lay siege to our cities. In Sherif’s study, he was able to re-integrate the boys of the Robbers Cave experiment somewhat by telling them the water supply had been sabotaged by vandals. The two groups were able to come together and repair it as one. Later he staged a problem with one of the camp trucks and was able to get the boys to work together to pull it with a rope until it started. They never fully joined into one group, but the hostilities eased enough for both groups to ride the same bus together back home. Had the study continued, they might have dissolved back into one unit. It seems that peace is possible when we face shared problems, but for now we need to be in our tribes. It just feels right.

You pick a team, and like the boys at Robbers Cave, you spend a lot of time talking about how stupid and uncouth the other side is. You, too, can become preoccupied with defining the essence of your enemy. You, too, need the other side to be inferior, so you define it as such. You start to believe your persona is actually your identity, and the identity of your enemy is actually his persona. You see yourself in a game of self-deluded poker and assume you are impossible to read while everyone else has obvious tells.

You are succumbing to the illusion of asymmetric insight, and as part of a flatter, more connected, always-on world, you will be tasked with seeing through this illusion more and more often as you are presented with more opportunities than ever to confront and define those who you feel are not in your tribe. Your ancestors rarely made any contact with people of opposing views with anything other than the end of a weapon, so your natural instinct is to assume anyone not in your group is wrong just because she is not in your group. Just a small amount of exposure to the opposition, especially if you are forced to cooperate with it, can allay those feelings.

Research by psychologist Steven Sloman and marketing expert Phil Fernbach shows that people who claim to understand complicated political topics such as cap and trade and flat taxes tend to reveal their ignorance when asked to provide a detailed explanation without the aid of Google. Though people on either side of an issue may believe they know their opponents’ positions, when put to the task of breaking it down they soon learn that they have only a basic understanding of the topic being argued. Stranger still, once subjects in such studies recognize this, they reliably become more moderate in their beliefs. Zealotry wanes; fanatical opposition is dampened. The research suggests simply working to better explain your own opinion saps your fervor. Yet that same research shows the opposite effect when subjects are asked to justify their positions on a contentious issue. Justification strengthens a worldview, but exploration weakens it.


13.

Enclothed Cognition

[image: Image]

THE MISCONCEPTION: Clothes as everyday objects are just fabrics for protection and decoration of the body.

THE TRUTH: The clothes you wear change your behavior and can either add or subtract from your mental abilities.

Imagine this. Halloween is approaching, and you are shopping for a costume. You hear about a great new place that is super cheap and lets you mix and match any costumes in the shop. When you arrive, you open the door to discover one giant room with no shelves or aisles, just a big pile of clothes and accessories in the center and some changing rooms in the corner. You dig through the pile, giggling and watching as everyone tries on hats and buckles up holsters and asks how they look in wigs.

In a situation like this, do you think you would be satisfied drawing out random trousers and shirts to go along with unassociated trinkets and footwear? If you showed up at the party with one piece of clothing from eleven different costumes, what would you tell people when they asked, “So, what are you supposed to be?”

If such a terrible free-market experiment existed, the likely result would be that people would just go searching for matching items, slowly assembling pirate costumes and witch ensembles. You, and everyone else, would have no problem picking through a pile of Halloween clothing to successfully assemble costumes because clothes have meaning beyond their utility. At Halloween, or at a science fiction convention, or at a business meeting, clothes are more than protection from the elements.

All you have to do is watch an episode of Mad Men or browse through a photo gallery from a science-fiction convention to understand the power clothing has over the human mind. Clothes are one of the most obvious differences between you and your primate cousins, which means the motivation to create and wear clothing rests somewhere in that 4 percent difference between your DNA and a chimpanzee’s. This is not so strange an idea. If you take enough objective steps back and then squint hard, you’ll realize you are looking at a form of technology—an artificial enhancement of the human body. Clothes allow you the ability to survive in colder climates, or escape the appetites and anger of insects. Clothing protects you from harm and makes it possible to do all sorts of things better than if you were nude, and some estimates suggest your ancestors donned apparel beginning about 650,000 years ago. That means clothing was one of the first things humans and human ancestors made by hand. It isn’t too much of a stretch to speculate that, along with weapons and tools, clothing was among the first art forms and among the first items to materialize as physical representations of the evanescent internal world of the human mind. Clothes would be left behind by the dead, would vary by culture and individual, would represent mastery of technique or a lack thereof, and could communicate class, status, roles, intent, and all sorts of other things. Clothes, in other words, were likely among the first items in all of human history to be charged with symbolism and to communicate ideas from one person to another independent of their creator.

You may have noticed that heads of state and heads of corporations tend to wear the same thing no matter in what country those states and corporations operate. Around the world, when it is time to get down to business, men and women wear business suits. China, France, the United States, Singapore, Bavaria—it doesn’t matter; only a handful of people, such as monks and cardinals, still wear attire unique to their culture when on official errands. An article in The Economist traced the origin of the modern suit back to the 1600s, when British monarchs declared an early version of the outfit the official dress of courtiers to indicate to the masses that even the royalty was taking measures to cut costs in the aftermath of the Great Plague of London. Commoners, ahem, followed suit, and it became the apparel of gentlemen throughout Europe. The downgraded elegance of the court’s attire was still tight and rather dandy by today’s standards, but as the military version became looser and looser, to accommodate the functionality required for uniforms—riding a horse, shooting a gun, standing at attention—so did the civilian’s business suit. Over time, neckerchiefs became cravats and cravats became ties, and as the world got better acquainted, other cultures adopted the slacks and sports coat. It is now an international symbol, no different from a collection of letters representing a sound representing a concept. With their long history, suits are now particularly adept at influencing others. Communicating this message is so valuable that women now wear variations on the traditional male business suit, and with good reason. Studies show the more masculine a woman’s attire in Western society, the better her chances of getting hired when compared with women who wear more feminine clothing in a job interview. The suit has transcended whatever original function it once served to become a costume, and as with any costume, its value is in what it communicates. If you want to present yourself as a responsible and dependable member of society who gets things done in a professional manner so that you nab that job, you’d damn well better show up to the interview in a suit.

Clothes communicate ideas, but how? Well, the answer has to do with the wiring inside that furry coconut between your shoulders.

It is unusual to find human beings sitting in empty rooms with barren walls. A room devoid of all decoration, painted stark white, is a metaphor for madness. You tend to fill up any living or working space with photos and art, artifacts and souvenirs. Cubicles accumulate the ephemera of the occupant’s personality, and the interior of a home expands to project that which the owner finds beautiful and expressive, that which demonstrates the ideas the owner admires. As George Carlin put it, when you get down to it, a house is just “a pile of stuff with a cover on it.” You can’t help it. Wherever you go, you amass objects. When someone passes away, those things remain wherever that person spent time, and standing among it, you can feel her presence because human beings pump meaning into their environments. Every surface, every wall, buzzes with meaning thanks to objects placed there with intent and purpose. Even inside a theme restaurant where the interior walls look like a tornado whipped through a glue factory before obliterating an antiques roadshow, there is a method to the madness. Wherever people linger, you will find objects as symbols posted in plain sight in order to communicate meaning.

Symbols are a big part of your life thanks to the associative architecture of your brain. When I write a terrible romance novel line such as “It should have been obvious she was born in Africa, she had a beautifully long, slender neck not unlike a . . .” you can finish my sentence because your brain long ago formed a connection to the words long, slender, neck, and Africa. Neuroscientists call this a semantic net—every word, image, idea, and feeling is associated with everything else, like an endless tree growing in every direction at once. When you smell popcorn, you think of the cinema. When you hear a Christmas song, you think of Christmas trees. In his book Brain Bugs, Dean Buonomano discusses something called the Baker/baker phenomenon, in which you are much more likely to remember a brief acquaintance’s profession after a few days than you will his name. In a study into this odd quirk, researchers had some people read a list of names and professions. The results showed that it was much easier for most people to remember later that a person worked as a baker than it was to remember that a person’s last name was Baker. As Buonomano explains, the name Baker and the word baker, although differentiated only by a single capital letter, are members of two completely different semantic webs. One connects only to every other Baker you’ve met in your life. The other connects to carrot cake and puffy hats and Lorraine Pascale and thousands of other ideas. The network there is much richer, and thus, when you are stumped, there are many more routes you can take down the associative web of memory to fill in the blank regarding what someone does for a living. That’s why you have a bad memory for some things and not for others. As Buonomano puts it, “complaining you have a bad memory for names or numbers is a bit like whining about your smartphone functioning poorly underwater.” The syrupy muck beneath your scalp works best with associations, synthesis, and pattern recognition, and works worst with numbers, lists, measurements, statistics, and similarly hard-edged logic tasks.

Because your semantic memory is more like a network of nodes than a cabinet of files, you are highly susceptible to a psychological phenomenon called priming. Every idea you experience now unconsciously influences all the ideas you experience later. Those ideas then influence your behavior without your realizing it. In studies in which people unscramble sentences about rudeness, those people will later be much more likely to interrupt experimenters after being placed in frustrating situations. People primed by solving puzzles that include words associated with the elderly will temporarily walk more slowly after the task. In one study, subjects asked to imagine how cool it would be to become university professors outperformed others who were not primed in that way in a game of Trivial Pursuit. Priming is one of the fundamental drivers of your behavior, and it isn’t limited to simple symbols and images. Studies in which people are asked to hold either a cold or warm beverage show that those same people will react differently to strangers. Subjects who hold a cold coffee cup report back that new people they meet while holding the beverage seem reserved and standoffish. Subjects in that same study who held a warm coffee said the people they met seemed sociable and outgoing. Everything else was made identical to both groups, including the strangers. The only difference was the temperature of the cup the subjects were asked to hold. Psychologists call this embodied cognition—your physical state is translated into words, and those words initiate a cascade of associations. If you begin a conversation while feeling the sensation of warm or cold, it can prime all the varied things you feel when you use the words warm and cold to describe another person.

All these factors—the symbolic power of clothing, priming, embodied cognition—didn’t really come together in psychological research until Hajo Adam and Adam Galinsky, psychologists at Northwestern University, published the results of a study in 2012 that introduced a new term into the scientific lexicon: enclothed cognition.

Adam and Galinsky knew that previous research into the effects of clothes on the mind tended to focus on either priming or deindividuation. Psychologists Mark Frank and Thomas Gilovich showed in 1988 that sports teams tended to be more aggressive when players wore black uniforms. Black-wearing teams, across several sports, also tended to rack up more penalties over time compared with teams wearing any other color. Frank and Gilovich’s research showed that when a team changed its uniforms to predominantly black, the average number of penalties per game increased immediately. In any sport that rewards aggressive play, you can rank all the teams in order of how many penalties each team received in the course of a season, and the teams with the black attire will clump up at one end. The researchers also found that it wasn’t just that players were more bloodthirsty when draped in black, but referees were more likely to notice infractions and penalize players when those players wore black uniforms. In another study, by psychologists Barbara Fredrickson, Stephanie Noll, Tomi-Ann Roberts, Diane Quinn, and Jean Twenge in 1998, women who wore one-piece swimsuits while working on maths problems performed significantly worse than men in swimming trunks and women in jumpers.

Adam and Galinsky weren’t satisfied with the literature on clothing, and felt that there was something deeper at work than just priming, so they devised a clever series of experiments. In one, they divided subjects into two groups. One group slipped into lab coats and another remained in the clothes they were already wearing. Members of both groups then worked on a Stroop test. The Stroop test is an exam in which you must identify the color ink used to print a word. You first read words such as red, blue, and green written in ink matching the color’s name. Next, you read the same words in ink that doesn’t match. So, for instance, at first the word blue is written in blue ink, but in the next run of the test the word blue might be written in pink. It’s a fun test because no matter how witty or nimble your mind, the nonmatching portion is pretty difficult, at least hard enough to slow you down in a measurable way. So how did the two groups perform on this task? When the colors didn’t match the words, the people wearing the lab coats made half as many errors as the people wearing street clothes. There it was—enclothed cognition, a state similar to embodied cognition but unique to clothing. The findings suggested that the physical act of wearing a lab coat actually made the subjects better at a test of attention and sharpness. The wearer embodied the symbolic nature of her guise.

Their next experiment was even better. This time Adam and Galinsky split people into three groups. One group wore white coats, and the scientists told them it was the same coat that doctors wore. Another group wore the same white coats, but the scientists told them they were painters’ smocks. In a third group, the scientists presented a coat described as the sort a medical doctor would wear and asked the subjects to write an essay on what images and ideas a doctor’s coat conjured up when they considered its meaning. This third group then moved on to the next task with the coat lying on a desk nearby. Members of all three groups then looked at photos positioned side by side, each with four minor difficult-to-spot differences. The psychologists measured how long it took the subjects to find the disparities and how many they found in each set. This is where the most interesting aspect of enclothed cognition appeared. The people who wore what they believed was a painter’s smock spotted the fewest differences in the photos. The people who merely thought deeply about a doctor’s coat spotted more, and the people who wore what they assumed was a doctor’s white coat spotted the most. Priming alone was not as powerful as actually putting on the coat, but even more astounding was that the same clothes can affect you more or less powerfully depending on the symbolic meaning you ascribe to those threads.

The white lab coats pinged the semantic nets of each person in the study, but like the Baker/baker experiment, when a person believed the coat was that of a painter, the web of ideas and associations that flooded into his unconscious was completely different from those of a person who believed she was wearing what doctors wear. For most people, the network of concepts that emerge when pondering a doctor’s costume is richer and more powerful than the network surrounding the ideas, schemas, memories, and other assorted concepts related to painters and painting. One symbol is more potent than the other. Priming you to think about doctors is a compelling enough experience to influence you to outperform people who believe they are wearing painters’ smocks, but if you go a step further and slip your arms into what you believe to be a doctor’s coat, feel it against your skin, notice its weight as you move around, the effect is far more powerful. Adam and Galinsky showed that enclothed cognition isn’t just priming. It is something more. They wrote in their study that they speculated the uniforms worn by police, judges, priests, firefighters, soldiers, sports teams, doctors, and so on may do more than communicate the role played by the wearer to other members of society. Those clothes may also strongly alter the wearers’ attitudes and behaviors, making them more courageous or ethical or aggressive or compassionate or attentive.

Research has long suggested that clothes aren’t completely inanimate or inert, at least not inside the brains of humans. Looking at garments sets in motion a cascade of associations that can and do affect your perceptions and behaviors. Ball gowns, high-heel shoes, fedoras, and burqas—these are not simple objects, but symbols with the power to influence you and others. From Nazi uniforms to Superman’s tights, in the grand masquerade, every costume communicates something. The most recent research suggests that this sensation can be taken to even greater heights.

Adorning yourself in symbolic garb affects you on a deeper level than just looking at it when empty or draped over the shoulders of another. As if their fibers were enchanted, the things you wear cast a spell over your persona. The trick is that it’s you who is doing the enchanting, and you do it unconsciously. The brain under a wizard’s hat is different from one under a cowboy hat or a tiara or a yarmulke or a helmet, not because those objects are infused with a power that radiates into your cerebrum, but because the architecture of your memory won’t allow any object to be neutral, whether you notice or not. Symbols, like rituals, are important not because they encourage superstitious behavior or obsolete beliefs, but because they naturally plug into the way your brain works. Everything has a symbolic power, a communicative potential to evoke memories and ideas in your brain like a beehive reacting to a thrown rock.

Use that knowledge to beat your brain, and know that when you feel uncomfortable in a tuxedo or a cocktail dress, part of that feeling comes from resisting the spell of the garment powered by the concepts it primes in your network of self while you remain enclothed. Know, too, that when you want some of the magic associated with fashion, wearing those objects can make you more alert, more assertive. A person wearing glasses both looks and feels smarter, but stranger still, there is evidence to suggest that that person will perform better on tests of intelligence. But also beware. The negative concepts associated with a costume are equally influential. When shrouded in the gowns of evil, their power to affect others seeps into your skin, and we don’t yet know the strength or duration of the poison.


14.

Deindividuation
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THE MISCONCEPTION: People who riot and loot are scum who were just looking for an excuse to steal and be violent.

THE TRUTH: Under the right conditions, you are prone to losing your individuality and becoming absorbed into a hive mind.

When a crowd gathers near a suicidal jumper, something terrible is unleashed.

In Seattle in 2001 a twenty-six-year-old woman who had recently ended a relationship held up traffic for a little too long as she considered the implications of leaping to her death. As cars began to back up on the bridge and the motorists became irate, the drivers started yelling, “Jump, bitch, jump!” until she did.

Cases like this aren’t unusual.

In 2008 a seventeen-year-old man jumped from the top of a car park in England after three hundred or so people chanted for him to go for it. Some took photos and recorded video before, during, and after. The crowd dispersed, the strange spell broken. The taunters walked away wondering what had come over them. The other onlookers vented their disgust on social media.

In San Francisco in 2010 a man stepped onto the ledge of his apartment window and contemplated dropping from the building. A crowd gathered below and soon started yelling for him to jump. They even tweeted about it. He died on impact fifteen minutes later.

One comment in The San Francisco Examiner read, “i was there and im traumatized. the guys next to me were laughing telling him to jump and videotaping the whole thing. i’m still young and in high school and this is gunna stick with me for the rest of my life. there was a total lack of respect for the poor man and people were laughing when he jumped.”

Police and firefighters are well aware of this tendency for crowds to gather and taunt. This is why they tape off potential suicide scenes and get the crowd out of shouting distance. It takes only one person to get a crowd going. If you lose your sense of self, feel the power of a crowd, and then get slammed by a cue from the environment, your individuality may evaporate.

Within a crowd many will retain their sense of right and wrong. Some are able to maintain their composure. Many who witnessed these events felt terrible about what happened and condemned those who encouraged the jumpers. What they didn’t realize, and what the people yelling didn’t anticipate, was the predictability and regularity of the behavior.

This is going to be hard to believe, but this sort of behavior could be inside you as well. Under the right circumstances, you, too, might yell, “Jump!” To understand why, let’s go shopping for costumes.

As mentioned in the previous chapter on enclothed cognition, Halloween is a fantastic playground for cultural norms to clash and crack. Costumes and chocolate, parents and children, the revelry and irreverence directed toward evil and death and hauntings—it is a day to pull back from standards, the rules of proper and normal behavior, and experiment with surrogate selves. In the United States, Halloween is very popular, with total sales each year around [image: Image]6 billion. Of that, costumes make up more than [image: Image]2 billion. Across the country, people recede into anonymity and become absorbed by characters who will be shed the next day. Halloween is fun because it feels good to drop the heft of your flesh-and-blood identity from time to time no matter how old you are. The fantasy is something that kids wearing clown shoes in pursuit of sweets and adults shifting aside Guy Fawkes masks to accommodate Jager shots can both appreciate. Halloween isn’t Mardi Gras or Carnival where just about anything goes, but it is truly the only holiday in the United States where everyone agrees to tilt their heads in wonder and let a giant swath of weird things slide.

A great costume can draw attention to the garments of individuality you wear every other day simply by replacing them. Halloween gives you an opportunity to play around with the roles, labels, and characters we all know are in some ways fabrications, mutually accepted fibs required to get by in a complex social game. The mask you wear to work or to a family reunion or out on a first date is not so much different from the one you wear heading out to plead for Snickers or dance to digital mixtapes. These shades of self you’ve molded and honed over the years started out awkward and blunt, obvious and tacky. As you approached adolescence, you tried on a variety of personae until one fit. You may have pierced body parts or tattooed areas you could cover up when needed. You may have singled out some celebrity or fictional character and cherry-picked from her wardrobe, stealing a bit of her magic in the hope you could add it to yours. Through each season of your life, you sharpen your image and polish your patina until you have a sense of the individual you claim to be. Still, it’s always fun to role-play and hit Reset, and Halloween is one of the few widely accepted times you get to do this in front of everyone you know. In many ways, it is a holiday celebrating anonymity through experimentation with individuality.

It was this muted sense of self that, in the late 1970s, led a group of psychologists to turn Halloween into a controlled study of the human mind. Arthur Beaman, Edward Diener, and Soren Svanum traveled to a nice neighborhood in Seattle, Washington, and picked out twenty-seven homes that would become makeshift laboratories. The researchers wanted to see if the anonymity of Halloween costumes would affect the behavior of children as they gallivanted from secret lab to secret lab. The researchers placed inside the entrance to each home a bowl of sweets, a mirror, and a festive Halloween decoration in which a scientist watched through a peephole as children arrived throughout the evening. Yes, it was a bit creepy. Unfortunately, there wasn’t a side study into how difficult it would be to hold back the urge to leap out and scream at children while wearing a lab coat and waving a clipboard.

A woman greeted the children throughout the night, and when the tykes presented their trick-or-treat bargains, she told them each could have only one treat. She then walked away, leaving them to sort out their tiny moral codes. Half the time the woman at the door asked the children to say their names and where they lived before leaving them. If the children arrived with adults, they were omitted from the results. The psychologists wondered if the kids would take only one piece, thinking there were no adults around to exact punishment or express disappointment in their gluttony. Would they react differently when alone or in groups? Would saying their names remind them of the people behind the masks? Once the kids were primed to remember their identity, or if they saw their reflection in the mirrors, would it remind them who they were? In the end, the mirror wasn’t the determining factor. What made the most difference was whether they had said their names and whether they were alone or in a group.

If they had to say their names and were also alone, less than 10 percent of children cheated. In a group, about 20 percent of those who revealed their identity disobeyed the host. More of the anonymous children stole sweets when alone—20 percent. In a group, close to 60 percent of the anonymous stole sweets. The results suggested that the power of their anonymity was magnified in the presence of others. When the children were left unmasked by giving their names, the cheating in a group rose a bit. When their masks were on, it was turbocharged. The kids who felt most anonymous, and the most protected by the shared anonymity of the group, were also the most likely to break the rules and take more sweets. With anonymity set to maximum, many kids tried to take all the sweets they could.

This study is one of many showing that your identity can spring a leak in the presence of others, and the more others there are, the more you dissolve into the collective will of the group. Looting, rioting, lynchings, beatings, war, chasing a monster with torches—the switch is always there, and it doesn’t take much to flip it.

Psychologists call this phenomenon deindividuation. In certain situations, you can expect to be deindividualized. Unlike conformity, in which you adopt the ideas and behaviors of others for acceptance and inclusion, deindividuation is mostly unconscious, and more likely to lead to mischief. As psychologist David G. Myers writes, it is “doing together what you would not do alone.” Think back to when you got into the most trouble as a teenager. Chances are, you were in a group and became seduced by the collective will of your peers. There may have been influencers, instigators, or natural leaders, but in the end, everyone in your circle probably dissolved into the mind of the unit. When the headteacher, parent, or police officer asked, “What were you kids thinking?” you had no answer, because there wasn’t one. You were just reacting, moving as a herd.

In 1969, psychologist Philip Zimbardo had female university students deliver painful electric shocks to other female students. Half the students giving the shocks were randomly selected to wear big hoods and roomy lab coats during the experiment, in addition to numbered tags. The other half remained unmasked and wore tags revealing their names. Zimbardo told the soon-to-be torturers he was studying creativity under stress, and as a woman on the other side of a one-way mirror took a test, they were to deliver shocks to see if it affected her performance. The women riding the lightning were actually actors and only pretended to writhe in agony.

Zimbardo made sure the subjects knew it was going to hurt by giving each one a sample of 75 volts of pain. In addition, to provide motivation, he had the subjects watch a taped interview with the two test takers in which one seemed friendly and sweet, but the other was rude and mean. Zimbardo didn’t tell the girls in either group, masked or unmasked, how often to zap the test takers or for how long. They didn’t have to shock at all if they didn’t want to. They also didn’t talk to each other during the experiment. He wanted to eliminate as best he could obedience to authority and peer pressure. The only factors in play were anonymity and deindividuation. In groups of four, the students sat down and began to torment the test takers.

In each run of the experiment, the women hidden behind hoods and lab coats shocked the test takers twice as often. It didn’t matter if the test takers seemed nice or mean; each actor got just as much juice from the hooded women. As the test continued, the shocks got more frequent and lasted longer. All the while, the actors on the other side of the mirror pretended to be in terrible pain.

The women whose faces could be seen shocked the nice actor less often than the unpleasant one, and this, according to Zimbardo, was the most interesting finding. The deindividuation, the anonymity afforded by the hoods, allowed a terrible behavior usually held back by social norms to run free without regard to fairness or justice. Without consequences, the excitement of having control over another person fed on itself. As Zimbardo said, the escalation was driven by a positive-feedback loop of arousal. The more they shocked, the more excited the subjects got. The more excited they got, the more often they shocked. Although no one in the experiment refrained from shocking the test takers, those who weren’t masked made a distinction between the woman who deserved her comeuppance and the one who didn’t.

Strangely enough, this same experiment was conducted with Belgian soldiers, and when they wore the hoods, they shocked the test takers less. In their case, the uniforms they wore already promoted deindividuation, but the hoods isolated them. Among other soldiers each was part of a unit, a group. Under the hood, he was one person again. Zimbardo wrote in his book The Lucifer Effect, “The banality of evil shares much with the banality of heroism. Neither attribute is the direct consequence of unique dispositional tendencies; there are no special inner attributes of either pathology or goodness residing within the human psyche or the human genome.”

Zimbardo conducted another experiment, and like the Seattle researchers, he used the wonderful built-in anonymity of Halloween as a tool. He observed as primary school children played games to win tokens they could turn in at the end in exchange for prizes. The kids had a choice of games to play. Some games were competitive but nonaggressive, while others were one-on-one duels such as extracting a beanbag from a tube. The children played these games at a Halloween party both in and out of costume. During the first round, the teacher told the children the costumes were on their way. When the costumes had supposedly arrived, the kids competed again with their identities concealed. Once the competition was over, the teachers said another class needed the costumes, so the children went through the games one more time unmasked. The amount of time the children spent playing the aggressive games, pushing and shoving and yelling, doubled once the costumes were on, going from 42 percent to 86 percent. When the costumes came off, it dropped back to 36 percent. When in costume, under the spell of deindividuation, the kids wanted to go head to head and fight, even though those games took longer and yielded far fewer tokens. As soon as the costumes were removed, they returned to more civil behavior.

Every time you wade into a crowd or don a concealing garment, you risk deindividuation, and it often brings out the worst in you. When you step back and see yourself as the perpetrator, you act as though your reputation and position in society were at stake. When you have no identity, when you are nameless, faceless, and free from retribution, the chains of inhibition fall from your brain.

What hides inside you, held back by inhibition, and how would it manifest itself if freed? Would you yell for someone to jump to her death while tweeting about it and taking photos? Sitting there now, you think there is no way you could do such a thing, but right now you are an individual with social chains binding both the darkest evil and the brightest good in your heart. You can’t truly predict what would happen if the three ingredients of deindividuation were added to your consciousness: anonymity, group size, and arousal.

If you recall, arousal can come from a stirring speech, a mind-melting concert with an intense light show, a dangerous enemy pressing forward on your position, or any number of things that get your attention and won’t let it go. Chanting, singing, dancing, and other ritualistic, repetitive group activities are particularly effective at focusing your attention and distracting you from the boundaries of your head and body. Your focus and emotional response build and build until the fragile container holding your persona shatters, and not only do your emotions diffuse among the many, but so do your morals and sense of responsibility toward your actions. You no longer feel accountable for your deeds, good or bad, but instead imagine a future in which the group will be praised or blamed for what you did together. It is at this point when you feel fully anonymous. The finely crafted individuality you usually enjoy is suppressed, and the cues from your environment steer you and the others in your group. If you are at Woodstock in 1969, you may feel saturated with love and belonging and come away from the experience with a sense of wonder and joy, in addition to whatever else you end up putting in your body. If you are at Woodstock in 1999, you may feel enraged and aggressive and come away from the experience with broken ribs and a criminal record. In each situation, a giant crowd of people followed the natural path to deindividuation. They became aroused, lost their selves, and then went with the cues from their environment.

Deindividuation is usually promoted in any organization where it is important to reduce inhibition and get you to do things you might not do alone. Soldiers and police don uniforms, warriors wear face paint, gangs have colors and dances and rituals. Businesses spend millions on team building in an effort to instill a deindividualized sense of worth. Celebrations by groups of football supporters have more potential to get out of hand than a party where no one feels absorbed by a group or protected by its norms.

Deindividuation takes away your inhibitions, your sense of self, and your fear of accountability, but this isn’t necessarily a bad thing. The same force that influences otherwise rational people to loot and vandalize and invade Poland can also lead to prosocial behaviors. If you are surrounded by positive cues, deindividuation could lead you to work harder in an exercise class, or pitch in at a homeless shelter, or help build a house. People who forget their sense of self and work together to save a life or search for a missing child show that deindividuation is a neutral force of the human will. When Web communities such as 4chan or Reddit assemble into an anonymous collective to exact revenge, it often ends in actual justice. Once deindividuation kicks in, the cues from the environment shape the resulting behavior. The norms of the mob, good or evil, replace the norms of everyday life.

Robert D. Johnson and Leslie Downing showed in 1979 how manipulating environmental cues could change the behavior of deindividualized people. Their study was much like Zimbardo’s in that subjects were instructed to shock other people trying to learn a task. In their study, the people delivering the shocks wore either Ku Klux Klan robes or nurses’ uniforms. The subjects in the KKK costumes shocked more than control groups, and those in nurses’ uniforms shocked less. Psychologists Steven Prentice-Dunn and C. B. Spivey showed in a series of studies in the late 1980s and early ’90s that a deindividualized person could be swayed to donate more money than normal if the cues in his environment were prosocial. The deindividuation that occurs at the Super Bowl, the church sermon, the prison riot, and the revolutionary uprising is the same—the behavior that follows is not.

Keep in mind how prone you are to deindividuation and in what situations you are most susceptible to it. Anything from binge drinking to singing hymns can decrease your awareness of self. Add to this the diffusion of responsibility and anonymity that comes from being within a group, living in a large city, sitting in a darkened room, or wearing a mask, and all it takes is a heightened state of arousal for you to become permeable, vulnerable to whatever cues grab your attention. Know, too, that chat rooms, comment threads, and message boards are perfect breeding grounds for deindividuality. The more anonymity a user is allowed, the more powerful the effect of being protected by the group. The tone and tenor of the conversations therein, and the meatspace ramifications of their collective efforts, will reflect the cues provided by the website.

Deindividuation pervades virtual worlds, and the results are mixed. Download the virtual world Second Life and take a stroll. Sooner or later you’ll end up in a sex dungeon. Play any game on Xbox Live, and someone will eventually claim to have carnal knowledge of your mother. You can thank anonymity and deindividuation for both. The comments under a YouTube video may make you weep for the species, but remember that the same force that built and maintained concentration camps also pushed soldiers onto Omaha Beach.

If you want to promote deindividuation for a good cause either in the analog world or a digital one, help people in your group feel safe from judgment, and provide prosocial cues. If, instead, you want to discourage deindividuation in yourself and others, you must eliminate anonymity and avoid dehumanizing labels. The more you feel personal accountability, the more restraint you will show.

If nothing else, remember that if you want to throw a badass party where inhibitions fade and hijinks ensue, turn down the lights, turn up the music, and, if appropriate, wear costumes.


15.

The Sunk Cost Fallacy

[image: Image]

THE MISCONCEPTION: You make rational decisions based on the future value of objects, investments, and experiences.

THE TRUTH: Your decisions are tainted by the emotional investments you accumulate, and the more you invest in something, the harder it becomes to abandon it.

You can learn a lot about dealing with loss from a video game called FarmVille.

You have probably heard of this game. In 2010 one in five Facebook users had a FarmVille account. The barrage of updates generated by the game annoyed other users so much it forced the social network to change how users sent messages. At its peak, 84 million people played it, a number greater than the population of Italy.

FarmVille accounts have steadily shrunk since then. About 50 million people were still playing in early 2011, still impressive considering the fantasy megagame World of Warcraft boasted about a quarter as many players at the same time. In late 2012 Zynga, the company behind the game, launched FarmVille 2, and by January of 2013 more than 42 million people had joined up to try it out.

A game with this many players must promise potent, unadulterated joy, right? Actually, the lasting appeal of FarmVille has little to do with fun. To understand why people commit to this game and what it can teach you about the addictive nature of investment, you must first understand how your fear of loss leads to the sunk cost fallacy.

In psychologist Daniel Kahneman’s book Thinking Fast and Slow, he writes about how he and his colleague Amos Tversky, through their work in the 1970s and ’80s, uncovered the imbalance between losses and gains in your mind. Kahneman explains that since all decisions involve uncertainty about the future, the human brain you use to make decisions has evolved an automatic and unconscious system for judging how to proceed when a potential for loss arises. Kahneman says organisms that placed more urgency on avoiding threats than they did on maximizing opportunities were more likely to pass on their genes. So, over time, the prospect of losses has become a more powerful motivator on your behavior than the promise of gains. Whenever possible, you try to avoid losses of any kind, and when comparing losses to gains you don’t treat them equally. The results of their experiments and the results of many others who’ve replicated and expanded on them have teased out an inborn loss aversion ratio. When offered a chance to accept or reject a gamble, most people refuse to make a bet unless the possible payoff is around double the potential loss.

Behavioral economist Dan Ariely adds a fascinating twist to loss aversion in his book Predictably Irrational. He writes that when factoring the costs of any exchange, you tend to focus more on what you may lose in the bargain than on what you stand to gain. The “pain of paying,” as he puts it, arises whenever you must give up anything you own. The precise amount doesn’t matter at first. You’ll feel the pain no matter what price you must pay, and it will influence your decisions and behaviors.

In one of his experiments, Ariely set up a booth in a well-trafficked area. Passersby could purchase chocolates—Hershey’s Kisses for one penny a piece or Lindt Truffles for fifteen cents each. The majority of people who faced this offer chose the truffles. It was a fine deal considering the quality differences and the normal prices of both items. Ariely then set up another booth with the same two choices but lowered the price by one cent each, thus making the Kisses cost nothing and the truffles cost 14 cents each. This time, the vast majority of people selected the Kisses instead of the truffles.

If people acted on pure mathematical logic, explained Ariely, there should have been no change in the behavior of the subjects. The price difference was the same. But you don’t think in that way. Your loss aversion system is always vigilant, waiting on standby to keep you from giving up more than you can afford to spare, so you calculate the balance between cost and reward whenever possible. He speculates that this is why you accumulate free tchotchkes you don’t really want or need and why you find it so tempting to accept shady deals if they include free gifts or choose decent services that offer free shipping over better services that do not. When anything is offered free of charge, Ariely believes your loss aversion system remains inactive. Without it, you don’t weigh the pros and cons with as much attention to detail as you would if you had to factor in potential losses.

This is why marketing and good salesmanship are all about convincing you that what you want to buy is worth more than what you must pay for it. You see something as a good value when you predict the pain of loss will be offset by your joy of gain. If the salesman does his job well, somewhere in your jumbled perception you feel you won’t lose at all. Emotionally, you will come out ahead. Unless you are buying something just to show others how much money you can burn, you avoid cringing when you fork over your earnings.

When you lose something permanently, it hurts. The drive to mitigate this negative emotion leads to strange behaviors. Have you ever gone to see a movie only to realize within fifteen minutes or so that you are watching one of the worst films ever made, but you sit through it anyway? You don’t want to waste the money, so you slide back in your chair and suffer. Maybe you once bought nonrefundable tickets to a concert, and when the night arrived, you felt sick or tired or hungover. Perhaps something more appealing was happening at the same time. Still, you went to the concert anyway, even though you didn’t want to, in order to justify spending money you knew you could never get back. What about that time you made it back home with a box of spicy chicken wings, and after the first bite you suspected they might have been filled with salsa-infused dog food, but you ate them anyway, not wanting to waste either money or food? If you’ve experienced a version of any of these, you’ve fallen victim to the sunk cost fallacy.

Sunk costs are payments or investments that can never be recovered. An android with fully functioning logic circuits would never make a decision that took sunk costs into account, but you would. As an emotional human, your aversion to loss often leads you right into the sunk cost fallacy. A confirmed loss lingers and grows in your mind, becoming larger in your history than it was when you first felt it. Whenever this clinging to the past becomes a factor in making decisions about your future, you run the risk of being derailed by the sunk cost fallacy.

Hal Arkes and Catherine Blumer created an experiment in 1985 that demonstrated your tendency to go fuzzy when sunk costs come along. They asked subjects to assume they had spent one hundred dollars on a ticket for a ski trip in Michigan, but soon after found a better ski trip in Wisconsin for fifty dollars and bought a ticket for this trip, too. They then asked the people in the study to imagine they learned the two trips overlapped and the tickets couldn’t be refunded or resold. Which one do you think they chose, the one-hundred-dollar good holiday or the fifty-dollar great one?

More than half of the people in the study went with the more expensive trip. It may not have promised to be as much fun, but the loss seemed greater taking the cheaper holiday. That’s the fallacy at work, because the money is gone no matter what. You can’t get it back. The fallacy prevents you from realizing the best choice is to do whatever promises the better experience in the future, not that which negates the feeling of loss in the past.

Kahneman and Tversky also conducted an experiment to demonstrate the sunk cost fallacy. See how you do with this one. Imagine you go see a movie that costs ten pounds for a ticket. When you open your wallet or purse you realize you’ve lost a ten-pound note. Would you still buy a ticket? You probably would. Only 12 percent of subjects said they wouldn’t. Now imagine you go to see the movie and pay ten pounds for a ticket, but right before you hand it over you realize you’ve lost the ticket. Would you go back and buy another one? Maybe, but it would hurt a lot more. In the experiment, 54 percent of people said they would not. The situation is exactly the same—you lose ten pounds and then must pay ten pounds to see the movie—but the second scenario feels different. It seems that the money was assigned to a specific purpose and then lost, and loss sucks. This is why FarmVille is so addictive that people have lost their jobs over it.

FarmVille is a valuable tool for understanding your weakness in the face of loss. The sunk cost fallacy is the engine that keeps FarmVille running, and the developers behind FarmVille know this. FarmVille is free, and the first time you log on you are transported to a patch of grass where you float above an abeyant young farmhand eager to get to work. His will is your will, and his world is empty save the land ready to be plowed and a crop of vegetables ready to be picked. Wading into the experience, you feel the game designers have made every attempt to turn your head toward the screen in the least obtrusive but most insidious way possible. It is all your choice, they seem to be saying; no one is forcing you to proceed. Here, harvest these beans. Hey, why not plant some seed? Oh, look, you could plow a patch of land, you know, if you want. A loading bar appears and then quickly fills as you watch your grinning Aryan-ish avatar with his messy-on-purpose haircut virtually dirty his digital overalls. The cheery music, which sounds like a cyborg interpretation of clumsily extracted memories from the brain of a reanimated Old West piano player, drones on and on. The moment the loop restarts is difficult to pinpoint.

Within a few minutes, you’ve done everything that can be done on your first garden, but there are hints all over the screen portending a fully functioning Texas-ranch-size megafarm should you plant your seeds well. Once you learn you must wait at least an hour or so to continue, you start clicking around and find you have coins and cash that can be spent on trees, plants, seeds, an impressive bestiary of jaunty fantastical creatures, and a bevy of clothes, devices, buildings, and props. You have just enough currency when the game starts to buy a caramel apple tree or some honeybees, but the nice stuff, such as pink tractors and magic waterfalls, will have to wait until you’ve played the game awhile. If you stay vigilant, checking back throughout the day to see how close your strawberries are to being ripe or if a wander ing animal has visited your feed trough, you can earn more virtual currency and advance in levels and unlock more stuff. You’ll need to plant and plow and harvest to advance, most of which is also an investment in something that must be harvested . . . later.

This is the powerful force behind FarmVille. Playing FarmVille is a commitment to a virtual life form. Your neglect has consequences. If you don’t return, your investments die and you will feel like you’ve wasted your time, virtual money, and effort. You must return, sometimes days later, to reap the reward of the time and virtual money you are spending now. If you don’t, not only do you not get rewarded, but you also lose your investments. To stave off these feelings, you can pay FarmVille real-world money or participate in offers from its advertisers to negate the need to tend to certain things, reverse the death of crops, or expand your farm ahead of schedule. You can also ask your friends to help, since the game has tendrils reaching deep into Facebook.

Although all these strategies will keep the fallacy at bay for a few days, they also feed it. The urge to stay the course and keep your farm flourishing gets more powerful the more you invest in it, the more you ask others for help, the more time you spend thinking about it. People set alarms to wake up in the middle of the night to keep their farm alive. You continue to play FarmVille not to have fun but to avoid negative emotions. It isn’t the crop you are harvesting, but your fallacy. You return and click to patch cracks in a dam holding back something icky in your mind: the sense you wasted something you can never get back.

To say that FarmVille has been successful is a silly sort of under-statement. It has led to the creation of a whole new genre of entertainment. Hundreds of millions of dollars are being generated by social gaming, and like so many profitable businesses, someone is hedging their bets against a predicable weakness in your behavior in order to turn a profit. FarmVille players are mired in a pit of sunk costs. They can never get back the time or money they’ve spent, but they keep playing to avoid feeling the pain of loss and the ugly sensation that waste creates.

You may not play FarmVille, but there is probably something similar in your life. It could be a degree you want to change, or a career you want to escape, or a relationship you know is rotten. You don’t stick with it, or return to it over and over again, to create good experiences and pleasant memories but to hold back the negative emotions you expect to feel if you accept the loss of time, effort, money, or whatever else you have invested.

If you dropped your mobile phone over the edge of a cruise ship, you would need James Cameron’s unmanned submarine fleet to find it again. Sure, you could spend a small fortune to retrieve it, but you wouldn’t throw good money after bad. When the argument is laid out like this, logical and rational and easy to pick apart, you can pat yourself on the back for being such a reasonable human. Unfortunately, the sunk costs in life aren’t always so easy to see. When something is gone forever it can be difficult to realize it. The past isn’t as tangible a concept as the sea floor, yet it is just as untouchable. What is left behind is just as irretrievable.

Sunk costs drive wars, push up prices in auctions, and keep failed political policies alive. The fallacy makes you finish the meal when you are already full. It fills your home with things you no longer want or use. Every garage sale is a funeral for someone’s sunk costs.

The sunk cost fallacy is sometimes called the Concorde fallacy when it is used to describe an escalation of commitment. This is a reference to the construction of the first commercial supersonic airliner. Early on, the project was predicted to be a failure, but everyone involved kept going. Their shared investment built a hefty psychological burden that outweighed their better judgments. After losing an incredible amount of money, effort, and time, they didn’t want to just give up.

It is a noble and exclusively human proclivity, this desire to persevere, the will to stay the course—studies show lower animals and small children do not commit this fallacy. Wasps and worms, rats and raccoons, toddlers and tykes—they do not care how much they’ve invested or how much goes to waste. They can only see immediate losses and gains. As an adult human being, you have the gift of reflection and regret. You can predict a future place where you must admit your efforts were in vain, your losses permanent, and when you accept the truth, it is going to hurt.


16.

The Overjustification Effect

[image: Image]

THE MISCONCEPTION: There is nothing better in the world than getting paid to do what you love.

THE TRUTH: Getting paid for doing what you already enjoy will sometimes cause your love for the task to wane because you attribute your motivation as coming from the reward, not your internal feelings.

Money isn’t everything. Money can’t buy happiness. Don’t live someone else’s dream. Figure out what you love and then figure out how to get paid to do it.

Maxims like these waft out of the collective sighs of well-paid boredom around the world and get routinely polished for presentation in graduation speeches and church sermons. Money, fame, and prestige—they dangle just outside your reach it seems, encouraging you to lean farther and farther over the edge, to study longer and longer, to work harder and harder. When someone reminds you that acquiring currency while ignoring all else shouldn’t be your primary goal in life, it feels good. You retweet it. You post it on your wall. You forward it, and then you go back to work.

If only science had something concrete to say about the whole thing. All these living greeting cards dispensing wisdom are great and all, but what about really putting money to the test? Does money buy happiness? In 2010, scientists published the results of a study looking into that very question.

The research, by Daniel Kahneman and Angus Deaton, published in the Proceedings of the National Academy of Sciences, analyzed the lives and incomes of nearly half a million randomly selected U.S. citizens. They dug through the subjects’ lives searching for indicators of something psychologists call “emotional well-being,” a clinical term for how often you feel peaks and valleys such as “joy, stress, sadness, anger and affection” and to what degree you feel those things daily. In other words, they measured how happy or sad people were over time compared with how much cash they brought home. They did this by checking if the subjects were consistently able to experience the richness of existence, to taste the poetic marrow of life.

The researchers discovered that money is indeed a major factor in day-to-day happiness. No surprise there. You need to make a certain amount, on average, to be able to afford food, shelter, clothing, entertainment, and the occasional Apple product, but what spun top hats around the country was their finding that, beyond a certain point, your happiness levels off. The happiness that money offers doesn’t keep getting more and more potent—it plateaus. The research showed that a lack of money brings unhappiness, but an overabundance does not have the opposite effect.

According to the research, in modern America the average income required to be happy day to day, to experience “emotional well-being” is about [image: Image]75,000 a year. According to the researchers, past that point, adding more to your income “does nothing for happiness, enjoyment, sadness, or stress.” A person who makes, on average, [image: Image]250,000 a year has no greater emotional well-being, no extra day-to-day happiness, than a person making [image: Image]75,000 a year. In Kentucky it is a bit less, in Chicago a bit more, but the point is there is evidence for the existence of a financiohappiness ceiling. The super-wealthy may believe they are happier, and you may agree, but you both share a delusion.

If you don’t already have it, money can improve your life and make you happier, but once you have enough to go to Pizza Express on Tuesday night without worrying about paying the water bill that month, you’re good to go. Or, as Henry David Thoreau once said, “A man is rich in proportion to the number of things which he can afford to let alone.” In the modern United States the ability to let most things alone, according to Kahneman and Deaton’s research, costs about [image: Image]75,000 a year.

If you find that hard to believe, you aren’t the only one. A study in 2011 at Cornell University asked Americans which they would rather have, more money or more sleep. Most people said more money. In a choice between either [image: Image]80,000 a year, normal work hours, and about eight hours of sleep a night versus [image: Image]140,000 a year, routine overtime, and six hours of nightly sleep—the majority of people went with the cash. It’s unfortunate, because although it looks good on paper and feels right in your gut, the research has never agreed. No matter how you turn it, the science says that once your basic needs are taken care of, money and other rewards don’t make you happier, and you can appreciate why after examining a psychological jewel called the overjustification effect. To understand it, we must travel to 1973, when a group of psychologists poisoned a few children’s love of drawing in the name of science.

Throughout the twentieth century, as psychology came into its own as a scientific discipline, many psychologists emerged from the halls of academia and ascended to the rank of celebrity after delivering open-palmed scientific slaps to the face of mankind. Sigismund Freud got people talking about the unconscious and the malleable, hidden world of desires and fears. Carl Jung put the ideas of archetypes, introversion, and extroversion into our vocabulary. Abraham Maslow gave us a hierarchy of needs, including hugs and sex. Timothy Leary fed Harvard students psychedelic mushrooms and advocated that an entire generation should use LSD to “turn on, tune in, and drop out.” There are many more, but in the 1970s, B. F. Skinner was the rock star of psychology. Skinner and his boxes made the cover of Time magazine in 1971 underneath the ominous proclamation we can’t afford freedom. His research into behaviorism had made its way into the public consciousness, and he was intent on using his celebrity to convince all of humanity there was no such thing as free will. You’ve seen his findings in practice. The Supernanny and the Dog Whisperer reward desired behavior and either punish or ignore undesired behavior—and they get impressive results. Skinner could make birds do figure eights on his command, or train them to pilot guided missiles. He invented climate-controlled baby boxes in which infants never cried. He created teaching machines that still influence user interfaces today. But he also scared a romantic generation of freedom seekers into thinking freedom might be an illusion.

Skinner said all human thoughts and behaviors were just reactions to stimuli—conditioned responses. To believe as Skinner did is to believe everything you do is part of seeking a reward or avoiding a punishment. Your entire life is just a stack of evolutionarily selected-against quirks and desires seasoned with programmed interests and fears. There is no free will. There is no one in control. Those things are illusions, side effects of a complex nervous system observing its own actions and cognitions. In light of this, Skinner advocated we build a society through setting goals and then condition people toward those goals through positive reinforcement. Skinner didn’t trust human beings not to be lazy, greedy, and violent. Humans, he said, were inclined to seek and reinforce status through institutions, class warfare, and bloodshed. People can’t be trusted with freedom, he told the world. Psychology could instead design systems to condition people toward positive goals that ensured the best possible quality of life for all.

As you might imagine, the proclamation that humans have no soul, or at least no special spark, caused a great deal of consternation. Many psychologists resisted the idea that you are nothing more than chemical reactions on top of physical laws playing themselves out no differently than rocks crashing down the side of a mountain or a tree converting sunlight and carbon dioxide into wood. Skinner claimed that what goes on inside your head is irrelevant; that the environment, the stuff outside your skull, determines behavior, thoughts, emotions, beliefs, and so on. It was a bold and terrifying claim to many, so science set about the task of picking it apart.

Among those who wanted to know if the mind was just a pile of reactions to rewards and punishments were psychologists Mark Lepper, Daniel Greene, and Richard Nisbett. They wondered if thinking about thinking played a bigger role than the behaviorists suggested. In their book, The Hidden Costs of Reward, they detail one experiment in particular that helped pull psychology out from under what they called Skinner’s “long shadow.”

In 1973, Lepper, Greene, and Nisbett met with teachers of a preschool class, the sort that generates a steady output of macaroni art and paper-bag vests. They arranged for the children to have a period of free time in which the tots could choose from a variety of fun activities. Meanwhile, the psychologists would watch from behind a one-way mirror and take notes. The teachers agreed, and the psychologists watched. To proceed, they needed children with a natural affinity for art. So as the kids played, the scientists searched for the ones who gravitated toward drawing and coloring activities. Once they identified the artists of the group, the scientists watched them during free time and measured their participation and interest in drawing for later comparison.

They then divided the children into three groups. They offered Group A a glittering certificate of awesomeness if the artists drew during the next fun time. They offered Group B nothing, but if the kids in Group B happened to draw, they received an unexpected certificate of awesomeness identical to the one received by Group A. The experimenters told Group C nothing ahead of time, and later the scientists didn’t award a prize if those children went for the colored pencils and markers. The scientists then watched to see how the kids performed during a series of playtimes over three days. They awarded the prizes, stopped observations, and waited two weeks. When they returned, the researchers watched as the children faced the same choice as before the experiment began. Three groups, three experiences, many fun activities—how do you think their feelings changed?

Well, Group B and Group C didn’t change at all. They went to the art supplies and created monsters and mountains and houses with curlicue smoke streams crawling out of rectangular chimneys with just as much joy as they had before they met the psychologists. Group A, though, did not. They were different people now. The children in Group A “spent significantly less time” drawing than did the others, and they “showed a significant decrease in interest in the activity” as compared to before the experiment. Why?

The children in Group A were swept up and overpowered, their joy perverted by the overjustification effect. The story they told themselves wasn’t the same story the other groups were telling themselves. Self-perception theory says you observe your own behavior and then, after the fact, make up a story to explain it. That story is sometimes close to the truth, and sometimes it is just something nice that makes you feel better about being a person. For instance, remember the Stanford University experiment on the Benjamin Franklin effect, in which people were paid for turning wooden knobs round and round for an hour? Some were paid well, and some were paid very little, but both were asked to lie about their experience to a stranger and then to rate the experience honestly. The people paid a pittance reported that the study was a blast. The people paid well reported that it was awful. Subjects in both groups lied to the person after them, but the people paid well had a justification, an extrinsic reward to fall back on. The other group had no safety net, no outside justification, so they invented one inside. To keep from feeling icky, they found solace in an internal justification—they thought, You know, it really was fun when you think about. If you recall, that’s called the insufficient justification effect, the yang to overjustification’s yin. They told themselves stories that differed based on the size of their rewards and whether they felt extrinsically or intrinsically motivated. You are driven at the fundamental level in almost everything you choose to do by either intrinsic or extrinsic goals.

Intrinsic motivations come from within. As Daniel Pink explained in his excellent book Drive, those motivations often include mastery, autonomy, and purpose. There are some things you do just because they fulfill you, or they make you feel that you are becoming better at a task, or that you are a master of your destiny, or that you play a role in the grand scheme of things, or that you are helping society in some way. Intrinsic rewards demonstrate to you and others the value of being you. They are blurry and difficult to quantify. Charted on a graph, they form long slopes stretching into infinity. You strive to become an amazing cellist, or you volunteer in the campaign of an inspiring politician, or you build the starship Enterprise in Minecraft.

Extrinsic motivations come from without. They are tangible baubles handed over for tangible deeds. They usually exist outside of you before you begin a task. These sorts of motivations include money, prizes, and grades or, in the case of punishment, the promise of losing something you like or acquiring something you do not. Extrinsic motivations are easy to quantify, and can be demonstrated in bar graphs or tallied on a calculator. You work a double shift for the overtime pay so you can make rent. You put in the hours to become a doctor hoping your father will finally deliver the praise for which you long. You say no to the cheesecake so you can fit into that dress at the Christmas party. If you can admit to yourself that the reward is the only reason you are doing what you are doing—the sit-ups, the spreadsheet, the speed limit—it is probably extrinsic. Whether a reward is intrinsic or extrinsic helps determine the setting of your narrative—the marketplace or the heart. As Dan Ariely writes in his book Predictably Irrational, you tend to unconsciously evaluate your behavior and that of others in terms of social norms or market norms. Helping a friend move for free doesn’t feel the same as helping a friend move for fifty pounds. It feels wonderful to slip into the same bed with your date after getting to know him and staying up one night making butterscotch crepes and talking about the differences and similarities between Breaking Bad and The Wire, but if after all that he tosses you a hundred pounds and says, “Thanks, that was awesome,” you will feel crushed by the terrible weight of market norms. Payments in terms of social norms are intrinsic, and thus your narrative remains impervious to the overjustification effect. Those sorts of payments come as praise and respect, a feeling of mastery or camaraderie or love. Payments in terms of market norms are extrinsic, and your story becomes vulnerable to overjustification. Marketplace payments come as something measurable, and in turn, they make your motivation measurable when before it was nebulous, up for interpretation and easy to rationalize.

The children in the experiment who fell out of love with art did so not because they received a reward but because of the deal they struck with the experimenters. After all, the children in Group B got the same reward and kept their desire to draw. No, it wasn’t the prize but the story they told themselves about why they chose what they chose, why they did what they did. During the experiment, Group C thought, I just drew this picture because I love to draw! Group B thought, I just got rewarded for doing something I love to do! Group A thought, I just drew this to win an award! When all three groups were faced with the same activity, Group A was faced with a metacognition, a question, a burden unknown to the other groups. These children asked themselves why they would draw if there was no reward. Thinking about thinking changes things. Extrinsic rewards can steal your narrative. As Lepper, Greene, and Nisbett wrote, “engagement in an activity of initial interest under conditions that make salient to the person the instrumentality of engagement in that activity as a means to some ulterior end may lead to decrements in subsequent, intrinsic interest in the activity.” In other words, if you are offered a reward to do something you love and then agree, you will later question whether you continue to do it for love or for the reward.

In 1980, David Rosenfield, Robert Folger, and Harold Adelman revealed a way you can defeat the overjustification effect. Seek employers who dole out rewards—paychecks, bonuses, promotions, etc.—based not on quotas or tasks completed but instead on competence. They ran an experiment in which they told subjects the goal was to find fun and interesting ways to improve vocabulary skills in schools. They placed participants in two categories and two groups per category. In one category, subjects would be paid for being good at their task. In the other category, the subjects would be paid for completing a task. The subjects received twenty-six dice with letters on their faces instead of dots and a stack of index cards each with thirteen random letters. The subjects hit a timer and used their dice to make words from the letters on the cards. Once they had used nine letters or spent a minute and a half trying, they moved on to the next index card and kept repeating until the experiment ended. It was difficult but fun, and as the players kept going, they started to improve in their abilities.

In the payment-for-competence category, Group A was told they were being paid based on how well they did compared with the average score. In Group B, the subjects were told they would be compared with the average, but there was no mention of any reward. In the payment-for-completion category, the scientists told Group C each completed puzzle would increase their payout, and Group D was told they would be paid by the hour. After the games, the experimenters pretended to tally up the subjects’ scores and showed groups A and B how well they did. No matter how they actually performed, the scientists told half of groups A and B that they’d done poorly and half that they were amazing at the game. Groups C and D, the ones who were paid for completions, were also split. Half got low pay, and half high pay. The subjects then filled out a questionnaire and sat alone in a room with the dice and cards for three minutes. During that alone time the real study began. The scientists wanted to see who would keep playing the game for fun and for how long.

The people in groups A and B, the ones who were paid for being better than average, picked up the game and played it for more than two minutes, but slightly less than that if they had been told they weren’t that good. The people in groups C and D, the ones paid for completions, didn’t play it for fun for as long as did the people in the competency groups, and they tended to play longer the less they were paid.

The results of the study suggested that when you get rewarded based on how well you perform a task, as long as those reasons are made perfectly clear, rewards will generate that electric exuberance of intrinsic validation, and the higher the reward, the better the feeling and the more likely you will try harder in the future. On the other hand, if you are getting rewarded just for being a warm body, no matter how well you do your job, no matter what you achieve, the electric feeling is absent. In those conditions, greater rewards don’t lead to more output, don’t encourage you to strive for greatness. Overall, the study suggested rewards don’t have motivational power unless they make you feel competent. Money alone doesn’t do that. With money, when you explain to yourself why you worked so hard, all you can come up with is “to get paid.” You come to believe you are being coerced, paid off, bought out. In the absence of what the scientists called “competency feedback,” there is no story to tell yourself that paints you as a badass. Quotas and overtime and hourly pay don’t offer such indications of competency. Bonuses based on reaching a specific number of completions or reaching a quantified goal make you feel like a machine. If you pay people to complete puzzles instead of paying them for being smart, they lose interest in the game. If you pay children to draw, fun becomes work. Payment on top of compliments and other praise and feeling good about personal achievement are powerful motivators, but only if they are unexpected. Only then can you continue to tell the story that keeps you going; only then can you still explain your motivation as coming from within.

Consider the story you tell yourself about why you do what you do for a living. How vulnerable is that tale to these effects?

Maybe your story goes like this: Work is just a means to an end. You go to work; you get paid. You exchange effort for survival tokens and the occasional steampunk thong from Etsy. Work is not fun. Work pays bills. Fun happens at places that are not work. Your story is in no danger if that’s how you see things. In an environment like that, Skinner’s assumptions hold true: You will work only as hard as is necessary to keep getting paychecks. If offered greater rewards, you’ll work harder for them. Maybe your story goes like this, though: I love what I do. It changes lives. It makes the world a better place. I am slowly becoming a master in my field, and I get to choose how I solve problems. My bosses value my efforts, depend on me, and offer praise. In this scenario, rewards just get in the way of your job. As Kahneman and Deaton’s study about happiness showed, once you earn enough to be happy day to day, motivation must come from something else. Kahneman and Deaton’s research seems to suggest that the only material reward worth seeking once you have a bed, running water, and access to microwave popcorn, are tributes—symbols of your merit, stuff that demonstrates your effectance to yourself and others. Ranks, degrees, gold stars, trophies, Nobel Prizes, and Academy Awards—these are shorthand indicators of your competence. Those rewards amplify your internal motivations; they build your self-esteem and strengthen your feelings of self-efficacy. They show you’ve leveled up in the real world. Achievement unlocked. They help you construct a personal narrative you enjoy telling.

The overjustification effect threatens your fragile narratives, especially if you haven’t figured out what to do with your life. You run the risk of seeing your behavior as motivated by profit instead of interest if you agree to get paid for something you would probably do for free. Conditioning will not only fail; it will also pollute you. You run the risk of believing that the reward, not your passion, was responsible for your effort, and it will be a challenge to generate future enthusiasm. It becomes more and more difficult to look back on your actions and describe them in terms of internal motivations. The thing you love can become drudgery if that which can’t be measured is transmuted into something you can plug into your tax return.


17.

The Self-Enhancement Bias

[image: Image]

THE MISCONCEPTION: You set attainable goals based on a realistic evaluation of your strengths and weaknesses.

THE TRUTH: You protect unrealistic attitudes about your abilities in order to stay sane and avoid despair.

Take a deep, deep breath.

No, really. Go ahead and take in as much air as you can.

Keep going. Come on, just a little bit more. Okay. Let it out.

Did you feel like you couldn’t quite breathe in as much as you could probably hold? Now take a deep breath and then breathe out as much air as you can. Keep pushing it out. A little more—try to get every last puff out of your body. Okay, grab your breath and look around to see if anyone is calling for paramedics or police.

You may have noticed at some point in your life that it is impossible to completely inflate or deflate your lungs. You don’t have complete control over your body in this regard. Your brain doesn’t trust you with that much responsibility. Most of your organs do their business without any direct input from your whims, and it’s a good thing, too. It would probably be a bad idea to hand the keys to the pancreas over to a person who routinely forgets his phone at restaurants. You are allowed to mess with only a handful of the bazillions of processes swirling and spinning and streaming throughout your body. One of those functions under partial control is breathing, and most of the time you leave it to your automatic systems to handle. Still, when you do take control and do silly things such as hold your breath or try to completely exhale because some book asked you to, there are behavioral safeguards in place to prevent you from popping your alveoli or emptying so much air from your body that the tiny bits collapse and stick together. There is a respiration inhibition module in your brain that prevents you from damaging your lungs with your free will. Not literally, of course, but it is useful to imagine such a thing since the results are the same.

Your body also resists excessive self-doubt. When the giant boot of reality begins to press down on you, a series of defense mechanisms pushes back. Just as your body resists your attempt to empty all the air from your lungs with its respiration inhibition module, you also keep yourself motivated thanks to a sort of despair-inhibition module. It is a pretty complicated piece of mental machinery full of what psychologists call positive illusions. These illusions serve as a system of checks and balances running in the background at all times. Taken together, they form your self-enhancement bias—the rosy glasses through which you see yourself.

Shelley Taylor and Jonathon Brown made positive illusions famous among psychologists with their research on cancer patients in the 1980s. Before them, the widely held assumption in mental health was that the more accurate your perception and cognitions, the happier you became. Such was the mantra of the humanist psychologists—Abraham Maslow and his hierarchy of needs, Carl Rogers and his person-centered therapy. In the 1940s and ’50s, Maslow and Rogers championed a view that preferred to see human beings as something more than just molecules of meat. They felt it was wrong to assume you could approach the mind as a biological machine that could be repaired and improved at the level of its cogs and gears. Instead, they advocated something that still reverberates in the public consciousness today: a holistic approach to mental health. They saw you as a creature with a sense of self and a desire for improvement of that self. To reach that goal you need first to satisfy biological needs, they said, and once your most basic needs are met, your final hurdle is to become the best possible version of yourself. That final goal was called self-actualization, and in that state, they said, you would become completely honest with yourself and others. Rogers called the gap between how you see yourself and how you really are incongruence. He believed that the more you moved toward congruence, toward matching reality with your subjective experience, the happier you would become. You would no longer lie about your abilities or hide your shortcomings, but instead would be a totally open book during both introspection and conversation.

The idea that people would be happier if they maintained a constant state of realism is a beautiful sentiment, but Taylor and Brown found just the opposite. They presented a new theory that suggested that well-being came from unrealistic views of reality. They said you reduce the stress of terminal illness or a high-pressure job or unexpected tragedy by resorting to optimism and delusion. Your wildly inaccurate self-evaluations get you through rough times and help motivate you when times are good. Indeed, later research backed up their claims, showing that people who are brutally honest with themselves are not as happy day to day as people with unrealistic assumptions about their abilities. People who take credit for the times when things go their way but who put the blame on others when they stumble or fall are generally happier people.

Your explanatory style exists along a gradient. At one end is a black swamp of unrealistic negative opinions about life and your place in it. At the other end is an overexposed forest of unrealistic positive opinions about how other people see you and your own competence. Right below the midpoint of this spectrum is a place where people see themselves in a harsh yellow light of objectivity. Positive illusions evaporate there, and the family of perceptions mutating off the self-serving bias cannot take root. About 20 percent of all people live in that spot, and psychologists call the state of mind generated by those people depressive realism. If your explanatory style rests in that area of the spectrum, you tend to experience a moderate level of depression more often than not because you are cursed to see the world as a place worthy neither of great dread nor of bounding delight, but just a place. You have a strange superpower—the ability to see the world closer to what it really is. Your more accurate representations of social reality make you feel bad and weird mainly because most people have a reality-distortion module implanted in their heads; sadly, yours is either missing or malfunctioning. The notion of depressed realism has its naysayers, but meta-analysis of the last few decades of research still favors the concept. It also shows that even if you are one of those people who seem to have misplaced their rose-tinted glasses, you can’t eliminate positive illusions entirely. They may shrink up to dehydrated specks and look tiny alongside their giant delusional counterparts inside your most optimistic peers, but they don’t completely disappear. To be a person is to be irrationally positive about your ability to understand and affect the world around you.

Taylor and Brown revealed a new side to the research of well-being, and found that you maintain happiness under the spell of three broad positive illusions: illusory superiority bias, an unrealistically positive view of yourself; the illusion of control, the belief that you have command over the chaos that awaits you every day; and optimism bias, the belief in a future that can’t possibly be as great as you expect it to be. Let’s take a look at these in action, starting with the illusory superiority bias.

Have you ever had the thought while stuffed into an airplane or pressed against strangers on the tube that you are probably the dumbest person in the room? What about at a shopping center near the holidays, people bumping into you, children screaming, long lines of angry shoppers huffing and loudly answering phones using the latest pop music hits to signal incoming calls—in that environment, do you have a gut feeling that you would struggle in a game of Trivial Pursuit with the average shopper? How about opening night of a blockbuster movie? Do you sit in a crowd listening to people having casual conversations about their sister-in-law’s hemorrhoid operation and, upon comparison with the people around you, see yourself as below average in the realms of politeness and consideration?

Imagine in any one of these scenarios that you had every person in the room take an IQ test. Where do you think you would rank compared with others in the group? Near the top? Near the bottom? What if you compared your driving skills with those of everyone else on the road during your typical morning commute? Imagine we created a graph that judged the cooking ability of every person you went to school with on a scale from one to ten. Where do you think you would fall on that scale? Most people put themselves slightly above average, so in this imaginary experiment—unless you know you are a terrible or an excellent cook—you likely thought you were about a six.

The illusory superiority bias allows you to move through airports and cinemas unhindered by the burden of realistic analysis. This is an enchantment generated by the brain that allows you to judge yourself in a light more positive and less harsh than the one you shine on others, and the end result is that you tend to see yourself as unique and apart from the crowd, and you tend to see the crowd as homogeneous and a bit dull. You may even wonder sometimes how everyone around you can be so stupid when it seems so easy to be, you know, smart like you.

Chances are you see yourself as slightly above average in most categories, and way above average in a few. When you compare yourself to an imaginary average person, you see yourself as superior in just about every category. The irony, of course, is that in most airports, tube carriages, cinemas, and shopping centers, the majority of the people squirming inside are thinking the same thing. The research suggests that the average person thinks she is not the average person. She thinks most people are dumb, and that she is not like most people.

The second major positive illusion is the illusion of control. Studies into its power go back all the way to the beginning of psychology, but the landmark paper was published in 1975. Ellen Langer showed that although you are fully aware of the difference between skill and luck, you have a hard time separating them in retrospect. Langer’s studies had people play betting games. In one, two people sat across from each other. Each chose one card from a shared deck. Each then wagered a small sum of money and turned over his card. The person with the higher-value card won whatever amount he’d bet, but the loser had to pay the money he’d gambled to the researchers. What the subjects didn’t know was that the person they were playing against was an actor instructed to behave timid for some people and confident for others. The timid actor arrived late, pretended to have a twitch, and wore an ill-fitting sports coat. The confident actor was on time, initiated a conversation, wore a fitted coat, and called for the scientists to hurry up and start the study. Who won and lost in the card game was completely random. It was a game of pure chance, yet Langer noted that subjects tended to make larger bets when they believed the other person playing the game was nervous, and they made smaller bets when the other person seemed sure of himself. Even though they knew full well they had no way of knowing what cards would come up, because the game was pure luck, their confidence in their chances of winning changed depending on whether they believed the other person playing was strong or weak. It was as if, with nothing else to go on, they compared their illusion of control with that of the other person and bet cautiously in the presence of someone who seemed more confident in his delusions.

In another study, Langer’s team asked people on their lunch breaks at the Southern New England Telephone Company if they would mind helping in some marketing research on a new product. The people who agreed were then shown into a room housing a bizarre piece of scientific equipment—a large wooden box with parallel metal strips running across the top. The researchers told the subjects that it was a new game, and the object was to guess which of the three metal strips would set off a buzzer when it made contact with a metal pen. They asked one group of subjects to take the metal pen and place it on one of the strips, and then run that pen from one end of the strip to the other. Only one of the strips, the researchers explained, would cause the box to make a sound, and the strip was chosen at random by an apparatus in the box. Another group was told all the same things, but a researcher used the pen to touch the path chosen by the subject, instead of the subjects using the pen themselves. People in both groups were further divided into two subgroups each, one that was allowed to mess around with the box for a few minutes while the scientists pretended to repair the machine, and another that had to choose a strip right away. Langer asked each person right before she picked a metal strip how confident she felt that she would guess the strip that would make the buzzer go off.

The results? The people who had time to play around with the machine and who also got to hold the pen were the most confident. The people who let the researcher do the work and who had to begin immediately felt the least confident. Even though the outcome was completely random, and the subjects were fully aware of the randomness, their confidence differed depending on how much direct contact and previous familiarity they had with the mystery box.

The illusion of control persists like the other positive illusions because you need to feel as though you can push against the world and notice it move. Without that belief, your spirit dwindles quickly, as Langer showed in her later studies in which permanent residents of nursing homes tended to live shorter lives and develop more illnesses when they were no longer allowed to choose their activities or arrange furniture to their liking.

The third great positive illusion is optimism bias, the mental construct that provides smokers the belief they’ll be among those who escape cancer, motorists the confidence they can speed during rainstorms, couples the certainty they will die hand in hand behind a white picket fence, and immigrants the beamish tenacity to open a new business in a down economy. No matter the statistical odds, no matter how many examples to the contrary you’ve seen in your life, you have a tendency to believe everything will work out in the end, and it is hard to argue with this approach to life when you consider the alternative. The bias, however, disappears when you observe others. You believe your heart will stay strong until you are in your nineties, but that your cousin who buys chicken-fried steaks in bulk is headed for an early grave. The bias also prevents you from buying a fire extinguisher for your kitchen, or going to get a regular checkup. Your optimism bias keeps you looking to the horizon with growing expectation and glee. As psychologist Tali Sharot says, research shows you prefer Friday more than Sunday because Fridays are filled with optimistic daydreams about what may come, and Sundays are filled with the constant unwanted encroachment of realistic expectations of what is going to happen on Monday. In one of her studies, she asked people to say how likely they felt it was that they would get cancer. She then explained that science suggests that their chance of getting cancer over their lifetime was about 30 percent. People who guessed higher than 30 percent initially and then heard the truth dropped their estimates to something close to the average. People who guessed lower than 30 percent and then heard the realistic estimate barely raised their assumed chances at all. This, according to Sharot, is why warning labels and government adverts rarely work on you. The odds, you think, are always in your favor. The labels are for other people.

These three positive illusions require constant upkeep. You hold them together with three supporting delusions called confirmation bias, hindsight bias, and self-serving bias. They serve as a sort of pump plugged into your consciousness that constantly pushes away negativity and sucks in positive thoughts. Not everyone has a fully functional pump, but most do. If yours is working properly, it churns day and night, helping you survive a world determined to prove you are not as awesome as you think you are.

Confirmation bias, something you’ve seen mentioned several times in this book, is the tendency to notice and remember when information and events match your expectations and confirm your beliefs, but to ignore and forget when the world challenges your preconceived notions. It is why streetlights always seem to flicker when you walk under them, or why it seems to rain every time you wash your car, or why your friend with the tickets always seems late. The truth is that you only notice when the streetlight flickers, when it rains after a wash, and when your flakey friend keeps you waiting. When those things don’t happen they become what psychologists call nonevents. Nonevents are a waste of attention and memory, so they don’t stick. If you never look for disconfirmation of your beliefs, especially the ones that make you feel special and above average, you can proceed unchallenged and deluded.

When you are presented with new information or an outcome you could not possibly have foretold, you have a tendency to look back on your memories and assume that, back before you knew what was going to happen, you accurately predicted what has just now unfolded. That’s your hindsight bias at work, making you constantly feel like you knew what was going to happen all along. You might never know about this bias unless you catch yourself in the act in a diary or some old text message. It makes the past seem inevitable, and causes you to believe the future is predictable. Yet predictions of the future are monumentally terrible. Just look at old science fiction movies. From flying cars to cities on the moon, science fiction movies rarely get the future right. There is no Internet on Star Trek, no smartphones in Blade Runner. Your brain is just as bad as any science fiction movie when it comes to predicting your own future. The difference is that movies leave behind a perfect record of their failure. You don’t.

When things are going your way, you have no problem calling attention to your own contributions to good fortune. If you win a game, or get promoted, or make an excellent grade, you tend to attribute that success to your skills, talent, effort, and preparation. If you fail, though, or get passed over, you have a habit of looking for something outside yourself to blame—a mean boss, a crappy team, a confusing teacher—whatever it takes to keep yourself from blame. This self-serving bias provides you with credit for all the things in life that worked out in your favor, and it absolves you of responsibility for those times you fell short. The self-serving bias makes it difficult for you to acknowledge the help of others, or luck, or an unfair advantage. It isn’t a malicious defect of your personality; it’s just your brain’s way of framing things so that you don’t stop moving forward. If you fail the tests that would have made you a doctor, lawyer, engineer, or dog groomer, you protect your ego by noticing all the factors in between you and your goals. That way, you can try again with the gumption and certainty required to accomplish such difficult objectives.

The positive illusions and their helpers form a supercluster of delusion that thumps in the psyche of every human. Together, illusory superiority bias, the illusion of control, optimism bias, confirmation bias, hindsight bias, and self-serving bias combine like Voltron into a mental chimera called self-enhancement bias. It works just as the name suggests—it enhances your view of your self. If you drive, you probably see yourself as a competent, considerate, skillful driver, especially compared with the morons and assholes you face on the road on a daily basis. If you are like the typical subject, you believe you are slightly more attractive than the average person, a bit smarter, a smidgen better at solving puzzles and figuring out riddles, a better listener, a cut above when it comes to leadership skills, in possession of paramount moral fiber, more interesting than the people passing you on the street, and on and on it goes.

A report in 2010 published in the British Journal of Social Psychology suggests that you even see yourself as more human than other people. The findings predict that no matter what country you come from, no matter your culture, if aliens chose you to represent the entire species as Earth’s ambassador, you would feel as though you could fulfill that role better than most. When asked, most people said they exhibited the traits that make humans unique in the animal kingdom more than the average person. In 2010, UCLA researchers conducted a survey of more than 25,000 people ages 18–75 and found that the majority rated their own attractiveness as about a seven out of ten. This suggests that the average person thinks he is a little better looking than the average person. About a third of the people under 30 rated themselves as somewhere around a nine. That sort of confidence is fun to think about considering that it is impossible for everyone to be better-looking than half the population. A survey conducted by American Viewpoint in 2010 showed that 80 percent of American parents believe childhood obesity is a growing problem, but 84 percent of those same Americans said their own children were at a healthy weight, even though the Centers for Disease Control and Prevention estimated that about a third of all U.S. children are obese. When psychologists asked professors at the University of Nebraska to rate their own teaching abilities, 94 percent said they were better than the average teacher.

You don’t have to be a mathematician to see a major problem here. Every person’s assumptions about being above average can’t be true. There can’t be an average unless some people sit in the middle of a bell curve and others fall to either side. Statistically speaking, if you had a perfect measure of your abilities you would see that you fall into the average category for most things, but you have a very hard time believing this is true.

In 1998, psychologist Joachim Krueger and his colleagues asked a group of subjects to take a look at a list of adjectives. The words described personality types: words such as domineering, outspoken, nervous, and intellectual. The subjects then rated how accurately they believed those words described them, and how accurately the words described an average person. For example, think of the word perfectionist. On a scale from one to ten, how much of a perfectionist do you think you are? Now, on a scale from one to ten, rate an imaginary average human being the same age and gender as you. The next part of the study then asked the same people to rate those traits on a scale of desirability, with one being a quality society generally shunned and nine being something everyone should aspire to add to his or her charms. Consider your answer. Now, how would you rate perfectionism on a scale of desirability? Most of the subjects in the study rated the traits they believed they possessed as the sort of traits society values most. The traits they believed the average person possessed were rated as the least desirable. If you believe you are more of a perfectionist than the average person, you also tend to believe that society loves sticklers more than it does people without strict standards. On the other hand, if you despise people who believe there is such a thing as absolute control, and prefer a loose and free approach to solving problems, that’s the sort of trait you assume the rest of the world admires.

Not only do you see yourself as above average, but you also see the ways in which you exceed the average person as being the best attributes of humanity. According to Krueger, one of your most reliable strategies for pumping up your sense of self-worth is simply to alter the way you see your own traits. If you transform your traits into virtues and the traits of the average person into vices, you can step out of the door sparkling and beautiful with no need for change. That effect can be reduced, though, as the experimenters in the study discovered. When they asked subjects to put themselves in other people’s shoes and think about how individuals with dissimilar personality traits might rate themselves and others, a small epiphany routinely sparked, and the tendency to be biased toward self-enhancement diminished. As with most biases, all it took was a pause for reflection to trump the default settings of the mind.

So, why is it, then, that you so rarely pause to reflect? What keeps the self-enhancement bias and all its positive illusions thriving in your mind? Why would such an obviously impossible set of beliefs persist in the heads of just about every conscious person?

Scientists can’t say for sure why these biases and illusions about how awesome you are exist, but most speculation on the issue suggests that for something like this to be so ubiquitous among human minds, it must have served an adaptive purpose in your ancestors. As your ability to think and reason evolved, you also developed the power to obfuscate the truth lest you see through the illusions of life and became despondent. Your ancestors slept on dirt and were pummeled like Rocky Balboa minute by minute with a steady flow of harassment from an unforgiving and indifferent world. Nature never gave up, and it makes sense that your species developed mechanisms to ensure you couldn’t be kept down.

Some researchers have posited that the overconfident invaders of the jungles and savannah may have been so bold and intimidating that when they charged into the camps of their enemies, they tended to do better than the more timid and shy among them. There are psychologists who believe that morale is nothing more than a cluster of positive illusions; and morale is generally considered more important in combat than anything else. Confidence in battle and in courtship is certainly an important starting point for understanding where self-enhancement bias came from. These, though, may just be variations on a more fundamental truth. The general speculation is that over the last few million years, the primates who survived long enough to become your grandparents were the ones who didn’t give up when all hope was lost.

In a 2011 article published in Nature by Dominic Johnson and James Fowler, the two social scientists presented compelling speculation as to how positive illusions may have formed and why they continue to persist. They contend that, in the long run, over the course of most of human history, in the situations people would have often faced before the modern age, overconfidence fed a suite of other traits that have kept humans from fading into the fossil record. Traits such as ambition, resolve, and group morale pushed human beings to cross oceans and tame crops. When the wind crushed those ships to splinters against impartial rocks, and those crops withered under an unsympathetic sun, your ancestors’ positive illusions kicked in, biasing the downtrodden to see things in such a way that led to persistence, no matter how futile it must have seemed at times.

Johnson and Fowler point out that your potential ancestors who led lives based on realistic expectations didn’t survive. Positive illusions must have been a better alternative. They speculated that early humans competed with one another for resources, and if both parties were completely honest about themselves and their opponents, they could just glance at the other person, correctly estimate who would win in a dispute, and then yield without any confrontation.

Imagine you want access to a watering hole, but a nasty person arrives at this place at the same time as you and refuses to share. This person looks like he might be a bit stronger than you, but you can’t be sure. He might be bluffing. If you are totally honest with yourself, you’ll walk away, and thus possibly remove yourself from the gene pool. If, instead, you feel slightly overconfident given what you know about the other person, you might stand your ground, or go for some sort of bluff yourself. When Johnson and Fowler plugged these strategies into a computer program and had simulated opponents face off in a struggle for limited resources, they found that, over several thousand generations, those who were slightly overconfident started to outperform those with other evaluations of themselves. As long as the reward was worth fighting for, and both sides were naive about what they were up against, overconfidence won. Those who routinely overestimated their abilities never turned away from disputes in which it seemed like a toss-up as to who could win, and they sometimes won even when they were the underdog because the other party didn’t call their unwitting bluff. The more uncertain the computer opponents were, the more advantageous it became to be overconfident.

You have the capacity to rationally judge the risks and benefits, the costs and rewards, of complex systems, but in a pinch you can fall back on a simple and reliable shortcut: just be slightly and blindly overconfident. The best bluff, it turns out, is the one in which even the bluffer is unaware of the cards he is holding. If you could accurately assess the odds against you—whether those odds took the shape of a hunting expedition, a one-on-one fight, or the job market for philosophy majors—you would probably turn away from the struggle more often than not. There is always plenty of evidence that the odds are not in your favor, enough to deter you from trying just about everything in life. Luckily for you, most of the time you have no idea what you are getting into, and you greatly overestimate your chances for success. It makes sense that primates like you would have evolved a fondness for delusions of grandeur. That’s the sort of attitude that gets you out of caves and beds. The relentless bombardment of challenges and tribulations makes it very difficult to be a person, whether you must fend off rabid beavers or ravenous debt collectors. Those who tried just a few percentage points harder, who persevered just a smidge longer, defeated nature more often than the realists. You’ve inherited a tendency to thrash against the odds, to be optimistic in the face of futility.

On average, positive illusions work, but left unchecked, they can lead to terrible decisions and policies. Overconfidence is a powerful tool to drive behaviors and encourage perseverance against strife and uncertainty in both your personal life and in the lives of nations and institutions. Occasionally, though, that same emotional state can mutate into hubris and blind ambition. History is littered with the bodies, both real and metaphorical, of self-enhancement biases. The same irrational, unrealistic overconfidence swimming in your nervous system can be disastrous should you find yourself leading millions or tending to their investments.

Your evolved response is to allow your brain to trick you into doing what maximizes fitness in your species, even though that benefit shows up only over the course of millions of lifetimes. In an isolated instance, in a specific situation, overconfidence may not be the best state of mind, and the behaviors that spring from that sort of reality assessment may not be the best actions in the great multiple-choice exam of life. When you dissolve that situation into the billions that humans faced over their journey into modernity, though, it averages out to be the preferred route to just about every destination. In short, your brain fiddles with your emotions to get you to do what usually works by suggesting that you are more awesome than you actually are, even in scenarios in which that would be a terrible mistake. Sometimes you pause, think, and reject the suggestion. Sometimes you don’t. As some experts have pointed out, this general strategy matured among small societies without the ability to prevent or cause great harm. Modern society is large and complex, with institutions wielding great power over the lives of many. This is why Johnson and Fowler added a dire parting shot in their predictions. Since you are programmed to become increasingly overconfident the less you understand about any given scenario, you can expect to find the most destructive overconfidence in places that are exceedingly complicated and unpredictable. Their examples include governments, wars, financial markets, and natural disasters.

If you want to see positive illusions causing harm in a more domestic realm, look no further than social media. Services such as Twitter and Facebook magnify the scope of natural tendencies. You use social media to adapt social norms to the new levels of expression just as people did when it became possible to see cities they would never visit or talk over wires with people they would never meet. The desire to boost your self-esteem through positive illusions is one of the most obvious and ubiquitous elements of the social media landscape. In those worlds, you choose what to show other people and what to censor.

Heavy social media use skews strongly toward younger people at the moment, although there are people of every age managing a public persona through online media, status updates, and eternally malleable profiles. For some, that world makes them feel like stars of small-scale reality programming. If you have younger friends and relatives in your update streams, you’ve probably noticed their overactive urge to duckface, turn up the contrast, and shoot their faces with cameras awkwardly perched somewhere behind their heads. It’s all about self-esteem, and the drive to maintain high self-esteem can lead to strange choices.

For instance, imagine you are walking in a park, admiring the song of an unseen bird while watching light dance on a lake across the peaks of wind-pushed ripples, when you notice out of the corner of your eye a coppery lamp lying on its side. You pick it up, realizing instantly that this is not some ornate crack pipe—no, this is an object of quality and value. A little polish and maybe this thing will . . . whoa! As you buff it with the cuff of your sleeve, a vortex of magical dust and vapor surrounds you, and out of the fractalized tendrils of smoke a blue-skinned, legless djinni comes forth grinning and smelling of fresh-baked brownies.

The djinni offers you a reward for freeing him from the lamp through your concentrated scrubbing. Unfortunately, he’s just a multiple-choice wish granter, and says you may choose only one item among four choices: an extra paycheck; obligation-free fantasy sex with the partner of your choice; a gourmet meal comprised of as many delights as you can imagine; or a nice, heartfelt compliment. What would you choose?A version of these choices appeared in a psychological study conducted by Brad Bushman, Scott Moeller, and Jennifer Crocker published in 2010. As part of a series of experiments exploring self-esteem, they asked university students to rate a variety of things the average person desires—food, sex, money, friendship, compliments—and asked the subjects to say how strongly they wanted those things and how much they tended to like them. The clear winner? Compliments. In studies of secondary school and university-age people, boosts to self-esteem were found to be usually more attractive and beguiling than the sort of things older people see as proper rewards. When you ask a person in the first quarter of her life what she would rather have—sex, pizza, or a positive comment about her—the majority of people tend to go for the kind words, even if the subject had not enjoyed the other options in a very long time. The same researchers found in another study that this tendency to prefer boosts to self-esteem over other rewards diminishes over time, but it doesn’t completely go away.

Some researchers, such as psychologist Jean Twenge, say this new world where compliments are better than sex and pizza, in which the self-enhancing bias has been unchained and allowed to gorge unfettered, has led to a new normal in which the positive illusions of several generations have now mutated into full-blown narcissism. In her book The Narcissism Epidemic, Twenge says her research shows that since the mid-1980s, clinically defined narcissism rates in the United States have increased in the population at the same rate as obesity. She used the same test used by psychiatrists to test for narcissism in patients and found that, in 2006, one in four U.S. university students tested positive. That’s real narcissism, the kind that leads to diagnoses of personality disorders. In her estimation, this is a dangerous trend, and it shows signs of acceleration. Narcissistic overconfidence crosses a line, says Twenge, and taints those things improved by a skosh of confidence. Over that line, you become less concerned with the well-being of others, more materialistic, and obsessed with status in addition to losing all the restraint normally preventing you from tragically overestimating your ability to manage or even survive risky situations. In her book, Twenge connects this trend to the housing market crash of the mid-2000s and the stark increase in reality programming during that same decade. According to Twenge, the drive to be famous for nothing went from being strange to predictable thanks to a generation or two of people raised by parents who artificially boosted self-esteem to ’roidtastic levels and then released them into a culture filled with new technologies that emerged right when those people needed them most to prop up their self-enhancement biases. By the time Twenge’s research was published, reality programming had spent twenty years perfecting itself, and the modern stars of those shows represent a tiny portion of the population who not only want to be on those shows, but who also know what they are getting into and still want to participate. Producers with the experience to know who will provide the best television entertainment to millions then cull that small group. The result is a new generation of celebrities with positive illusions so robust and potent that the narcissistic overconfidence of the modern American teenager by comparison is now much easier to see as normal.

The desire to see yourself as better than average and more competent, skilled, intelligent, and beautiful than you truly are is likely embedded in your psyche as a by-product of millions of years of forging ahead against the same odds of survival that have erased 99 percent of all species that once roamed this planet. Still, that overconfidence gets tempered by a number of things following your birth.

Life experience, of course, can enhance or suppress those feelings. Your parents’ choices in how they styled your upbringing are major factors as well. Your generational attitudes drastically affect the way you go about self-enhancing. A girl raised in an orphanage in 1850, for instance, would probably use different aspects of life to judge her self-esteem than a girl brought up in 2012 competing in gymnastic sports. Aside from all these factors, the culture in which you develop and grow exerts tremendous influence. In the late twentieth-century United States, individuality and self-reliance was instilled in most citizens, while in Japan most people were encouraged to consider their interdependence and community ties. Cross-cultural studies by psychologists Hazel Markus and Shinobu Kitayama in the 1990s showed that many Asian cultures actively suppress the urge to self-enhance. As they put it, the Western concept of “the squeaky wheel gets the grease” is seen in Eastern cultures as “the nail that stands out gets pounded down.” American self-help techniques, they point out, ask people to do things such as look in the mirror and say, “I am beautiful,” one hundred times before leaving the house, while in Japan, workers gladly do things such as hold hands and tell coworkers that they are beautiful. Markus and Kitayama point out that in such a culture, people tend to become more confident after subsequent failures than they do following easy, first-time successes. Self-esteem comes from fitting in and contributing to the well-being of the whole. A person in such a culture, they say, doesn’t feel the gut punch of disappointment if their personal accomplishments never set them apart or don’t generate individual praise or fame. Disapproval in the eyes of others is given much more weight than praise, because praise is less reliable, less likely to be honest. As Markus and Kitayama put it, “Those with interdependent selves will typically not claim they are better than others” and will feel icky if a sense of superiority does waft into their heads. You’ve probably noticed shades of Eastern attitudes in Western cultures. Subcultures and political camps will often laud the sort of sensibility that leads to drum circles and communal ownership and that coincides with a sense of diminished self-enhancement and more focus on interdependence. People in those subcultures may even adopt some of the philosophical and religious views of Asian societies. Likewise, opposing camps offer an alternative view, admiring individuality and personal liberty to a degree that stimulates feelings of self-enhancement in a far more magnified way.

A century of experimental data points to a central fact about your day-to-day experience and behavior: You are deeply invested in self-confidence. The higher your baseline self-esteem, the more protective you become of it. It waxes and wanes throughout your day and throughout your life, but a general feeling of being able to take on the world keeps you going. You feel effective. You feel you have some sort of control over your environment. You feel as though you have choices, and those choices can make your life better. Psychologists call that sense of control over your destiny self-efficacy. The famous psychologist B. F. Skinner said that your core personality developed around tiny science experiments you conducted throughout childhood. He saw a pattern in behavior he called responses and reinforcers. Imagine, as a kid, that you played around on a piano during a holiday party one year and everyone came into the room to listen, and then everyone clapped and laughed and praised you. Skinner said that added some points to your feelings of efficacy. You might try that again in a similar situation in the future, and if it worked again, you would add it to your bag of tricks for getting attention. Over time, he believed, you learn that a wide variety of situations and behaviors will get you attention and praise or some other reward, and you begin to position yourself to always be in situations that allow for such an exchange with the outside world. You build a sense of self-confidence around those actions and situations you can be fairly certain will provide you a return or, as he put it, a reinforcer. This is why, he said, you decide to skip some gatherings and attend others. This is why you become fast friends with some people, and others turn you off within seconds. You tend to protect a bubble you’ve created and nurtured your entire life, a bubble of positive illusions that make you feel good about yourself. Those good feelings bleed into your sense of control and your general attitude when facing unfamiliar problems. Self-esteem and self-efficacy work together to get you out of bed in the morning and keep you going back for more punishment from the unforgiving world.

The studies into self-enhancement show that there is no one set level of confidence in all human beings. Instead, people make a wide variety of nuanced and complex assumptions about their abilities and self-worth. As with most aspects of the mind, there is a spectrum out there in the real world, and you fall somewhere along it, but when you take humanity as a whole and average out the temperaments, most people rate themselves a tad bit above average. Chances are, you do the same thing when it comes to the more nebulous and desirable aspects of the self, whatever you believe those aspects to be. Your opinions on what makes for an above-average, covetable persona are deeply influenced by your culture and the era in which you live, but the factory settings in your comparison-to-other-people introspection module seem to be set slightly above the midpoint. Knowing this, you can predict how you and others will attack difficult and convoluted issues, and maybe you can come to less-dumb conclusions and develop thoroughly non-dumb plans of action. Know that the people who do beat all the odds, who do persevere after being knocked down over and over again, end up being the only people left to compare yourself against. They are the people who tell inspirational stories of overcoming great odds and never giving in to doubt. The other people, the ones who tried and failed, the ones who make up the true majority—they don’t get invited to speak at university graduations.

This mass of delusions was a useful evolutionary trick for your people. It is difficult to be a person hurtling through space on a hostile rock with only a handful of friends. It is hard even if you are fortunate enough to live in a wealthy, educated, industrialized nation in the twenty-first century and be born into a family who lives above the poverty line. In such a place, you live like a king compared with billions of less fortunate people. If you are living in such a wonderful place, think about all the complaining and sadness you’ve felt and witnessed. The gulf between what you want and what you have, the sudden loss of a loved one, the yearning for love and the pining for it when unrequited—no matter how good you’ve got it, you are no stranger to tears. Obviously, owning a brain is not easy. It is a testament to the weirdness of our pursuit of happiness and fulfillment to realize how well we get by in the face of so much strife—real or imagined. Self-enhancement bias and all its positive illusions temper the trials and tribulations of many people on this planet struggling with poverty and war, hunger and disease. In Phnom Penh and in Calcutta, a series of rubbish heaps stretch out like low mountain ranges, and every day, large crowds of children gather to pick at the fresh rubbish as it spills from the back of giant trucks. The children scavenge all day, often barefoot, choking in the haze generated by nearby fires. There are places where, right now, people go to work every day worried about sniper fire and suicide bombers. In many places, the water runs brown and meals are not guaranteed.

Throughout human history there have been periods in which people bore tremendous burdens and slogged through what seemed like insurmountable misery. From concentration camps to death marches, to plagues and wars, people who share the same basic mind as you have suffered and survived horrific events. Likewise, you share something amazing with those who live daily under the yoke of terrible oppression. Should you be plucked from your cozy place in this world and assume their plight, should your will be tested at the intensity of so many before you, one constant is sure: You will be resilient. You won’t give up.
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Bishop convinced me that the world was way, way bigger than I thought it was (and that I was way, way smaller than I believed). So, I thank you, Ronald Bishop. You showed me a better way to be bullheaded without becoming a doryphore. This book was possible because you, with all your education and rhetorical brilliance, knew that you were not so smart, and that brought me around to the truth that neither was I.
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