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Academic Science as an Economic Engine

On 4 October 1961�, the president of the University of Illinois received a letter 
from Illinois governor Otto Kerner. In the letter, Governor Kerner asked the 
flagship institution to study the impact of universities on economic growth, 
with an eye toward “insur[ing] that Illinois secures a favorable percentage of 
the highly desirable growth industries that will lead the economy of the future.”1

In response, the university convened a committee that met for the next eigh-
teen months to discuss the subject. But despite the university’s top-ten depart-
ments in industrially relevant fields like chemistry, physics, and various kinds 
of engineering, the committee was somewhat baffled by its mission.2 How, it 
asked, could the university contribute to economic growth? Illinois faculty 
could act as consultants to companies, as they had done for decades. The uni-
versity could provide additional training for industrial scientists and engineers. 
Scholars could undertake research on the economy. But, the committee’s final 
report insisted, “certain basic factors are far more important in attracting in-
dustry and in plant location decisions, and therefore in stimulating regional 
economic growth, than the advantages offered by universities.”3 In 1963, the 
University of Illinois—like almost every university in the United States—had 
no way of thinking systematically about its role in the economy.

In 1999, thirty-six years later, the university faced a similar request. The Illi-
nois Board of Higher Education declared that its number-one goal was to “help 
Illinois business and industry sustain strong economic growth.”4 This time, 
though, the university knew how to respond. It quickly created a Vice President 
for Economic Development and Corporate Relations and a Board of Trustees 
Committee on Economic Development.5 It titled its annual State of the Univer-
sity report “The University of Illinois: Engine of Economic Development.”6 It 
expanded its program for patenting and licensing faculty inventions, launched 
IllinoisVENTURES to provide services to startup companies based on univer-
sity technologies, and substantially enlarged its research parks in Chicago and 
Urbana-Champaign.7 It planned to pour tens of millions of dollars into a Post-
Genomics Institute and tens more into the National Center for Supercomput-
ing Applications.8

What changed during this period that caused the university to react so dif-
ferently to similar situations? That question is the puzzle driving this book. It 
has become common knowledge, at least on university campuses, that aca-
demic science is much more closely linked with the market today than it was a 
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few decades ago. In the United States, a university research dollar is now twice 
as likely to come from industry as it was in the early 1970s, and industry fund-
ing has increased ninefold in real terms since then.9 The patenting of university 
inventions, a practice that was once rare and sometimes banned, has become 
routine. About 3,000 U.S. patents are issued to universities each year—eight 
times the number in 1980 and more than thirty times that in the 1960s—and 
universities now bring in more than $2 billion in licensing revenue annually.10 
In some fields, it has become common for faculty to also be entrepreneurs; in 
others, it is a lack of consulting ties that is now looked on askance.11 Universi-
ties once self-consciously held themselves apart from the economic world. How 
and why did they begin to integrate themselves into it?

This book attempts to answer these questions. The conventional wisdom 
about why universities become more involved in the marketplace emphasizes 
two factors. First, the move is seen as the predictable result of universities’ ongo-
ing search for new resources. After two decades of rapid growth in government 
funding for academic science, budgets stopped increasing in the late 1960s 
and stagnated through most of the 1970s.12 When this happened, universities, 
which had grown accustomed to constant expansion, turned to the market as a 
way of acquiring additional resources. A second argument focuses on the role 
of industry in pulling universities toward the market. During the 1970s, many 
cash-strapped firms cut back on doing research—particularly basic research—
themselves.13 Industry, it is presumed, looked to universities to replace the basic 
research it was no longer conducting internally.

I argue that while there are elements of truth to these explanations, the main 
reason academic science moved toward the market was not a search for new 
resources or the changing needs of industry. Instead, I make two central claims 
about why universities’ behavior changed. The first is that it was government 
that encouraged universities to treat academic science as an economically 
valuable product—though not by reducing resources so that universities were 
forced to try to make money off their research. The second is that the spread of 
a new idea, that scientific and technological innovation serve as engines of eco-
nomic growth, was critical to this process, transforming first the policy arena 
and eventually universities’ own understanding of their mission.

Despite the perception that universities were secluded ivory towers in the 
1950s and 1960s, even this period saw regular experiments with practices that 
tied science to the marketplace, including the creation of research parks, indus-
trial affiliates programs, and industrial extension offices. But in these decades, 
there were many barriers—financial, legal, and normative—to the spread of 
such activities. This situation persisted through the mid-1970s. In the late 
1970s, however, policy decisions began to change universities’ environment in 
ways that removed many of these barriers and in some cases replaced them 
with incentives. The result was the rapid growth of activities like patenting, 
entrepreneurship, and research collaboration with industry, which by the mid-
1980s were becoming widespread in academic science.
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These government decisions were made because policymakers became en-
amored with the idea that technological innovation helps drive the economy. 
Though the idea itself was not new, historically it had had little political impact. 
But by the late 1970s, the conjunction of a growing body of economic research, 
the concerns of industry, and a favorable political situation led to its embrace. 
For years, the United States had faced an extended period of economic stagna-
tion, including high unemployment, high inflation, low productivity growth, 
and an energy crisis. Policymakers, desperate for a way out, began arguing that 
this was, at least in part, an innovation problem, and that policies that explicitly 
connected science and technology with the economy could help close a growing 
“innovation gap” with countries like Japan. This led to a variety of policy deci-
sions meant to strengthen innovation as a means of achieving economic goals. 
These decisions came from diverse locations and reflected a whole spectrum 
of political and economic philosophies. Many of them were not even aimed at 
universities. Collectively, however, they changed the environment of academic 
science in a way that stimulated and legitimized the spread of market-focused 
activities within it.

This policy-driven change in universities’ resource and regulatory environ-
ment was critical in encouraging their turn toward the market. But the idea be-
hind the decisions mattered, too, as universities, perceiving the political success 
of arguments about the economic impact of innovation, began to seize upon 
this new way of thinking about science. Universities had always been more open 
to taking an active economic role than the ivory-tower stereotype would imply. 
But, as the University of Illinois example suggests, before the 1970s universities 
had a different way of thinking about their impact on the economic world. They 
saw universities as providing the fundamental science that firms would draw 
upon as needed to solve industrial problems and make technical advances. That 
is, universities saw academic science primarily as an economic resource.

By the early 1980s, though, universities were starting to follow policymakers’ 
lead in seeing science as more than just a resource. Increasingly, universities 
also saw science as having the potential to actively drive economic growth by 
serving as a fount of innovation that could launch new industries or transform 
old ones beyond recognition. Science, universities came to believe, could actu-
ally serve as an economic engine.

The shift from a “science-as-resource” to “science-as-engine” model had a 
major impact on the university. It changed the calculus through which univer-
sities made decisions about what kinds of activities were appropriate to pursue. 
It gave universities a new mission: to facilitate economic growth by making 
sure their research reached the marketplace. It encouraged universities to move 
away from a passive role in which they simply created the knowledge that in-
dustry would draw on—or not—as needed. Instead, they would start working 
actively to turn scientific innovation into economic activity through technol-
ogy transfer, faculty entrepreneurship, spinoff firms, and research partnerships 
with industry. The assimilation of new ideas about the impact of innovation on 
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the economy led logically enough to other new ideas about what the relation-
ship between academic science and the commercial world should be, and the 
changed environment policymakers had created made such ideas easier to put 
into practice. By the time the University of Illinois was asked again how it could 
help the state’s economic growth, it had both a new way of thinking about the 
question and the surroundings that made it possible to turn those thoughts 
into action.

The Changing Nature of Academic Science

No single indicator can capture all the ways the relationship between academic 
science and the market has changed over the decades. But one number at least 
captures some part of these changes, and helps to highlight when they were 
taking place: the proportion of academic research and development (R&D) 
funded by industry, which has risen and fallen over time. Always a small frac-
tion of the total, this number nevertheless tripled between its historical low in 
1966 and its 1999 peak (see figure 1.1). (Since then it has declined significantly, 
a trend returned to in chapter 8.) The total amount of industry funding in-
creased even more dramatically during that period, by an order of magnitude 
in real terms.

Figure 1.1. University R&D spending provided by industry, 1953–2008 (in millions 
of constant 2000 dollars and as a percentage of total spending). Adapted from NSB 
(2010:appendix table 4–3).
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The pace of this change shows when the move toward the market was at its 
fastest. Industry funding plummeted as a percentage of total academic R&D 
spending in the 1950s and early 1960s as the result of a sevenfold increase (in 
real terms) in federal funding, even though industry support for university re-
search actually rose during this period.14 But the fraction of funding coming 
from industry started to increase steadily again during the late 1960s as federal 
support leveled off. Starting around 1977, increases in industry funding ac-
celerated, and real growth averaged more than 12% a year for the following 
decade. Between 1985 and 1986, industry funding grew by 18% in inflation-
adjusted dollars, the largest jump on record; after that, funding continued to 
climb but at sharply decelerating rates (see figure 1.2).15

Other, more qualitative measures capture some of the flavor of this shift. For 
example, university attitudes toward patenting evolved dramatically during this 
time period. Traditionally, universities rarely patented faculty inventions. Most 
universities felt that since faculty were already being paid to do research, they 
didn’t need additional incentives to invent. And patenting was widely seen as 
incompatible with the scientific ideals of open communication, disinterested-
ness, and service of the public good. When Jonas Salk, bacteriology professor at 
the University of Pittsburgh, invented the vaccine for polio, Edward R. Murrow 
asked him who owned the patent. Salk replied, famously, “Well, the people, I 
would say. There is no patent. Could you patent the sun?”16

Figure 1.2. University R&D spending provided by industry, percent real change from 
previous year, 1954–2008. (Dashed line represents annual data; heavy line is three-year 
moving average.) Adapted from NSB (2010:appendix table 4-3).
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The idea that patents were at odds with the nature of science as well as the 
public interest can be found in many university patent policies of the 1950s and 
1960s.17 By no means were all universities categorically opposed to patenting. 
But many emphasized the university’s aversion to financially benefiting from 
faculty research, and limited patenting to cases in which it was necessary to 
prevent a private party from appropriating an invention.18 Johns Hopkins’ pol-
icy summed up this attitude: “The ownership and administration of patents by 
the University is believed undesirable. . . . Consistent with its general policy, the 
University makes no claim to royalties growing out of University research.”19

But over time, universities’ perspective on patenting changed. Patenting and 
licensing are now almost universally encouraged, and seen as a key mechanism 
through which scientific advances reach the public. Today, more than 150 U.S. 
universities have technology transfer offices, or TTOs, employing some 2,000 
people and filing well over 10,000 new patent applications a year.20 A statement 
by the Council on Governmental Relations, an association of research universi-
ties, reflects this new understanding:

The ability to retain title to and license their inventions has been a healthy 
incentive for universities. . . . It is important to recognize that without such 
incentives, many inventions may not get carried through the necessary steps 
and a commercial opportunity will be wasted. This wasting of ideas is a drain 
on the economy, irrespective of whether it was public or private funding 
which led to the initial invention.21

As the Association of University Technology Managers emphasizes, “These ac-
tivities can be pursued without disrupting the core values of publication and 
sharing of information, research results, materials, and know-how.”22

This change in belief may have aligned with what universities saw as their fi-
nancial self-interest, but that makes it no less sincere. It goes hand in hand with 
the idea of science as an economic engine, a source of innovation that can cre-
ate new products, firms, or even industries. From this point of view, the market 
is the best way of getting university breakthroughs into the hands of the public, 
and patents create the incentive that makes this happen. As a university ad-
ministrator interviewed by Leland Glenna and his colleagues stated, “The truth 
of the matter is that if things get created at the university and they never get 
pushed out into the industry sector and turned into a product, they really don’t 
benefit the public good other than for the knowledge of their having existed.”23

As the university itself has come to focus on the commercial impact of sci-
ence, so have individual scientists. In the 1950s, academic scientists were sup-
posed to be indifferent to worldly goods. As Steven Shapin has pointed out, 
in 1953 a letter-writer to Science was able to argue that the American scientist

is not properly concerned with hours of work, wages, fame or fortune. For 
him an adequate salary is one that provides decent living without frills or 
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furbelows. No true scientist wants more, for possessions distract him from 
doing his beloved work. He is content with an Austin instead of a Packard; 
with a table model TV set instead of a console; with factory- rather than 
tailor-made suits, with dollar rather than hand-painted neckties, etc., etc. To 
boil it down, he is primarily interested in what he can do for science, not in 
what science can do for him.24

While it seems certain that such asceticism was never completely the norm, the 
fact that such a claim could even be seriously made suggests that a change in 
ideals has taken place. Ever since Genentech’s 1980 initial public offering (IPO) 
made University of California, San Francisco (UCSF) biochemist Herbert 
Boyer worth $65 million overnight, the possibility of owning the Packard—or 
a garage full of them—has not been lost on ambitious scientists.25 Academic 
scientists still hold a range of attitudes toward the appropriate role of commer-
cial activity in the university. But a large number join the belief that science has 
value because it expands human knowledge with the belief that the market is 
key to maximizing the impact of that knowledge—and that financial rewards 
are completely appropriate for those who facilitate that process.26 As one entre-
preneurial academic has said, “If there is some gold in the hills, and you happen 
to get a chunk, well, there is no point in leaving it in the ground if somebody is 
going to pay you for it.”27

All these changes have been a part of a gradual shift in values and beliefs, not 
a wholesale transformation. But they have led to tensions within the university 
about its proper role in society and where, or if, a boundary between university 
and industry should be drawn. Critics of this move toward the market see it 
as posing a threat to science in service of goals that should be secondary, at 
least for universities, to the pursuit of knowledge. One prominent biochemist 
expressed concern about “almost a get-rich-quick attitude that is contrary to 
everything that science and the university stand for, which is knowledge for 
its own sake, not knowledge that is lucrative.”28 Others worry that these devel-
opments distort research agendas, create problematic conflicts of interest, and 
encourage a secrecy that is detrimental to the progress of science.29

Proponents, on the other hand, emphasize the benefits of these changes, 
pointing to the role of the market in getting science into broader use, the contri-
bution of university inventions to economic development, and the importance 
of rewarding scientists whose work has a real-world impact.30 As one academic-
turned-entrepreneur said of scientists who criticize patenting, “They don’t un-
derstand what it takes. They get their money from public funds. They owe it to 
the public or to the government or to wherever they get their money from, to 
try to capitalize on that investment as well as they can.”31 From this perspective, 
the positive effects of this shift far outweigh any new problems it might create.32

While universities themselves have moved decisively toward the market, de-
bate between these points of view persists. A few years ago, Berkeley found it-
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self under fire for accepting a $500 million grant from energy firm BP to pursue 
research on biofuels and other alternative energy sources.33 Many saw the deal 
as win-win, leveraging public and private resources to launch a major research 
effort in a vitally important field.34 But it was also criticized precisely because 
the research was so socially relevant: critical new technologies developed with 
public resources might be controlled by a private firm, and research might 
focus on areas most likely to be commercially viable, not necessarily those with 
the largest potential impact on climate change.

The nature of such debates has changed remarkably little over time. In 1974, 
Harvard and chemical firm Monsanto formed a large-scale university-industry 
research partnership—a then-unheard-of $23 million collaboration to study 
a substance thought to regulate tumor development. Headlines about the 
Harvard-Monsanto deal emphasized the project’s potential to fight cancer. But 
concerns came up as well. “Would it undermine peer review? Would it lock the 
university into business deals it ultimately might not like? If one such arrange-
ment is acceptable, would many subtly work against academic freedom in ways 
no public interest committee could fully guard against?”35 These issues have 
been raised many times since then, and the very same questions continue to 
be asked today.

Studying the Changes in Academic Science

The purpose of this book, however, is not to resolve such debates, but to explain 
why these changes took place. I do that by comparing the historical develop-
ment of three different practices closely associated with this shift: faculty en-
trepreneurship in the biosciences, the patenting of university inventions, and 
the creation of university-industry research centers (UIRCs). Each of these 
activities is frequently referred to in discussions of how academic science has 
changed, and based on their scale and divergence from past practice, they are 
among the most significant reflections of this trend.36 But in order to explain 
why I chose this particular approach and how I came to my conclusions, I will 
first take a step back and briefly introduce a concept that grounds the larger 
argument.

The changes in academic science can be seen as one instance of a more gen-
eral pattern. In the last thirty years, the logic of the marketplace—of property 
rights and free exchange as the best way to maximize both the individual and 
collective good—has expanded in a number of fields where it once played a 
minor role. Domains as diverse as healthcare, the military, water systems, high-
ways and ports, and K–12 education have all been reorganized to some extent 
around market ideals.

Scholars who study organizations have developed a concept that is useful for 
thinking about these moves toward the market: that of the institutional logic. 
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An institutional logic is a set of organizing principles for a major social order, 
such as the market, the state, the family, religion, or science.37 These principles 
explain the purpose of social action and serve as a basis for making decisions 
about how to behave. Different institutional logics frequently conflict with one 
another. The institutional logic of the family, for example, emphasizes com-
munity, loyalty, and support for its members. It would prescribe actions in the 
interest of the family as a whole, even if they come at a personal cost. The logic 
of religion, by contrast, suggests action in accordance with a transcendental set 
of principles. The biblical story of Abraham’s anguish over God’s demand that 
he sacrifice his son, Isaac, can be seen as a case of intense conflict between these 
two logics.

More mundanely, the new practices in academic science that I examine are 
consistent with the logic of the market, or capitalism. This logic views science 
as a useful tool for affecting the world. Its success is ultimately measured by 
whether its results have value in the marketplace, a metric that is the norm in 
the world of business. But in the field of academic science, another institutional 
logic has also traditionally been strong: the logic of science.38 This other logic 
sees the search for truth as having intrinsic value. Science is fundamentally the 
pursuit of knowledge, in which practical results are an agreeable but secondary 
benefit. The ivory-tower stereotype, in which isolated scholars pursue their in-
tellectual agendas without regard to “real-world” relevance, is compatible with 
this logic.

The story of academic science over the past several decades, then, can be 
recast as one in which market logic has gained strength relative to the logic 
of science. Of course these two logics are not the only grounds upon which 
scientists can act. Science has also been driven by the desire to achieve other 
goals, like improving human health or contributing to the nation’s defense, 
that do not map neatly onto these two logics. But even these other goals have 
often been seen through the lens of science or market logic. While scientists 
once argued that the best way to achieve medical breakthroughs was by fol-
lowing the internal logic of science, they now emphasize the role of the market 
in getting medical breakthroughs into use. As a shorthand for talking about 
what has changed, the idea of a shift from science logic to market logic cap-
tures a lot.

But how does an institutional logic gain strength in a particular field? Here, 
organization theory gives us fewer tools to work with.39 On the one hand, a par-
ticular logic may become stronger across a field as a whole. The new logic starts 
to seem more appropriate and legitimate to people within the field, it more 
frequently occurs to those people to deploy it, and action based on it becomes 
more likely to succeed. Some of the changes in academic science have been 
of this relatively diffuse nature, as people within universities have developed 
a greater familiarity and comfort with the idea that science’s value is realized 
through the marketplace.
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These diffuse changes, however, are difficult to pinpoint and thus to explain. 
I suggest that in addition to such distributed change, the strength of a new logic 
also becomes visible because it grounds particular practices that become wide-
spread. In academic science, while there has certainly been a shift in the typical 
attitude toward the economic role of science, a lot of what has changed is that 
specific practices grounded in market logic have become more common. The 
practices I examine here, biotech entrepreneurship, university patenting, and 
university-industry research centers, each reflect the idea that science matters, 
and has an impact, because people are willing to pay for its results.

Examining the emergence of specific market-logic practices has two advan-
tages. One is that it provides a focal point that is not available when looking 
at changes in academic science as a whole. The other, and more important, 
advantage is that it provides comparative leverage. The trajectories of the three 
practices I look at are very different. The practices emerged from a variety of 
disciplines and were initiated by a variety of actors. If they all developed in 
response to reduced resources, or were all the outcome of industry efforts, or if 
upper-level administrators championed each one, that should tell us something 
about why market logic gained strength in the field as a whole.

This approach has limitations, too, of course. It does not examine every 
market-logic practice that has emerged in academic science. Other practices 
may have had different causes. It assumes that an explanation of why these 
particular practices spread tells us something about why market logic gained 
strength across academic science as a whole, even in other parts of the field. 
And in its effort to explain the emergence of these specific practices, it cannot 
account for the possibility that similar factors may have been present and yet 
not led to the spread of market-logic practices in other parts of academic sci-
ence. Nevertheless, if these limitations are kept in mind, I believe this research 
strategy can contribute to our understanding of how academic science moved 
toward the market.

The initial phase of research, then, involved developing histories of these 
three practices. To do this, I drew on a variety of sources, ranging from ar-
chival records and Congressional hearings, to oral histories and interviews, to 
contemporary media accounts and published statistics. In each case, I tried to 
identify reasons each practice spread, looking for evidence along the way that 
would support or disconfirm any emerging explanations, and to evaluate the 
relative importance of these reasons. While I tried to remain open to a variety 
of possible causes, I paid particular attention to the roles of the university itself 
(including those played by both faculty and administrators), of government, 
and of industry in encouraging the spread of these practices.

This led to a deeper understanding of each practice, but not to any easy an-
swers about why universities moved toward the market. The practices had very 
different origins and reasons for their spread, to the extent that their differences 
initially seemed to outweigh their similarities.
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Two commonalities, however, stood out. First, government, more than uni-
versities or industry, played an important role in promoting the growth of each 
practice. While all three practices were initiated in universities prior to and 
independent of government action, each encountered a variety of barriers that 
limited its spread until specific policy decisions had been made. Second, all but 
one of these critical policy decisions were made within a relatively narrow time 
window in the late 1970s and early 1980s.

The problem, though, was that while government action seemed to be key, 
the actual policy decisions that contributed to the practices’ growth initially 
appeared to have little in common. The decisions had different supporters with 
different political philosophies and a variety of goals. A number of them were 
not even targeted at universities. So simply attributing the shift to government 
action was not, by itself, a very satisfying answer.

But the temporal overlap of these policy decisions suggested that they might 
have something in common despite their superficial dissimilarity. This obser-
vation led to a second round of research focused specifically on the politics 
behind ten significant policy decisions. Here, a pattern quickly jumped out. 
While the important decisions were not initiated by the same groups or for 
the same reasons, in every case but one new arguments about the economic 
impact of scientific and technological innovation were very visible as they were 
being made. During the late 1970s, in the context of a stagnating economy and 
growing pessimism about the nation’s future, arguments that innovation was 
key to economic growth and that government needed to strengthen innovation 
became newly popular among policymakers. These arguments gave a politi-
cal boost to policy proposals that could be framed as improving innovation, 
whether that was the proposals’ original intent or not.

In six of the ten policy decisions I examined, the deployment of such argu-
ments seemed crucial to the decision’s being made. In one, these arguments 
played a role but were probably not decisive, and in two more innovation ar-
guments were visible, but I did not find enough evidence to draw conclusions 
about how important their role was. The final decision took place before the in-
novation frame became prominent, and innovation arguments were not visible 
in that decision. The fact that in nine of ten cases innovation arguments were 
very visible, and that in six of those they appeared to be critical, suggested that 
claims about the economic impact of innovation, newly salient in the political 
sphere, significantly reshaped the environment surrounding academic science.

At this point, then, I had a working argument about why market logic had 
gained strength in academic science. Universities had already been experi-
menting with market-logic practices, but until the late 1970s those experi-
ments remained limited in scope because the cultural, resource, and regula-
tory environment was unfavorable to them. In the late 1970s and early 1980s, 
however, policy decisions—driven by the idea that innovation spurs economic 
growth—changed that environment in ways that removed regulatory barriers 
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to such practices and provided new resources for them. In this new environ-
ment, market-logic practices grew and spread, and market logic became stron-
ger throughout the field.

A final comparative strategy helped test this argument. Here, the insights of 
institutional theory were again useful. Friedland and Alford emphasized that 
the major institutional logics—market, family, state, religion, science, and so 
on—are available for individuals to use and elaborate across various fields, even 
though some fields may be dominated by one particular logic.40 So the idea 
that people in universities were experimenting with market logic even before it 
became common is compatible with their conception.

If this is the case, one should expect to find experiments with market logic 
in the 1950s and 1960s, during the peak years of science logic, as well as in the 
1970s, just before the shift began. If the changed policy environment of the late 
1970s was critical to the takeoff of contemporaneous market-logic experiments, 
one would make two predictions about earlier market-logic experiments. First, 
one should see earlier experiments running into barriers similar to those ini-
tially encountered by the practices of the 1970s. Second, one should be able to 
argue plausibly that earlier experiments also could have grown and spread, had 
they encountered a policy environment similar to that of the late 1970s.

This turned out to be the case. Three experiments with market logic were 
initiated during the 1950s and 1960s and experienced some modest success but 
did not become widespread at the time: industrial affiliates programs, industrial 
extension offices, and research parks. A look at their development suggested that 
they ran into barriers quite similar to those initially encountered by the 1970s 
practices. Furthermore, in each case it seemed plausible that a policy environ-
ment focused on encouraging innovation for economic reasons could have led 
to policies that would have encouraged them. In fact, research parks actually 
did eventually take off in the 1980s with the intervention of government, after 
enduring a bust during the 1970s. This last round of comparison reinforced the 
core argument, which I will now present as a chronological narrative.

Explaining the Rise of Market Logic in Academic Science

The central question this book is trying to answer is why, over a period of 
several decades, market logic became more influential in academic science. 
Empirically, I argue that market logic gained strength for two reasons. First, 
government policies encouraged the growth of small-scale market-logic activi-
ties. Second, the reason those government policies changed was because poli-
cymakers embraced a new idea: that scientific and technological innovation 
drive the economy.

Theoretically, I propose a new way of thinking about how an institutional 
logic can gain influence in a particular field. Individual actors in a field are con-
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tinually experimenting with innovative activities, most—but not all—of which 
will draw on the field’s dominant logic. Some of these experiments will eventu-
ally spread and become institutionalized. But for such practices to thrive and 
grow, they must be reproducible. That is, those carrying them out must be able 
to secure whatever resources they need to continue to enact them.

Most of the time, local innovations based on the dominant logic will find 
it easier to acquire the resources needed to perpetuate themselves than will 
practices based on other institutional logics. A restaurant based on family loy-
alty rather than commitment to the bottom line will on average be outcom-
peted by restaurants focused primarily on profit. But sometimes the broader 
environment may change in ways that start to favor innovations based on an 
alternative logic. As these alternative-logic practices themselves start to spread 
and become institutionalized, the alternative logic gains strength in the field as 
a whole.

This is what happened in academic science. Multiple logics have always 
been at play in academic science. But in the decades following World War 
II, the logic of science—that scientific knowledge should be pursued for its 
own sake, and that scientists should be free to direct that pursuit—was espe-
cially strong. During that period, some people did experiment with practices 
grounded in market logic—that is, that saw science in terms of its economic 
value—initiating activities like research parks, industrial affiliates programs, 
and industrial extension offices. But while such activities spread to a modest 
extent, they also encountered barriers that limited their growth. In particular, 
a university-industry culture gap made them difficult to sustain, and they had 
trouble securing the financial resources they needed to reproduce themselves 
more broadly.

In the late 1970s, a shift began in the policy realm that changed the environ-
ment of academic science in ways that encouraged the growth of market-logic 
practices. That shift took place because policymakers seized upon a new theory. 
Economists had explored the idea that technological innovation was a crucial 
source of economic growth for several decades. But until the 1970s, few poli-
cymakers focused on the economic impact of science and technology. As the 
stagflation of the 1970s dragged on, however, policymakers were looking for 
new solutions to the nation’s economic problems, and by about 1977 they were 
reaching consensus that encouraging innovation was one such solution. For the 
next few years, this “innovation economy” frame was particularly strong, and 
policies that could be argued to strengthen innovation received a political boost.

The result was a variety of policy decisions made claiming to help innova-
tion. Some were new policies created specifically to pursue that goal. Others 
had long been on the agenda, but were now reframed in innovation terms. The 
policies were diverse, and represented a range of economic philosophies. Some 
were free-market-oriented, while others aligned with industrial policy. They 
were promoted by a variety of individuals and groups with very different inter-
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ests, and did not reflect a coherent political project. Collectively, however, they 
would change the environment of academic science in ways that had long-term 
consequences.

In universities, the 1970s saw several new experiments with market-logic 
activities, including faculty entrepreneurship in the biosciences, increased pat-
enting efforts, and the creation of university-industry research centers. In many 
ways, these experiments were no different from the market-logic experiments 
of the 1950s and 1960s, which had such limited success. In fact, these new ex-
periments ran into very similar difficulties to those the older ones had, and as 
late as 1977 it seemed unlikely that any of them was on the verge of takeoff. 
But the new political environment changed in ways that removed limits to the 
spread of these new practices and created new resources to sustain them. By the 
end of the decade, all were growing rapidly and were on their way to broader 
institutionalization.

The modern era of biotech entrepreneurship began in 1976 with the found-
ing of Genentech by an academic and a venture capitalist. The invention of 
recombinant DNA (rDNA) technology in 1973 had opened new doors for the 
practical application of biology, and Genentech hoped to capitalize on it. In the 
next few years, a handful of other biotech firms were started. But there were 
significant drags on the spread of biotech entrepreneurship. In addition to dis-
approval within the academic community, there were fears about the hazards 
of rDNA, and the availability of venture capital was extremely low. Between 
1977 and 1979, though, three policy decisions were made that changed that 
situation.

First, though Congressional regulation of rDNA research looked inevitable 
as late as August 1977, by the end of the year the tide had turned, and by the 
spring of 1978 legislation restricting rDNA was permanently off the table. Sec-
ond, though a few other startups had been created on the Genentech model by 
1978, the limited availability of venture capital made funding them a struggle. 
This was particularly critical since even optimists believed the startups were 
years away from having rDNA products to sell. In 1978, however, two policy 
decisions were set into motion that changed the venture capital situation dra-
matically. The Revenue Act of 1978 was signed into law in November, reducing 
the top tax rate on capital gains from 49% to 28%. And around the same time, 
the Department of Labor initiated a regulatory clarification that would allow 
pension funds, with their massive holdings, to invest some of their money in 
venture capital. These two actions helped set off a rush of venture capital invest-
ment and dramatically changed the resource environment for biotech startups. 
As a result, not only did more money become available for the handful of firms 
that had already been founded, but incentives to start new firms also increased 
dramatically. This was followed by a 1980 Supreme Court decision, Diamond 
v. Chakrabarty, that affirmed that microorganisms could be patented and reas-
sured investors that it would be possible to realize profits on the products of 
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biotechnology. By the early 1980s, over a hundred biotech startups, typically 
founded by academics and venture capitalists, had been established, and entre-
preneurship was becoming common in the bioscience disciplines.

University patenting had taken place on a small scale for many decades. 
Federal patent policy, however, effectively limited the extent of university pat-
enting, as many agencies restricted it or made it hard to do. But starting in 
the late 1960s, as the scale of research funding grew, the number of patents 
being issued to universities gradually began to increase. One important rea-
son for this was that in the late 1960s the National Institutes of Health (NIH) 
began using institutional patent agreements (IPAs), which made it somewhat 
easier for universities to patent research supported by the agency. By the early 
1970s, the National Science Foundation (NSF) was signing IPAs as well. But 
an abrupt reversal of this policy at NIH in 1977 suddenly halted the patenting 
of NIH-funded research and made it clear that the practice was on shaky legal 
foundations.

Three policy decisions made in the early 1980s changed the resource and 
regulatory environment in ways that encouraged the growth and spread of uni-
versity patenting. The most important was the 1980 passage of the Bayh-Dole 
Act, which gave universities the clear right to patent all government-funded 
inventions and the obligation to encourage the commercialization of such 
research. The 1980 Chakrabarty decision also helped by expanding the scope 
of patentability in an area that was particularly significant to universities. And 
the 1982 creation of the Court of Appeals for the Federal Circuit, a special-
ized patent court that is widely attributed with having strengthened intellectual 
property rights in the United States, also played an important role by making 
patents more valuable to universities as well as other patent holders. The le-
gitimation of university patenting provided by Bayh-Dole, in conjunction with 
this general fortification of the patent system, helped increase the frequency of 
university patenting.

University-industry research centers, modeled on the organizational re-
search units that became widespread on campuses in the 1960s, were a new 
way of organizing ongoing university-industry partnerships. A few schools ex-
perimented with them in the 1970s, but they did not spread quickly, in part 
because they encountered familiar barriers: a university-industry culture gap, 
and trouble convincing industry that they were worth supporting at levels of 
ongoing sustainability.

Between about 1978 and 1984, however, federal and state policy decisions 
changed the environment for UIRCs as well, making them viable by subsidiz-
ing them heavily. In 1978, NSF initiated the Industry/University Cooperative 
Research Centers (I/UCRC) program, a modest effort to support UIRCs. Then 
in 1983, it established a related—but much larger—Engineering Research Cen-
ters (ERC) program that would provide further support. Collectively, NSF pro-
grams invested more than $100 million in UIRCs by the end of the 1980s.
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At the same time, individual states were also becoming interested in UIRCs. 
While states had played a major role in funding higher education, historically 
they had not focused their efforts on scientific research, and they certainly had 
not tried to leverage science for the purposes of economic development. Begin-
ning around 1979, however, a handful of states began to do just that, and one of 
the most common forms their efforts took was support for UIRCs. In the early 
1980s, such policies spread rapidly across state governments, and during that 
decade states invested hundreds of millions of dollars in such programs. Thus 
the spread of UIRCs was facilitated not by making university research more 
valuable and easier to sell on the market, as the changes in patent policy and 
in the venture capital environment did, but by actively subsidizing activities 
that focused on the economic value of science. The UIRC programs supported 
the spread of market-logic practices even though they were interventionist, not 
free-market, in nature.

The policy decisions that facilitated the growth of market-logic practices su-
perficially had little in common. They were not promoted by a single group of 
people working to transform the innovation landscape in the United States. 
Instead, they resulted from a variety of political projects undertaken by a vari-
ety of political actors holding a variety of political and economic philosophies. 
But in almost every case, policymakers’ level of concern with the economic 
impact of innovation was an important factor in the decision. The way that 
concern had its effects varied considerably. In some cases, like the passage of 
Bayh-Dole, policy entrepreneurs reframed a preexisting political effort in inno-
vation terms. In others, the frame was used strategically to defend an agency’s 
autonomy, as when NSF created its I/UCRC program so that Congress did not 
force it to start supporting industry research directly. In yet others, policy pro-
posals were made politically unviable by being portrayed as stifling innovation, 
as happened during debates over the regulation of rDNA research. But in each 
case, the increased political salience of innovation as an economic issue gave a 
boost to a policy that aligned well with the goal of improving innovation.

Despite the diversity of these policies, and despite the fact that a number of 
them did not even target universities, collectively they had a consistent effect 
on academic science. They tended to encourage activities that treated science 
as an economic input, which effectively meant that they promoted the growth 
of market-logic practices. While this did not mean that all new efforts to capi-
talize on the economic value of science would succeed, it did allow a variety of 
market-logic activities to grow, spread, and begin to institutionalize throughout 
universities by the mid-1980s.

The practices of biotech entrepreneurship, university patenting, and 
university-industry research centers did not originate with university leaders, 
but with faculty and mid-level administrators. But as these activities became 
visibly successful, others within the university, including upper-level admin-
istrators, also became more oriented toward realizing the economic value of 
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science. New experiments with market logic were initiated, like a wave of large-
scale biotech research partnerships announced in the early 1980s, and older 
activities that had not been on a growth trajectory, like research parks, sud-
denly took off. And increasingly, as the political effectiveness of innovation ar-
guments became visible, representatives of the university began framing both 
existing activities and new ones in terms of their economic impact, even if they 
had originally been conceived of in terms other than those of market logic.

These developments all led market logic to gain further strength across aca-
demic science. It did not replace the logic of science, though the latter certainly 
ceded some ground. But by the mid-1980s, market logic had become much 
better established in universities, and since then it has remained a central way 
of thinking about the value of science and the best path to realizing that value. 
The uneasy coexistence of market logic and the logic of science continues to be 
at the root of some of our most serious debates about the purpose and future of 
science in the university.

Overview of the Book

The rest of this book is divided into three parts. Chapters 2 and 3 provide back-
ground, looking at the state of academic science, and market logic within it, up 
to the late 1970s. Chapter 4, 5, and 6 contain case studies of the emergence and 
growth of three market-logic practices in the 1970s and 1980s. And chapters 7 
and 8 explore the consolidation of market logic in the 1980s and beyond, and 
examine its broader implications for the university.

I will begin in chapter 2 with a survey of the postwar golden era, when the 
logic of science was strong and increases in federal funding were large and 
steady. Yet even in this period, market logic was present. I look at records from 
the early 1960s that suggest that universities were not as unfriendly to mar-
ket logic as one might assume, and describe several experiments made with 
market-logic practices during this era. But while such activities were not un-
heard of, sustaining them was difficult, and they did not have a large impact on 
the university at the time. By the late 1960s, however, changes were starting to 
undermine the system of federal funding that had supported the logic of sci-
ence, and these would eventually open the door to other ways of thinking.

Chapter 3 begins by introducing another round of market-logic experi-
ments, this time ones being undertaken in the mid-1970s. Like earlier efforts, 
these practices encountered limitations and did not, at the time, look poised 
to take off. But this time, things would be different, as a new idea started to 
gain influence in the policy realm. While economists had been looking seri-
ously at the impact of innovation since the 1950s, policymakers’ attention to 
the issue was limited before 1970. A spurt of interest in innovation in the early 
1970s fizzled out when the economy rebounded briefly, but as the economy 
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lost steam mid-decade, industry leaders, concerned with indicators suggesting 
that the United States was losing its technological leadership, began to push 
the idea that government needed to act to strengthen innovation. In the lat-
ter part of the decade, the innovation issue would become politically salient 
and influential, and would shape a variety of policies meant to strengthen the 
U.S. economy.

Chapters 4, 5, and 6 are the empirical heart of the book. Each looks at the de-
velopment of a specific new market-logic practice in academic science: faculty 
entrepreneurship in the biosciences, the patenting of university inventions, and 
the creation of university-industry research centers. The chapters begin by re-
viewing the origins of one of these practices, then track its early development as 
well as limits to its growth and spread. They go on to examine policy decisions 
that removed these limits and replaced them with incentives, and consider how 
political concern with the economic impact of innovation contributed to these 
decisions. The chapters conclude with a look at the subsequent takeoff of each 
practice, followed by a discussion of the conditions that appear to have been 
necessary for this takeoff to occur.

Chapter 7 returns the focus to the university as a whole. It asks how the 
spread of these three practices contributed to a larger shift toward market 
logic in academic science during the 1980s. This chapter shows how the suc-
cess of biotech entrepreneurship, university patenting, and university-industry 
research centers encouraged additional experiments with and expansions of 
market-logic activity, as well as pushing university leaders to recast much of 
what academic science did in terms of its economic impact.

The book’s conclusion develops two points. First, it reviews how the evidence 
presented in earlier chapters supports my overall argument, as well as evaluat-
ing other possible explanations for the changes that have taken place in aca-
demic science. Second, it considers what the story told here has to say to larger 
conversations—about how institutional logics gain strength, about the role of 
the state in creating markets, and about how thinking about activities in terms 
of their economic role can eventually change them.
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Market Logic in the Era of Pure Science

It is hard to overstate� how much World War II changed the landscape 
of academic science in the United States. University research was a modest, 
small-scale endeavor until the Manhattan Project demonstrated the power of 
science and, in the process, transformed the way it was organized. Building 
the bomb that ended the war gave scientists a great deal of public respect and 
influence that, in the postwar years, they would leverage into a massive new 
system for the support of academic science. This system would be predicated 
on large and growing levels of federal funding and a great deal of autonomy 
for scientists in deciding how that funding would be spent. It was this founda-
tion that made it possible for the logic of science—the idea that the pursuit 
of knowledge is valuable for its own sake—to flourish in universities in the 
1950s and 1960s. During this period, market logic would, by comparison, play 
a fairly minor role.

Before the war, the scope of academic science was relatively small. In 1938, 
it was estimated that a total of $50 million was spent nationally on research at 
universities.1 When Ernest Lawrence began in 1939 to plan his 184-inch cyclo-
tron, which would require a several-thousand-ton, 30-foot-tall magnet and be 
housed in a dedicated building, it was the biggest of big science projects, with 
a projected budget of $1.4 million.2 By contrast, six years later the Manhat-
tan Project had spent $1.89 billion dollars, reducing Lawrence’s cyclotron to a 
rounding error.3

What science funding there was before the war came from a variety of 
sources, and federal money did not dominate as it would afterward.4 The en-
tire budget of the National Institutes of Health (NIH) was under half a million 
dollars in 1939, and the National Science Foundation (NSF) did not yet exist.5 
Private foundations, like the Rockefeller Foundation and the Carnegie Corpo-
ration, played a more significant role than they would later.6 The limited avail-
ability of funding meant that on the one hand, scientists were relatively inde-
pendent, and those devoted to the pure pursuit of knowledge were free to focus 
on that. On the other, it also meant that scientists were attuned to multiple ways 
of supporting research, not just to government funds. MIT, for example, was 
actively seeking to develop its industry relationships in the early decades of the 
twentieth century, and at Berkeley Frederick Cottrell was turning his invention 
of the electrostatic precipitator into a sizable revenue stream.7 In this smaller 
world, the logic of science and the logic of the market could both be found.
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The mobilization of science for war had two long-term impacts on academic 
research. First, it was scaled up tremendously. While the Manhattan Project 
was huge, even that was only a fraction of total wartime spending on R&D. 
Daniel Kevles has estimated that “the combined bill for radar, proximity fuzes, 
and rockets far exceeded the $2 billion spent on the atom bomb.”8 The nine 
universities that held significant wartime contracts with the federal Office of 
Scientific Research and Development collectively conducted more than $300 
million of research during the war, with MIT leading the pack with a whopping 
$117 million in contracts.9 By contrast, in 1938 MIT had been estimated to 
spend a mere $1 to $1.5 million a year on research.10

Second, this influx of government dollars made academic science dependent 
on federal funding to a much greater extent than ever before. While government 
spending on R&D was exploding, voluntary support of universities remained 
roughly constant.11 Though federal spending would not stay at wartime levels 
after 1945, it would never again account for less than a majority of university 
R&D support.12 These changed realities would set the stage for a new, if finite, 
era in academic science. The postwar decades would see generous government 
support for university research, including much that was done with little regard 
for its practical outcome. In this environment, the institutional logic of science 
would thrive.

Yet even in this period, experiments with market logic were not uncommon 
on university campuses. The rest of this chapter will look at the roles played 
by both science and market logics in universities during the decades after the 
war. First, I sketch a picture of the federal funding system that developed in the 
years following World War II, and show how it supported the pursuit of science 
for its own sake. Second, I look at the state of market logic during the same time 
period. While the ideal of pure science was strong in the 1950s and 1960s, evi-
dence suggests that even then universities were surprisingly willing to consider 
market-oriented activities when they came with the promise of new resources. 
Individual institutions experimented with market-logic practices with some 
modest degree of success. But during this era, their innovations tended to re-
main local, and the extent to which they were adopted by other universities was 
limited. There were at least two reasons for this. On the one hand, universities 
had a different way of thinking about the way science affected the economy—
they saw it as a resource for industry, rather than an economic engine—and 
this tended to encourage a relatively passive role. On the other, local experi-
ments with market-logic were limited because they could not support them-
selves at a level that would allow them to spread widely. Finally, the chapter 
ends by looking at late-1960s developments that started to undermine the 
system of federal support that had helped to keep science logic strong, and 
that would open the door to new policies that would encourage the spread of 
market-logic practices instead.
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Federal Funding and the Support of Science Logic

The atomic bomb and other wartime science advances were the successful out-
come of the largest applied science effort ever made, conducted in pursuit of 
utterly practical ends. Ironically, scientists would use the legitimacy conferred 
by these successes to help create a federal funding system that emphasized 
“pure science” and serendipitous applications, not applied problem-solving. 
Initial proposals for the establishment of a federal agency to coordinate science 
focused on the centralization of research, democratic control of the scientific 
enterprise, and practical results. But the leaders of the science establishment 
opposed solutions that took so much control out of the hands of scientists. Van-
nevar Bush, a former MIT dean of engineering and director of the wartime Of-
fice of Scientific Research and Development, presented an alternative proposal 
in his 1945 report, Science—The Endless Frontier.13

While, as David Hart has pointed out, one can overestimate the role Science—
The Endless Frontier played as a blueprint for postwar science policy, it certainly 
can be read as a manifesto for the institutional logic of science.14 Bush’s report 
argued strongly for the support of basic research, which he defined as being 
“performed without thought of practical ends.”15 Pure science, he suggested, 
would lead naturally to technological applications, but must be shielded from 
any pressure for practical results. Such pressure would harm the progress of 
basic science, and in the long run be detrimental to the development of useful 
applications: “Applied research invariably drives out pure.”16 To implement this 
agenda, Bush called for the creation of a single coordinating agency for science 
policy, a National Research Foundation. It would be run by a scientist, not a 
political appointee, since Bush believed that funding decisions should be made 
on the basis of scientific, not political or practical, criteria. And it would em-
phasize basic science and deemphasize practical applications.17

But Bush’s National Research Foundation was never established. Congress’s 
inability to reach political compromise on what such a foundation should look 
like meant that no single agency came to administer federal science policy. 
By the time NSF was created in 1950, both the Atomic Energy Commission 
(AEC) and the Office of Naval Research (ONR) had also been established, and 
NIH had been budgeted money for handling research contracts.18 Each of these 
agencies would claim dominion over a significant piece of science turf, leaving 
less space for a centralized agency of the sort Bush had imagined.

The NSF that was actually established was smaller than the National Re-
search Foundation proposed by Bush, since it essentially filled in the cracks 
between other science funding sources that were set up after the war.19 But it 
still incorporated many of Bush’s ideals. The agency was explicitly designed to 
support basic science, not applied science. While the director was presiden-
tially appointed, he shared power with the scientist-run National Science Board 
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(NSB), and in reality the agency was from the outset oriented toward the con-
cerns of academic scientists.20 And while peer review was not mentioned in 
the legislation that created NSF, it was from the beginning a formal part of the 
grant review process, which meant that scientists themselves had significant 
control over the direction the research agenda took.21 The funding provided 
to academic science by NSF tended to support an orientation to science logic.

But NSF provided a relatively small fraction of the research funding uni-
versities received from the federal government—under 15% in the 1950s and 
1960s (see figure 2.1).22 The rest came from agencies that had applied goals for 
the research they funded. Yet these, too, tended to be surprisingly favorable 
to the logic of pure science. Defense-related funding, for example, was clearly 
provided with practical ends in mind. But after the war, the money available 
for research outstripped the number of scientists available to perform it. More-
over, the Army and the Navy were in competition with one another to maintain 
the strongest research program.23 So defense funders were quite generous in 
their support of basic research, and allowed scientists to determine much of 
the research agenda. Indeed, according to Roger Geiger, the Office of Naval 
Research “even claimed unabashedly [in the late 1940s] that it was sustaining 
basic research in the universities until the Congress could agree to establish a 
national science foundation.”24 And while military funding did not remain as 
supportive of “blue-sky” research as it was in the few years immediately follow-
ing the war, the relative importance of defense funding to universities gradually 
began to decline anyway as other federal agencies expanded in size. While the 
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Department of Defense (DOD), AEC, and NASA accounted for a full 60% of 
federal obligations for university R&D in 1955, they represented only 30% of 
the total by 1970.25

The National Institutes of Health, on the other hand, was rapidly growing in 
significance. The fraction of university R&D provided by the Department of 
Health, Education, and Welfare, which contained NIH, increased from 19% in 
1955 to 41% in 1962.26 Like the defense agencies, NIH was very friendly to the 
logic of science despite its programmatic mission. The agency had introduced 
peer review as a basis for awarding grants as early as 1946.27 And it, too, tended 
to pursue its mission by allowing science to follow its own internal trajectory, 
a view reflected in a 1953 statement by representatives of the agency’s Division 
of Research Grants:

Those who established the [research grants] program believed that maxi-
mum progress can be achieved only if the scientists enjoy freedom to ex-
periment without direction or interference.  .  .  . The investigator works on 
problems of his own choosing and is not obliged to adhere to a preconceived 
plan. He is free to publish as he sees fit and to change his research without 
clearance if he finds new and more promising leads. He has almost complete 
budget freedom as long as he uses the funds for research purposes and ex-
pends them in accordance with local institutional rules.28

As a whole, then, the “social contract for science” (to borrow David Guston’s 
phrase) that emerged during the postwar decades provided substantial re-
sources for academic science while letting scientists control their distribution to 
a considerable extent.29 This they tended to do according to the internal criteria 
of science, not those of agency mission nor certainly those of the market. At the 
same time, the sheer scale of federal R&D funding for universities had exploded, 
increasing almost eightfold in real terms between 1953 and 1968 (see figure 2.2), 
and by 1963 the federal government was providing more than 70% of all univer-
sity R&D expenditures.30 In an atmosphere of such generosity, institutional log-
ics other than the logic of science tended to atrophy, as there was no particular 
need to deploy them in a search for resources to support science. Even Stanford, 
which had once actively preferred industrial support to that of government, rec-
ognized these opportunities and began to advocate the “untempered exploita-
tion of postwar federal patronage.”31 While other logics did not disappear, by the 
1960s the logic of science was very strong in academic science.

Using Market Logic in the 1950s and 1960s

As chapter 1 suggested, though, the major institutional logics are available for 
individuals to draw on and use regardless of which logic currently dominates 
a given field. It is just that in some times and places, it will be harder for action 
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based on a nondominant logic to succeed, or to serve as a model that others 
will copy, than in others. This was the situation with market logic in academic 
science during the 1950s and 1960s. It did not disappear entirely, but it was qui-
escent, and attempts to use it as the basis for new practices were only modestly 
successful.

There is often a presumption that universities were actively antagonistic to 
commercial activity before the 1980s, and there are certainly elements of truth 
to that assumption. As a 1972 Science article on university-industry interac-
tions suggested, “innovators [with university-industry relationships] are few 
and far between, since the person who can survive in a hostile environment 
from both camps is extremely rare.”32

But it is also possible to overestimate the extent of resistance to thinking 
about the commercial importance of the university. Kleinman, Habinek, and 
Vallas, for example, looked for market language in higher education publica-
tions and found it present as early as 1960, when their data began.33 Similarly, 
a 1962 survey of university research park efforts found that “a trend toward 
closer university-industry relations has been prevalent for some time now,” and 
that “the fact that relatively few dissenters have been heard indicates that this 
new philosophy has been accepted widely by universities.”34

An informal survey conducted by the University of Illinois in 1962 rein-
forces these observations. The Committee on the Role of Universities in Eco-
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nomic Growth, which I described briefly at the beginning of chapter 1 of this 
book, sent a letter from an imaginary small electronics firm to eighty-one 
universities across the country in order to see how they would respond. The 
firm expressed particular interest in the “possibility of locating in a university-
connected research park or facility,” and also mentioned the potential for es-
tablishing research contracts, arranging consulting, hiring undergraduates, 
and working with graduate students on thesis topics of mutual concern.35 To 
its surprise, the committee received seventy-eight overwhelmingly positive 
responses:36

Over 95 per cent of the universities contacted must be classified as at 
least “interested”.  .  .  . Actually most were strongly favorable and evi-
denced this with brochures, follow-ups, leads to other agencies, and even a 
handful of telephone calls.  .  .  . Universities gave the distinct impression  
in most cases of considerable comfort in the role of a partner with indus-
try, belying any impression that academic attitudes would be negative and 
adamant.37

Writers were described as “effusive.” While most universities did not own 
research parks, consulting was almost always agreeable, several schools speci-
fied their encouragement (and sometimes limitation) of faculty consulting to 
the extent of one day per week, and at least thirty explicitly stated their interest 
in “contract awards.” Schools also mentioned graduate programs available to 
employees and the possibility of graduate student collaboration, though in the 
latter case more restrictions were noted.38

This suggests that universities were fairly open to market-oriented activities, 
at least ones that were initiated from the outside and would be self-supporting 
or could even bring in new resources. But the Illinois committee also noted 
that while universities seemed to welcome closer relationships with indus-
try, few organized resources were available to assist the imaginary electronics 
firm. “The rather cumbersome and involuted paths of decision and action,” it 
wrote, “strongly suggest . . . that this relatively novel function of aiding indus-
trial growth through research and development is neither familiar nor well-
integrated in the university scheme.”39

If academic science did not unilaterally reject market logic, though, and if 
some people were drawing on it here and there, why did market-logic practices 
not spread more broadly during this period? One answer, as suggested earlier, 
is that there were so many resources available to support science-logic activi-
ties. Market logic simply wasn’t necessary. But some experiments with market 
logic had at least moderate success in the 1950s and 1960s. Looking briefly 
at three of the more visible practices highlights the factors that limited their 
spread and serves as a useful backdrop to the more successful market-logic 
practices of the 1970s.
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Industrial Affiliates Programs

One market-focused practice that emerged at a number of universities by the 
end of the 1960s was the industrial affiliates program, sometimes known as in-
dustrial liaison or associates programs. The core of the industrial affiliates idea 
was that firms would provide annual financial support to a particular depart-
ment, laboratory, or research group in exchange for privileged access to fac-
ulty and their research through both formal (e.g., annual symposia, distribu-
tion of preprints) and informal channels. MIT appears to have been the first to 
formalize these kinds of relationships, when in 1947 the institute approached 
“several industrial organizations” about the possibility of support. A group of 
oil companies was the most receptive, and six firms agreed to make a one-time 
donation of $600,000 in support of the new Laboratory for Nuclear Science 
and Engineering in exchange for access to the research being done there.40 The 
following year, the university created a centralized Industrial Liaison Program 
(ILP) to manage such relationships, and other labs and departments quickly 
developed liaison efforts of their own. By 1955, MIT’s ILP had more than 
seventy participating companies contributing over $800,000 a year in member-
ship fees.41

A few other universities borrowed the concept in the 1950s. Around 1954, 
Stanford adapted the idea for its own use when John Linvill, an MIT PhD who 
had been recruited to build a program in solid-state electronics, started an af-
filiates program in microelectronics research. In exchange for a modest annual 
contribution of $5,000, a relationship would be established between the new 
Solid State Electronics Lab and the affiliate company.42 By 1959, the microelec-
tronics program was up and running successfully, and Stanford’s aeronautical 
engineering department was circulating plans to copy it.43 Caltech also had an 
early program, reporting twenty-three member firms in 1952 and forty-one in 
1957, at which point the annual membership fee was $10,000.44 Other schools 
with early industrial affiliates programs included Mount Holyoke, the Univer-
sity of Buffalo, and the University of Pennsylvania.45

The practice continued to spread to a modest extent during the 1960s. MIT’s 
program sustained its position as the most successful, bringing in $1.6 million 
from 105 affiliated firms, 43% of which were from the aerospace or electron-
ics industries, by the end of the decade.46 Stanford also saw affiliates programs 
established in other research areas, including the chemistry and chemical 
engineering department and construction engineering.47 Lehigh University 
created an affiliates program in materials research in 1963, and the University 
of Texas had one by 1967.48 By 1969, MIT claimed that its ILP “ha[d] served 
as a model for over fifty programs of this type sponsored by the nation’s major 
universities.”49

Yet despite the widespread awareness that this claim would suggest, most 
such programs appear to have been small-scale and ephemeral. When univer-
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sities responded to the fake electronics firm letter sent by the Illinois commit-
tee in 1962, industrial affiliates personnel were rarely mentioned as a point of 
contact, suggesting either that they did not exist, or that the people receiving 
the letters were not aware of them.50 Though ninety brochures were sent in 
return, not one was about a “university-industry liaison program,” even though 
electronics was a field in which one might expect such programs to be found.51 
Similarly, a 1972 article on university-industry relations in Science cited MIT 
and Stanford’s programs as “among the best known and most highly devel-
oped,” and mentioned “fully developed versions” in materials science at Penn 
State, Lehigh and Case Western, but said ultimately that “this kind of arrange-
ment . . . is still relatively rare on U.S. campuses.”52

Research Parks

A second innovation that gained some popularity in the postwar decades was 
the university research park, which provided a physical space on or near a uni-
versity campus in which research-oriented firms could locate. Stanford Indus-
trial Park, possibly the first, was established in 1951 out of economic necessity. In 
the rapidly growing San Francisco Peninsula, Stanford’s large expanses of open 
land were subject to an increasingly high tax burden, and a high-technology 
industrial park seemed to administrators like a way of developing the land that 
was in keeping with the university’s larger goals.53 Cornell University Research 
Park, the University of Oklahoma Research Park, and Research Triangle Park 
in North Carolina were also founded during the 1950s, and other universities 
actively began to consider the idea as well.54 By 1962, research parks—both 
university-affiliated and independent—were seen as a “mushrooming” trend, 
and surveys found ten university research parks already established and an-
other fourteen in the planning stage.55

Universities were attracted to the research park idea for a number of reasons. 
They saw the parks as having the potential to provide financial support for re-
search and academic programs, access to scientific equipment, and consulting 
opportunities for faculty, while remaining consistent with their educational 
mission.56 That is, they appear to have appealed primarily as a way to bring 
new resources to the university. Yet one also gets the impression in reading 
material from this era that many universities were unthinkingly jumping on a 
bandwagon in deciding to establish research parks, since such parks were not 
easy to make work. In 1962, only one (Stanford’s) clearly had more than a 30% 
occupancy rate, and even Research Triangle Park, which would later become an 
exemplar, struggled until the mid-1960s.57

By about 1965, the research park mini-boom was reaching its peak. That 
year, an article in Industrial Research found seventeen research parks associ-
ated with one or more universities, and described the period since 1962 as 
one of “accelerated development.”58 While it discussed conflict of interest as a 



28  •  Chapter 2

potential problem area, recruiting tenants was not mentioned as a particular 
challenge. But this critical activity was a challenge, and by the early 1970s 
many parks found themselves struggling. A 1971 review counted nineteen 
university-affiliated parks, but while it cited Stanford, Research Triangle, and 
MIT’s Technology Square (founded in 1963) as successes, it estimated that three-
quarters of parks were either “hurting badly or experiencing slow growth.”59 It 
noted that seven planned parks had been abandoned, and another four had 
been retooled to focus on universities and government “after they failed to 
attract industrial interest.” “It is doubtful,” the author went on to posit, “if 
the research park movement ever will duplicate the rapid growth experienced 
in the early 1960s.”60 While that statement turned out to be false, it would not be  
until the 1980s that new research parks would again be established in signifi-
cant numbers.

Industrial Extension Offices

A third market-oriented innovation that could be found on university cam-
puses by the late 1960s had much different origins from the first two. Industrial 
extension offices, modeled on the successful tradition of agricultural extension 
in the land-grant universities, were started primarily because of federal legisla-
tion that provided funding for them, not local experimentation and problem-
solving. Their goal was to help regional industry, especially small business, solve 
scientific and technical problems by connecting them with relevant resources, 
like those of the university. Industrial extension efforts could take a variety of 
forms, including the dissemination of technical information and the provision 
of educational programs, but at their heart was field service: active, in-person 
outreach to individual businesses.

A few activities taking place prior to the mid-1960s might be classified as 
industrial extension, particularly engineering extension programs, which had 
a long history at a small handful of state institutions.61 But the real growth of 
industrial extension took place in response to the passage of the State Techni-
cal Services Act in 1965.62 The pet project of Assistant Secretary of Commerce 
for Science and Technology Herbert Hollomon, its goal was “to place the find-
ings of science usefully in the hands of American enterprise” by providing 
grants to individual states, which could propose to execute that mission in a 
variety of ways.63

Most of them did so by placing a university in charge of outreach efforts to 
industry, through offices with names like the Industrial Research and Extension 
Center, Technology and Business Services, the Office of Technical Services, and 
the Center for Industrial Research and Service.64 By 1968, twenty-eight states 
had a university or university system managing their state’s technical services 
effort. While there was variation from state to state in terms of both program 
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organization and effectiveness, a 1969 evaluation by consultants Arthur D. Lit-
tle found the State Technical Services program, and particularly its field service 
efforts, both useful and economical.65

The problem, however, was that political support for the State Technical 
Services program was weak from the outset. The program was authorized for 
only three years, and received less than $15 million in funds over its lifetime, 
a far cry from the $140 million the Johnson administration had originally 
envisioned for it.66 The Arthur D. Little program evaluation identified a number 
of instances where local extension offices had helped solve specific industrial 
problems, with measurable and significant economic impacts.67 But, as one 
university administrator described implementation of the program in Massa-
chusetts, it could “be divided into two nearly equal phases: about one-and-a-
half years to phase in and implement the effort, about one-and-a-half years 
to phase out the effort, the meanwhile operating on a survival basis against 
the possibility that the need  .  .  . would generate a revitalized and more vig-
orous program, more adequately and dependably funded.”68 In 1969, Con-
gress “cut [the program] off without a cent of grant money,” and without 
continued federal funding, few universities had the resources to continue 
extension efforts, which certainly did not pay for themselves.69 Industrial ex-
tension never became part of the standard repertoire of practices in academic 
science.

Limits to the Spread of Market Logic

Each of these practices—industrial affiliates programs, research parks, and in-
dustrial extension offices—represented an experiment with market logic, in 
that its focus was on the specifically economic value of science, as opposed to 
its knowledge value or some other noneconomic purpose, like its contribution 
to national defense. Market logic was clearly available to universities during 
this era, and people at least occasionally experimented with practices based on 
it. And universities did not demonstrate high levels of hostility to market logic, 
although it certainly deviated from the norms upon which most academic ac-
tivity was based.

Yet during these postwar years, market logic nevertheless remained lim-
ited in scope. At least two factors helped to keep market logic from being used 
more than occasionally during this period. First, universities had a particular 
conception of the role that academic science played in the economy— 
what I call a “science-as-resource” model—that tended to limit aggressive exper-
imentation with market-logic practices. Second, market-logic practices did not 
spread widely because they had trouble garnering the resources—either from the 
market itself or from government—they would have needed in order to do so.
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The Science-as-Resource Model and Its Implications

Today, the prevalent understanding of the relationship between academic sci-
ence and economy is closely tied to a particular metaphor: that of the univer-
sity as an economic engine. This “science-as-engine” model suggests that the 
knowledge that universities produce is a source of innovation that can lead to 
new products, jobs, and even industries. This metaphor implies an entrepre-
neurial role for the university—it should actively work to make this innovation 
happen—and a focus on transferring the technology it develops to both startup 
and established firms. It suggests that academic science is a fundamental driver 
of economic growth, and that the university has a certain responsibility for 
making sure that the knowledge it creates is leveraged in this way.

Before the late 1970s, however, this was not a common way for universities 
to think about their economic role. While universities saw science as having a 
contribution to make to the world of commerce, they had a different under-
standing of how that contribution could be made. They drew on a “science-
as-resource” model that saw universities not as a source of new economic 
development, but as a collection of resources that could attract industry and 
help it solve problems. Universities could work to make their knowledge as 
accessible as possible, by assisting industry when requested, for example, or of-
fering classes to update the technical skills of employees. Their main economic 
contribution was not to serve as an engine for the creation of new businesses, 
however, but as an attraction for already-existing businesses that might need or 
want to take advantage of resources the university could provide. This science-
as-resource model implied a relatively passive role for the university.70

The early-1960s experience of the University of Illinois in trying to under-
stand its own economic role illustrates this older way of thinking. The univer-
sity’s interest in the topic could be traced back to a provocative speech given in 
Chicago to the National Electronics Conference by Stanford provost Frederick 
Terman in October 1960. Until World War II, Chicago had led the national elec-
tronics industry, but after the war, the Midwest had returned to making radios 
and television sets while the coasts moved on to more forward-looking fields. 
As Terman put it, “To be brutally blunt and frank the major path of electronics 
took off in a new direction in the decade 1940–50, but too little of the electron-
ics industry of the midwest followed the turn.” He placed part of the blame on 
the doorstep of universities, “who have had it in their power to take much more 
initiative than they have taken.”71 While New-York-based IBM employed more 
PhDs from the University of Illinois than from anywhere else, a survey of the 
largest Midwestern departments of electrical engineering and physics found 
that of 439 recent PhDs produced, more than 200 had taken jobs in industry, 
but only three had gone into the Chicago-area electronics industry.72

Terman’s speech led to general concern in the Midwest that the region was 
not keeping up with the coasts in developing cutting-edge industries like aero-
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space and electronics.73 One consequence was Illinois governor Otto Kerner’s 
request that the University of Illinois examine how universities could contrib-
ute to local economic growth and development.

Even the governor’s initial letter demonstrated certain assumptions about 
what universities’ possible role might be. He suggested that

some of your people at the University might be able to review the effect 
of the Stanford Research Center in California and M.I.T. in Massachusetts 
in attracting important elements of the newer growth industries to loca-
tions in their vicinities. At a time when technological development is such a 
critical component of the new growth industries the importance of the sci-
entific and research capabilities of our universities as a locational asset in the 
state’s efforts to achieve a favorable rate of economic growth is increasingly 
significant.74

Universities here are assumed to have the potential to attract growth industries 
to their areas, serving “as a locational asset,” rather than having the potential 
to create growth themselves. The actions of the committee that the university 
formed to respond to the governor’s request reflected the science-as-resource 
model even more clearly in several ways.

First, the activities the committee chose to undertake as it considered the 
university’s economic role are telling. It initiated three main projects, each of 
which was grounded in the assumption that the economic value of academic 
science lay in its ability to meet the needs of existing companies. One was the 
letter from the imaginary electronics firm described earlier, sent to a large num-
ber of universities as well as Chambers of Commerce and government agencies. 
Here, the supposition was that a small company might be searching for a site 
to locate where universities could provide resources like a research park, un-
dergraduates to hire, or collaborations with graduate students.75 Another ac-
tivity the committee undertook was a mail survey of more than a thousand 
firms in technology-intensive industries. The survey asked about the potential 
attractions universities might have for industry, as a source of employees, con-
sultants, or contract research, for example, and about the factors that affected 
plant location.76 Again, the focus was on identifying industry needs to which 
the university might respond. Finally, the university’s provost sent a three-
page letter to its academic deans and directors seeking information about ac-
tivities going on within the university that they thought might be of value to 
industry—essentially trying to identify resources already present that could be 
made more accessible.77

Second, the absence of the science-as-engine model was reflected in the is-
sues the committee did not address: any aspect of entrepreneurship (either 
within or outside the university), small business or business creation in any 
form, or any part of the technology transfer process. Each of these would be 
areas of focus suggested by the idea that university science could drive the cre-
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ation of new products, firms, and industries, but which were missing from the 
conversation at Illinois.

Third, other language used by the committee also suggested a science-as-
resource model rather than a science-as-engine model. For example, the com-
mittee’s very first order of business was to hold a small “Conference on Indus-
trial Location Factors” designed to uncover the “locational characteristics of 
space age industries” and to identify local resources that might attract such 
industries.78 Its final report focused mostly on factors like labor availability and 
costs, industrial climate, and cultural attractions for high-tech industries, not 
on things like new business creation or support for entrepreneurship.79 And 
committee members were actively skeptical of the idea that the university could 
actually drive economic growth. As one said,

The Governor’s original request . . . appeared to start off with the assumption 
that universities might play a “leadership” or “enterprising” role in stimu-
lating development. Should universities be expected to play such a role as 
initiators of regional development activity [emphasis in original]? Univer-
sity’s [sic] cannot accept responsibility for success or failure of the regions in 
which they are located to grow economically.80

Each of these examples highlights how this particular committee, at least, had 
a specific way of talking about the university’s economic role that differed sub-
stantially from the one that dominates today.

While the records of the Illinois committee are unusual in the level of detail 
they record about a university reflecting upon its economic role, the science-
as-resource model was widespread throughout this era, and language draw-
ing on it is easy to find. For example, a consortium of eleven universities in 
the Midwest was also studying the issue of universities and regional economic 
development in the early 1960s, and it, too, suggested that “universities should 
be looked at as ‘natural resources’ not fully turned to productive uses.”81 Simi-
larly, in a contemporaneous survey of fifty-eight universities’ thoughts about 
research parks, the open-ended responses all involved attracting existing in-
dustry and meeting its needs. None indicated that the intellectual products of 
the university might help create new companies, drive old companies in new 
directions, or serve as the basis for new products.82

The science-as-resource model implied a different understanding of the re-
lationship between academic science and the economy. This understanding did 
not explicitly discourage experimentation with market-logic practices. Univer-
sities still saw an economic role for their research. The model even provided 
some justification for market-logic practices as part of the university’s public 
service mission. One could argue that universities had a responsibility to make 
their knowledge available through industrial affiliates programs and the like.

What the science-as-resource model did not suggest, however, was a par-
ticularly active role for the university in trying to leverage its economic impact. 
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While the economic engine model would entail a certain obligation to make 
sure university innovations actually realized their market potential, seeing aca-
demic science as a resource implied that universities’ responsibility ended with 
making that resource as accessible as possible. If business did not choose to take 
advantage of it, so be it; universities “cannot accept responsibility for success or 
failure of the regions in which they are located to grow economically.”83

The Challenge of Supporting Market-Logic Practices

While the science-as-resource model may not have especially encouraged uni-
versities to take on market-logic activities, the examples of industrial affiliates 
programs, research parks, and industrial extension offices show that people 
within universities sometimes did experiment with them nonetheless. Such 
experiments could be quite successful at the local level, as MIT’s Industrial Li-
aison Program showed. But during this era, they did not spread to the point of 
becoming common across campuses or very significant at the national level.

There are two obvious ways that market-logic activities might be derailed. 
First, normative or legal barriers could limit their growth. Serious cultural 
opposition from within the university would inhibit such practices, as would 
government restrictions on them. Second, such practices might not be able to 
muster up enough resources to sustain and reproduce themselves. Such re-
sources could come from the marketplace, from government, or from universi-
ties themselves, but they would have to come from somewhere for the activities 
to persist.

The activities of industrial affiliates programs, research parks, and industrial 
extension offices, at least, did not encounter real problems with the first poten-
tial barriers. While such practices were unusual within the context of 1960s 
academia, they do not appear to have been strongly opposed by others in uni-
versities. Nor were the practices limited or banned by government. They did, 
however, all have trouble sustaining themselves financially, at least to an extent 
that would have allowed them to spread widely.

Industrial affiliates programs were meant to support themselves on the basis 
of the value they provided to industry. As Frederick Terman described Stan-
ford’s program in solid-state electronics, support would “be requested on the 
basis of enlightened self-interest rather than as an educational donation to 
Stanford.”84 But the gap between academic research and industrial problem-
solving, even in engineering, meant that it was challenging for many affiliates 
programs to provide something of clear financial value to industrial partici-
pants. While firms may have been willing to fund such programs for a few years 
on a semicharitable basis, they were unlikely to finance them indefinitely. The 
fact that a relative handful of affiliate programs could effectively meet the needs 
of all firms also tended to limit the spread of the practice. Stanford’s rise is often 
thought of in conjunction with that of Silicon Valley, but its solid-state program 
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was national in scope, not regional. Of its first fourteen affiliates, only four were 
locally based, and that number decreased over time.85 This meant that many of 
the most important firms working in the solid-state area nationally already had 
formal ties to Stanford by the end of the 1950s. Few firms were willing to main-
tain such costly relationships with more than one or a very small handful of 
universities, or even to be able to take advantage of such relationships. So early 
movers like Stanford and MIT had a significant advantage in establishing affili-
ates programs, and most schools found it difficult to make affiliates programs 
self-supporting. Since universities had no particular incentive to subsidize such 
efforts internally, and government was not offering support for them, these 
programs spread only to the extent that they could be financially sustained by 
the market, which meant they remained modest in scope.

Research parks encountered similar issues. Again, there were no regula-
tory barriers to establishing them and cultural resistance does not appear to 
have been significant. But universities underestimated the difficulty of raising 
the resources needed to maintain research parks. The biggest challenge was 
demonstrating to businesses that locating near a university provided a compar-
ative advantage that justified the expense of doing so. Frequently, the university 
was not a significant enough lure to draw a critical mass of research park ten-
ants, and in the absence of this critical mass, many of the new parks foundered. 
Few could create enough value to industry to become self-supporting. Again, 
since universities had no interest in subsidizing research parks, and govern-
ment did not step in with financial support, parks did not become widespread 
during this period, and the mini-boom seen in the mid-1960s went bust by the 
early 1970s.

Industrial extension offices followed a slightly different trajectory. Like affili-
ates programs and research parks, they did not encounter major normative bar-
riers, and far from being restricted by government, government actively sup-
ported them. But while they too emphasized the specifically economic value 
of academic science, industrial extension offices did not from the outset try to 
support themselves by asking businesses to pay for the cost of their services. 
Instead, they relied on government financial support, and in fact most were 
formed in direct response to the availability of that support. But political back-
ing for industrial extension efforts was always shaky and disappeared entirely 
at the end of the 1960s. Universities would not support industrial extension 
themselves, and businesses would not pay enough for the support to keep it 
alive. So when government funding evaporated, most industrial extension of-
fices were simply shut down.

Thus the reasons that these three market-logic experiments were not more 
successful in the 1950s and 1960s are similar. While one can imagine cultural 
barriers and government restrictions that might have limited them, their big-
gest problem was simply that of finding the resources needed to sustain them-
selves. At most schools, these practices could not create something of enough 
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value in the marketplace to pay for themselves, and in the absence of inter-
est from universities or government in financing them, the practices could 
not spread beyond a limited extent. This was the situation that would need to 
change before market logic could become more successful in academic science.

The Pillars of the Postwar System Begin to Crumble

So at the end of the 1960s, the place of market logic in academic science was 
still modest at best. By the end of the 1970s, however, that situation would be 
changing. The market value of the products of academic science would be in-
creasing, which in turn would make market-logic practices easier to support. 
And government would become more interested in promoting market logic, 
both by making the rules friendlier to it and by subsidizing it directly.

Before that could happen, though, a substantial shift in the policy envi-
ronment would need to take place. Until the late 1960s, the logic of science 
had flourished in universities because of two aspects of the postwar system of 
federal support: generous and increasing levels of funding, and the relatively 
unrestricted nature of much of that funding. Both of these allowed many sci-
entists to pursue the questions that interested them intellectually regardless of 
whether they had clear economic or practical implications. While there was 
certainly much research in universities that was driven by practical concerns, 
the funding system made possible a lot of activity that pursued knowledge for 
its own sake.

But these high levels of funding and scientist autonomy rested on three as-
sumptions that, late in the decade, began to be put into question. This in turn 
upset the momentary balance in which science logic flourished and market 
logic struggled in academic science.

The first assumption was that economic conditions would permit federal 
science funding to continue to increase at rapid rates. Between 1953 and 
1967, federal support for academic R&D increased an average of 15.8% per 
year in real terms.86 Until the end of this period, prominent scientists like 
Harvey Brooks and George Kistiakowsky, apparently ignoring the realities 
of mathematics, thought that 15% annual budget increases were a reasonable 
target for the foreseeable future.87 But such increases were possible only in 
an environment of flush economic times and limited pressures on the federal 
budget.

The second was that universities would be cooperative partners in meeting 
the needs of government. Universities had reconciled themselves to some loss 
of independence during the war effort, and afterward they continued to ac-
commodate themselves to government demands in exchange for high funding 
levels. The postwar bargain relied on universities to remain broadly in line with 
policymakers’ expectations about what their behavior should be.
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Third, the system rested on the promise of serendipitous applications. Van-
nevar Bush and others had assured policymakers that if they only kept the fount 
of pure science refreshed, useful results would naturally—and by implication 
effortlessly—result.88 As this view became widely accepted, serendipity became 
a justification for funding basic science and for allowing scientists a great deal 
of control over how such funding was spent.

By the late 1960s, all three of these pillars of the postwar system were being 
undermined. For one thing, a period of great economic expansion was com-
ing to a close.89 Nagging worries about inflation and the balance of trade were 
emerging, and by the end of the decade the economy was slipping into its first 
recession in nine years.90 At the same time, Lyndon Johnson’s “guns and butter” 
strategy was creating pressures on the federal budget, and on R&D spending, 
as Science noted as early as 1965.91 The “scramble to save another nickel” con-
tinued to define the science policy environment throughout the second half of 
the decade.92

Simultaneously, the anti-Vietnam protests erupting on college campuses 
were creating a backlash among policymakers who, like most of the public, 
continued to support the war. This led to a variety of proposals to punish uni-
versities who let campus unrest go too far, like a 1969 bill that would have cut 
off all federal funds to universities that did not maintain discipline on campus.93 
The Senate tried to limit NASA grants to universities that allowed military re-
cruiters on campus, and the House proposed denying Defense Department 
funds to universities that did not maintain “academic freedom,” a state it de-
fined as including the absence of student disruptions.94 As cultural cleavages 
between universities and the larger public became more visible, some policy-
makers began to reevaluate their past generosity to science.

Finally, the promise that science done for its own sake would serendipitously 
lead to practical results was increasingly being called into question. Criticism 
started with NASA, required by statute to encourage broader use of its research, 
in the early 1960s.95 Though the agency justified its arcane mission by claiming 
that its research also led to civilian applications, many challenged whether this 
was actually happening.96 By mid-decade, such critiques were being expanded 
to other agencies. In 1966, President Johnson called for more emphasis on the 
utilization of NIH research:

A great deal of basic research has been done. . . . But I think the time has now 
come to zero in on the targets by trying to get our knowledge fully applied. 
There are hundreds of millions of dollars spent on laboratory research. . . . 
Now Presidents, in my judgment, need to show more interest in what the 
specific results of medical research are during their lifetime and during their 
administration. I am going to show an interest in the results.97

The speech “generated shock waves” among NIH administrators and led to a 
“year of agitation” in the scientific community, which feared that basic science 
would be cut back in favor of the large-scale patient trials the president seemed 
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to prefer.98 Such calls for greater attention to the utilization of scientific research 
grew even louder as the decade progressed, and forced federal agencies into the 
unprecedented position of trying to prove the importance of basic research to 
technological innovation.99

The Effects of the Dissolving Federal Consensus

As these pillars of the postwar consensus—rapid funding growth, cooperative 
universities, and the promise of serendipity—began to dissolve, government 
science policy shifted in ways that would stop favoring the logic of science so 
strongly. The most significant change was a dramatic flattening of federal R&D 
expenditures for academic research. After years of double-digit growth, the real 
increase plummeted to 2% in 1968. Budgets actually declined slightly in 1969, 
1970, and 1971 (see figure 2.2), and would remain stagnant until the second 
half of the 1970s.100

At the same time, policymakers’ focus on bang for the federal buck as well 
as the practical outcomes of basic research meant that research dollars increas-
ingly came with strings attached. A growing focus on mission-oriented research 
had particular effects at DOD, which had historically funded a great deal of 
blue-sky research with only indirect implications for defense. In 1969, though, 
the Mansfield amendment declared that defense funds could be used only for 
research with “a direct and apparent relationship to a specific military func-
tion or operation.”101 One director of the Advanced Research Projects Agency 
(ARPA, DOD’s basic research arm), was highly critical of the amendment’s ef-
fects, despite being generally quite sympathetic to mission-relevant research: 
“It made every one of those guys [decision-makers at ARPA] extremely conser-
vative [emphasis in original]. They wouldn’t put money out to a university for 
anything, unless it was an obvious need to protect a tank.”102 While the language 
of the Mansfield amendment was dropped by 1971, the amendment “is gener-
ally regarded as having much broader effects on Federal research than its short 
legal lifetime would suggest.”103

At NSF, the impact was felt in 1968, when the Daddario-Kennedy amend-
ment authorized the agency to fund applied science for the first time, as well 
as giving it an explicit role in supporting social science.104 The new RANN 
program—Research Applied to National Needs—aimed to address directly 
social problems in areas like energy, pollution, transportation, and cities by 
funding relevant research, and by 1973 it made up over 10% of NSF’s budget, 
to the dismay of some scientists.105 And at NIH, the War on Cancer launched 
an even larger effort to harness science to solve a specific problem. Public re-
sponse to the initiative, announced by President Nixon in 1971, was extremely 
positive, and after Ann Landers wrote a column encouraging readers to write 
their legislators in support of the effort, one senator received 25,000 pieces of 
mail.106 The Cancer Act of 1971 authorized $1.59 billion in spending on cancer 
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research over the next three years, an unprecedented amount to focus on a 
single disease.107

This combination of budget cuts and new restrictions on federal funding 
led to a dark mood among academic scientists. While federal funding for aca-
demic R&D decreased only 4.3% in real terms between its 1968 peak and its 
1971 nadir, this relatively modest dip was perceived as extremely painful.108 As 
Roger Geiger has pointed out, “The research universities had acquired a growth 
mentality during the fat years of the 1960s which was not easily eradicated.”109 
By 1968, the first year of a level budget, scientists were already “screaming that 
deep budget cuts ha[d] undermined their ability to do effective research,” and 
by 1970, university presidents were warning that “we fear an unprecedented 
financial crisis,” and that “in a decade we will pay dearly for the economies 
made now.”110 Nor did scientists like having strings attached to their funding. 
They complained that “expenditures for applied research would quickly out-
pace available knowledge and would result in expensive, useless projects that 
would drain away funds from the necessary basic research.”111

For the most part, the outraged responses of academics were based on little 
hard evidence about real impact. Negative outcomes were either anecdotal or 
promised in the future, and when Smith and Karlesky surveyed the state of aca-
demic science a few years later, as cutbacks were ending, they found that “noth-
ing resembling a collapse of the research climate has occurred at the major 
research-intensive universities,” though they did find the scientific enterprise 
to be somewhat fragile.112

The bleak perceptions did have some basis in reality, however. By the end of 
the 1960s, universities were having other fiscal troubles that made it particu-
larly hard for them to absorb cutbacks in research funding.113 And in certain 
fields, like mathematics, engineering, and parts of chemistry, the impact of cuts 
resulting from the Mansfield amendment was substantial.114 Federal funding 
for services that supported research, like those subsidizing fellowships, equip-
ment, and facilities, also declined particularly rapidly, from $1 billion in 1967 to 
less than 30% of that (in constant dollars) in 1976.115 Some negative outcomes 
were also difficult to quantify, like a recurrent concern that “‘the exciting new 
gambles’ [would] not be taken because of the budget squeeze.”116

Yet while universities’ response to the shifts in science policy was vociferous, 
in some ways the academic community was slow to perceive just how much 
had really changed. The dominant reaction was a clamor for a return to the sta-
tus quo ante of ever-increasing, relatively unrestricted funds for basic research. 
This often involved reasserting the logic of science: that science needed to fol-
low its own internal compass, and only then would valuable by-products ensue. 
As Stanford geneticist Joshua Lederberg testified to Congress in 1967,

It is fair to say that society exploits the poetic fascination that motivates 
many academic scientists, eventually capitalizing on applications that no one 
could have foreseen. It may even be an undesirable distraction to its rigor 
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and sharpness of focus for the research worker himself to be too sensitive to 
the unpredictable implications of his own work.

It is important, however, that such utilities be discovered as soon as they 
can be useful: but this is a function of a whole community of basic and ap-
plied scientific effort. To place the burden of such justification on individual 
projects would be the surest possible way of stifling the most creative, the 
least predictable advances in scientific understanding. . . . From my own ex-
perience, I do not know any scientific or technical advance of any impor-
tance that did not make utterly unexpected demands on knowledge from 
unpredictable sources.117

What this failed to recognize was that such arguments were no longer con-
vincing to policymakers, and the days of low levels of accountability and rap-
idly increasing funding were not about to return. Universities’ reluctance to 
adapt earned them criticism that “any retardation of the rate of spending for 
research and development is viewed as no less a sin than the suppression of 
truth. I am amazed . . . when scientists say that we must embark upon a major 
technical project on faith—faith that through serendipity . . . it will turn out to 
be worthwhile after all.”118 As Bruce L. R. Smith observed, “Saying that govern-
ment has an obligation to do this and that amounts to a failure on the part of 
the scientific community to recognize what has hit them.”119

By the early 1970s, then, the relationship between academic science and the 
federal government, so strong in the postwar era, had been placed under signifi-
cant strain. These pressures did not themselves cause universities to abandon the 
logic of science in favor of the logic of the market. If anything, universities’ initial 
reaction was to double down on science logic. But evolving federal priorities 
did create an opening for the spread of another logic, since it was unrestricted 
federal dollars that supported practices grounded in the logic of science. As those 
dollars became scarcer, science logic became harder to reproduce.

But it would take another change in policy preferences before market-logic 
practices would start to displace science logic, even a little. Policymakers’ broad 
concern with the practical applications of science would, in the late 1970s, shift 
toward a more focused view of the usefulness of science: that it could be used 
to solve the nation’s growing economic problems. As the idea that technologi-
cal innovation was a key driver of economic growth—and thus that supporting 
science had important implications for the nation’s economy—took hold, the 
mood of policymakers would shift once again. Again, the environment of aca-
demic science would change, this time in ways that would allow practices rooted 
in the logic of the market, not the logic of science, to grow and thrive. The next 
chapter tells the story of how this idea became influential in the policy domain, 
with results that would transform the way science was done at universities.
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Innovation Drives the Economy— 
an Old Idea with New Implications

Innovation generates economic momentum and helps guarantee 
American preeminence in a world where power and progress are 
often measured in terms of technological achievement. Partly as a 
result, innovation has become the engine that drives many compa-
nies to the forefront of their industries: IBM, Dow Chemical, Texas 
Instruments, Pfizer, General Dynamics, Eastman Kodak, Polaroid, 
Raytheon, and Xerox—to name only a few. Yet from boardroom to 
research lab, there is a growing sense that something has happened 
to American innovation. . . . The country’s genius for invention is not 
what it used to be.

—“The Breakdown of U.S. Innovation,”  
Business Week, 16 February 1976

Just as people in academic science� sometimes drew on market logic in the 
1950s and 1960s, their counterparts in the 1970s also experimented with mar-
ket logic from time to time, becoming scientist-entrepreneurs, patenting and 
licensing their research, or creating novel partnerships with industry. But for 
most of the decade, this new round of experiments ran into difficulties very 
similar to those encountered by its predecessors. There was always a culture gap 
between universities and industry to manage, and some practices, like patent-
ing, were explicitly limited by government policy. Most of all, though, these ac-
tivities were hard to sustain financially on a widespread basis, just as industrial 
extension programs, research parks, and industrial extension efforts had been 
in the past.

But in the late 1970s, the environment of academic science would change 
in a way that would help some of these new efforts to take off. Though several 
developments shaped that change, the most important reason that market logic 
practices started to grow and spread at the end of the decade was a significant 
shift in public policy. That shift would remove limits to universities’ ability to 
treat science as having economic value, make the products of science them-
selves more valuable, and subsidize activities that saw science in terms of its 
economic impact. All these things happened because of the growing political 
impact of an idea: that technological innovation drives the economy.
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Today, we take it for granted that science and technology drive economic 
growth. We see the importance of science-based industries like biotech, com-
puting, pharmaceuticals, and telecommunications, and assume that the coun-
try whose innovations launch the next such field will thrive in the twenty-first 
century. We are used to hearing discussions of the need to stay technologically 
competitive, to invest in our innovation infrastructure, and to improve the way 
we move inventions from the lab to the marketplace.

From this perspective, it is hard to realize how little attention was once paid 
to the role of technology in economic growth, by scientists, policymakers, or 
anyone else. Of course, people appreciated that technology had transformed the 
world, and the American inventor-genius was a cultural icon. But it was rare to 
hear a suggestion that the nation needed to encourage science and technology 
in order to advance industry, nor did policymakers discuss science policy with 
an eye toward the national economic well-being.

Although economists had intermittently addressed the impact of technol-
ogy, it was not until the 1960s and 1970s that the question of innovation began 
to receive serious attention from policymakers, and even then, interest was 
sporadic. But by the late 1970s, growing problems with innovation in U.S. in-
dustry, increased academic interest in the issue, and a widespread concern with 
the sorry state of the U.S. economy led to an intense political focus on innova-
tion. Discussions of the state of innovation became widespread, and the banner 
of improving it was raised in policy debates ranging from tax to pension to 
patent policy.

The goal of strengthening innovation would be decisive for some policy dis-
cussions. In others, innovation concerns would be one consideration among 
many. But collectively, the idea that technological innovation drives the econ-
omy would shape political decisions and create a sea change for academic sci-
ence. Not all, or even most, of the policy decisions affected by the innovation 
issue were aimed at academic science. But because policymakers concerned 
with innovation were trying to maximize the economic impact of science and 
technology, they tended to encourage activities that focused on the specifically 
economic value of science—that is, activities that drew on market logic. The 
result was an environment in which practices like entrepreneurship, patenting, 
and industry collaboration were able to flourish, and the university began to 
gain a new appreciation of its role as an economic engine.

The rest of this chapter will develop two themes. First, it will describe briefly 
three of the experiments with market logic that could be found in universi-
ties by the mid-1970s and discuss the reasons they, like their earlier counter-
parts, did not at that time look poised to spread widely. Second, it will tell the 
story of the idea that innovation drives the economy—its origins, its early and 
limited impact on public policy in the 1960s and the first half of the 1970s, 
and how it became a major political concern later in the decade. Chapters 4, 5, 
and 6 will then look more closely at the development of each of three specific 
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market-logic practices—biotech entrepreneurship, university patenting, and 
university-industry research centers—showing how the new political environ-
ment led to decisions that removed barriers to and provided support for their 
growth and spread by the early 1980s.

Market-Logic Practices of the 1970s and Their Limits

In the 1950s and 1960s, while most people in academic science were focused 
on advancing pure science or solving national problems of defense and health, 
a handful of innovators were trying to leverage the economic value of sci-
ence by starting industrial affiliates programs, research parks, and industrial 
extension offices. As a group, they had some modest, but limited, success. In 
the 1970s, other innovators once again drew on market logic as they tried to 
solve local problems and take advantage of new opportunities. Three of these 
experiments—with faculty entrepreneurship in the biosciences, university pat-
enting, and university-industry research centers—would ultimately be quite 
successful. Yet although all three of these practices were spreading rapidly by 
the early 1980s, as late as 1978 each one appeared as if it would remain limited, 
despite considerable early promise.

Faculty entrepreneurship in the biosciences was almost unheard of before 
the mid-1970s. But after breakthroughs in biochemistry and molecular biology 
made it possible for scientists to manipulate genetic material at the molecular 
level, a handful of academics became involved in efforts to commercialize their 
research through startup companies. Genentech, founded in 1976 by a uni-
versity scientist and a venture capitalist, was the first company formed to take 
advantage of recombinant DNA (rDNA) technology, and in the next two years 
a few other firms copied the Genentech model. But despite widespread excite-
ment about the biotechnology’s potential for practical impact, there were some 
real limitations on the spread of faculty entrepreneurship at this point. Many 
in academia considered it inappropriate for their peers to be starting compa-
nies. Fears of the potential dangers of recombinant DNA created an uncertain 
regulatory environment, and as late as mid-1977 it appeared inevitable that leg-
islation would restrict rDNA research. Most importantly, the venture capital 
environment was awful. Biotechnology would require many further years of 
research and development before it would result in any marketable products. 
Although biotech was extremely promising, it could not be developed in small 
firms run by scientist-entrepreneurs without a large supply of capital, and that 
capital simply was not available at the time.

Universities had occasionally patented and licensed their research since the 
early twentieth century, but the practice was relatively uncommon and not at 
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all systematic. By the mid-1970s, though, a loose network of government offi-
cials was working to change the rules that limited universities’ ability to patent 
federally funded research. But while rates of university patenting were starting 
to rise, federal restrictions on patenting were still a barrier. When in 1977 the 
National Institutes of Health (NIH) made the seemingly arbitrary decision to 
reverse its previously liberal patent policy, it became clear that without com-
prehensive legislation, university patenting would remain limited in scale. At 
the same time, recent advances in biotechnology were leading to many new 
inventions in universities that were potentially, but not definitely, patentable. 
Universities’ incentives to become involved in patenting would rest partially 
on government decisions about what constituted a patentable invention—in 
biotechnology as well as other fields—and about what rights accrued to the 
holders of patents. In the late 1970s, these incentives were not as strong as they 
would later become.

University-industry research centers (UIRCs) are organized research units 
working on problems of interest to both universities and industry that are at 
least partially supported by industry contributions. In the 1970s, faculty and 
administrators established a handful of such centers across the country, mostly 
at engineering-oriented schools like MIT, Rensselaer Polytechnic Institute 
(RPI), Caltech, and Carnegie Mellon. But the cultural gap between the two par-
ties was difficult to manage. And while there were no regulatory barriers that 
limited the establishment of UIRCs, they were difficult to maintain financially. 
As had been the case with affiliates programs, it proved difficult for universities 
to provide something of enough value that industry would be willing to sup-
port such centers at levels of long-term sustainability. While people on both 
sides were calling for closer university-industry relations by the late 1970s, ac-
tual UIRCs were often struggling, and while experimentation continued, it did 
not appear that this type of organization was about to become widely emulated.

Thus while each of the market-logic practices of the 1970s had some poten-
tial, none was on a clear path to institutionalization by 1978. Like the practices 
of the 1950s and 1960s, they had trouble garnering the resources needed to 
keep themselves going or to spread widely. Even more than those earlier prac-
tices, two of them, biotech entrepreneurship and university patenting, faced 
the possibility of being actively limited by government. And as had always been 
the case, bridging the university-industry culture gap was a challenge, if not a 
deal-breaker. It would take a substantial shift in the policy environment to re-
move enough of these limitations that the practices would start to spread more 
widely. But as concern with the economic impact of technological innovation 
became increasingly strong in the second half of the decade, that is just what 
would happen. By the early 1980s, each of these activities would be spreading 
and flourishing in American universities.
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The Political Power of an Economic Idea

The idea itself—that technological innovation plays a key role in driving eco-
nomic growth—is simple, and far from new. While the classical political econo-
mists saw labor, land, and capital as the main factors of production, they also 
recognized the importance of technological innovation in increasing produc-
tivity.1 Yet by the late nineteenth century, economists increasingly ignored the 
role of technological advance as a productive force, seeing it as an exogenous 
factor—something to be assumed, not explained.2 Though an interest in in-
novation resurfaced occasionally among economists in the first half of the 
twentieth century—the work of Joseph Schumpeter being the most obvious 
example—as late as the 1950s, technological innovation was not an issue main-
stream economists paid much attention to.3

The economic impact of technology rarely came up within science policy, 
either. In the 1950s and into the 1960s, U.S. science policy was heavily oriented 
toward defense and defense needs, like the space program. While many policy-
makers were concerned about the nation’s investment in R&D, in the Sputnik 
years their focus was winning the Cold War, not spurring economic growth. 
Although universities received most of their federal R&D funding from non-
defense-related agencies after 1958, the defense-related agencies accounted for 
roughly 90% of total federal R&D spending in the first half of the 1960s.4 While 
of course all this R&D spending represented jobs to legislators, few saw it as 
having any special economic significance beyond that. As one senator, beat-
ing a lonely drum, observed in 1963, “The direct relationship between science 
and technology on the one hand and our military capability and effort in space 
exploration on the other is spectacular and obvious. Not nearly so obvious 
is the dependence of our general economic and social well-being on science 
and technology.”5

Nor, on the flip side, did economic policy frequently deal with science or 
technology. Economic policy meant taxes, or interest rates, or government 
spending.6 While policymakers of course knew that the nation’s technological 
infrastructure was part of what made it productive, it was not singled out as an 
area requiring particular attention from government. As the 1947 Economic 
Report of the President noted, “Our productive capacity has grown not only 
through technological developments, but also through a steady stream of addi-
tions to plant and equipment. . . . The whole history of America indicates that 
this progress can be entrusted mainly to the initiative and inventiveness within 
our business system.”7 It was not until 1962 that an Economic Report specifically 
addressed any government role in encouraging technological development.8

By the end of the 1970s, though, technological innovation would be seen as 
a very important economic issue, and one where action clearly needed to be 
taken. Major magazines and newspapers were writing articles with titles like 
“Vanishing Innovation,” “The ‘Innovation Recession,’ ” and “Something’s Hap-
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pened to Yankee Ingenuity,” and the Carter administration was conducting a 
twenty-eight-agency Domestic Policy Review (DPR) on Industrial Innovation.9 
Members of Congress were considering several dozen bills affecting innova-
tion, and an industrial innovation task force had been formed within Congress 
as well.10 In the Congressional Record, the phrase “technological innovation” 
was used eighteen times as often in the 1979 to 1981 period as it was in the first 
half of the 1960s, and the word innovation was used near economy or economic 
nine times as often.11 While innovation policy never quite became a distinct 
field of its own, concern with technological innovation became salient across a 
broad range of policy areas.

This shift in the policy environment, which would prove very significant for 
academic science, took place for a variety of reasons, four of which are par-
ticularly noteworthy. First, starting in the 1950s and continuing in the follow-
ing decades, economists began studying the economic role of technology and 
building knowledge about its contribution to growth and productivity. Second, 
in the late 1960s indicators started to emerge that innovation was perhaps no 
longer thriving in the United States. Third, at about the same time industrial-
ists, particularly those from large, R&D-intensive firms, became increasingly 
worried about innovation and began pushing government to do something 
to strengthen it. And finally, the larger U.S. economy deteriorated during the 
1970s, causing a broader political concern with trying to fix it. In this context, 
encouraging technological innovation became a politically appealing solution 
to the nation’s economic woes.

The innovation issue did not originate with academic scientists (if one ex-
cludes economists) or with universities, nor did either of these groups play a 
significant role in promoting it. Relatively little of the innovation debate even 
addressed university science. Most of it focused on industrial innovation, and 
only a handful of the many policy recommendations that were made targeted 
universities. Nevertheless, in the long run the rise of the innovation issue and 
its salience as a policy frame created an environment that would transform 
academic science. The rest of this chapter will explain how and why that frame 
gradually emerged and describe its effects on policymaking by the end of 
the 1970s.

Technological Innovation in Washington in the 1960s

In the 1950s, economists had gradually begun to explore the role of technology 
within the new mathematical framework that was beginning to unify the dis-
cipline. As data on the national economy improved, it became uncomfortably 
clear that conventional economic inputs explained relatively little of observed 
economic growth. In response, scholars began trying to identify the sources of 
this “residual” growth.12 The initial approach was to assume that all growth that 
did not come from known inputs must be attributable to technological change, 
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with the earliest estimates suggesting it was the source of as much as 87.5% of 
U.S. economic growth in the first half of the twentieth century.13 During the 
1960s, economists worked to specify various components of the residual and 
to explore the ways in which, left to itself, the market might underinvest in the 
scientific research that led to technical advances.14 But while the economists 
studying technological change were themselves mainstream academics, the 
subfield remained a relatively marginal one being developed by just a handful 
of scholars.15

Their ideas, however, began filtering into policymaking in the early 1960s, 
though in a somewhat limited fashion. The Kennedy administration was no-
table both for its obsession with economic growth and its faith in technocratic 
expertise, as well as marking the high point of economists’ influence in the 
White House.16 Thus when economist John Kenneth Galbraith and science ad-
viser Jerome Wiesner wrote to Kennedy in 1961 recommending he create a 
committee to encourage the development of technology in industries that un-
derused it, they found a receptive audience.17 The result was the White House 
Panel on Civilian Technology, led by Wiesner, Council of Economic Advisers 
(CEA) chairman Walter Heller, and Commerce Secretary Luther Hodges.18 The 
CEA was also well aware of the economic importance of technology, with Rob-
ert Solow, Richard Nelson, and Kenneth Arrow, pioneers in the economics of 
innovation, all serving on its staff at various points in the early 1960s.19 The an-
nual reports of the CEA during this era highlighted the idea that technological 
advance was central to productivity growth, and that government had a role to 
play in promoting it, in language that reads as surprisingly contemporary.

The actual impact of the Kennedy administration’s interest in the economic 
effects of technology, however, was modest. The administration did initiate the 
creation of a new office, the Assistant Secretary of Commerce for Science and 
Technology, in 1962, and Kennedy appointed General Electric manager Her-
bert Hollomon to fill it.20 Hollomon, working along lines congruent with those 
of the civilian technology panel and the CEA, promoted a Civilian Industrial 
Technology Program to encourage and better apply existing R&D in techno-
logically lagging industries, but Congress shot down his proposal, largely for 
political reasons.21 It was eventually transmuted into the modest State Technical 
Services Act, mentioned in the previous chapter as the impetus for universities’ 
industrial extension efforts, which became law in 1965 but was defunded in 
1969.22 Although the civilian technology effort was originally seen as having 
the potential to lead to a program the size of the National Science Foundation 
(NSF), by the end of the decade the assistant secretary’s office itself was the only 
visible result of the Kennedy administration’s interest in innovation.23

Hollomon himself returned to civilian life in 1967, but before he did, he initi-
ated two other activities that would be of more lasting importance in advancing 
the innovation agenda.24 First, he created an ad hoc Panel on Invention and 
Innovation that would be tasked with exploring opportunities to “improve the 
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climate for technological change [emphasis in original],” focusing particularly 
on antitrust, taxation, and regulatory policy.25 Second, he would set a Com-
merce staff economist, Michael Boretsky, at work analyzing the “economic con-
sequences of technological innovation,” a job that would take “several years of 
hard labor to complete.”26

In 1967, the Panel on Invention and Innovation published its findings in a 
report titled “Technological Innovation: Its Environment and Management.” 
Often referred to as the Charpie report, after committee chair Robert Charpie, 
it was noteworthy for two reasons.27 One, it was the first study of the govern-
ment role in innovation to reflect primarily the views of the business commu-
nity. Eleven of its sixteen members represented industry or law firms, includ-
ing companies like Xerox, CBS, Western Electric, and Union Carbide. Only 
one, Dan Throop Smith, was an academic economist, and only one currently 
held a government position.28 Several members would go on to be influential 
in the innovation debate over the next decade, including Peter G. Peterson, 
who would become commerce secretary under President Nixon, and Richard S. 
Morse, an inventor and entrepreneur who would coauthor an influential study 
on the economic importance of small high-tech firms.29

Two, the panel presented a distinctive perspective on innovation, and one 
that would anticipate much of the innovation debate that took place a decade 
later. While both Hollomon and Kennedy’s CEA had assumed that government 
could and should actively intervene to encourage innovation, the Charpie re-
port, in accordance with its charter, focused on the environment for innovation 
created by government. Its starting point was the innovative process within the 
firm, and the report stressed the critical roles of small business and entrepre-
neurs and of venture capital, themes rarely touched on in this era. It empha-
sized that R&D expenditures made up a relatively small fraction of the cost of 
innovation, and criticized the lack of awareness—across both business and gov-
ernment—of the importance of innovation. Its policy suggestions were modest, 
but its view of the government role—to create a climate in which private inno-
vation could flourish, but not to promote it directly—would prove influential in 
the long run, particularly as the environment for innovation became perceived 
as increasingly hostile in the 1970s.30

Innovation Policy during the Nixon Years

But in the late 1960s, it was hard to get a lot of attention for innovation issues. 
While the Kennedy administration had had the luxury of focusing on invest-
ments that might increase the nation’s long-term rate of economic growth, the 
Johnson administration, embroiled in a distant war and struggling with an in-
creasingly tight budget, had a shorter-term focus. The economy was not the 
most pressing political issue, as it had been expanding continuously since 1961, 
and the nation seemed on the surface to be doing just fine when it came to tech-
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nological innovation. Indeed, although mentions of a “technology gap” were 
frequent, the concern was that other nations were trailing the United States, not 
the reverse.31 In this environment, strengthening U.S. innovation was relatively 
low on the list of priorities.

But within a few years, that situation would change. The economic environ-
ment was shifting by the end of the decade, with the economy slipping into 
recession in December 1969. Inflation, which had been under 2% for most of 
the 1960s, rose to a naggingly high 6% by 1970, and productivity growth, which 
had been close to 3% for most of the decade, dropped to a mere 0.2% in 1969.32 
Suddenly, the economy was back on the front pages.

At just about the same time, Michael Boretsky, the Commerce Department 
economist studying technological innovation, began to publicize the results of 
his research. One of the many economic issues of emergent concern was the 
trade balance, which by the end of the decade was nearing zero.33 Boretsky 
argued that the United States had been experiencing trade deficits for years in 
raw materials and low-tech manufactured products, and that its positive trade 
balance had depended largely on high-technology products. By the mid-1960s, 
however, the balance in the high-tech sector had leveled off as other countries 
began to catch up technologically, and the growing deficits in the other sectors 
were pointing toward an overall trade deficit.34

Boretsky was not an academic, and his analysis was criticized by some econ-
omists. Others, however, believed he was on the right track. Richard Nelson, 
already a leading scholar in the economics of innovation, said at the time, “I’m 
basically with Boretsky. . . . I think the argument is almost unassailable.”35 Bo-
retsky’s work was completed at just the right moment, and became quite in-
fluential, finding “its way into key administration officials’ testimony to Con-
gress . . . to a greater extent than his small, two-man office . . . would imply.”36

By 1970, then, the economy was in decline and Boretsky was circulating evi-
dence that one, the nation’s technological lead was the only thing preventing a 
trade deficit, and two, it was losing that lead. But while concern about the state 
of industrial technology was on the rise, actual industry investment in R&D 
was no longer increasing. Government, which funded the majority of industrial 
R&D in the late 1950s and early 1960s, began to steadily cut its spending on 
industry R&D after 1967, with the result that total industry R&D expenditures 
were flat for the 1967 to 1975 period.37 In an environment of concern about U.S. 
technological leadership, this was a troublesome sign.

It was this combination of events that led to another serious, if brief, con-
sideration of innovation issues under the Nixon administration. Between mid-
1971 and early 1972, an internal debate over how to stimulate technological 
innovation led to the tantalizing (to some) possibility that a major new govern-
ment program to encourage it might be initiated. As Nixon was announcing 
his “new economic policy” in August, in which he implemented wage and price 
controls, a 10% tax on imports, and temporary suspension of the convertibil-
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ity of the dollar to gold, his administration was arguing over how to fulfill a 
simultaneous promise to encourage industrial R&D.38 Interest in the question 
had already been percolating, with a National Academy of Engineering sympo-
sium addressing it, a high-powered panel of the President’s Science Advisory 
Committee studying it, and Commerce Secretary Maurice Stans, stimulated by 
Boretsky’s work, pushing the issue.39

But opinions on how to help maintain the United States’ technological lead 
were far from unified, ranging from the promotion of R&D subsidy through 
tax breaks and direct loans to the creation of an industrial counterpart of NSF 
to government support for cooperative industry-wide research associations.40 
To sort out the options, Nixon appointed William Magruder, an aerospace in-
dustry executive, to lead a massive study on the topic. The New Technology 
Opportunities Program (NTOP) that Magruder headed was a grand initiative, 
drawing together 300 people in fourteen federal agencies to evaluate “virtually 
every technical proposal made by the government.”41 NTOP had the ambitious 
but somewhat vague intent of examining all proposed options to address issues 
of “productivity, balance of trade, unemployment, and the use of technology to 
solve civilian problems,” and its magnitude gave scientists “dreams of billions.”42

But despite the fanfare with which it was announced, NTOP foundered, due 
to some combination of its own overambition, Nixon’s fickleness regarding sci-
ence, a rebounding of the economy, and decreasing public support for new gov-
ernment initiatives. Its results were to be included in the first-ever Presidential 
message to Congress on science and technology in March 1972, but by January 
it was becoming clear that any resulting program would be much more modest 
than scientists had hoped.43 When the outcome was announced, the new pro-
gram turned out to be something of a phantom. Science called it “a sad contrast 
to the optimistic hints that emanated from the Administration last summer and 
fall,” and wrote that the “Office of Management and Budget, possibly with some 
cues from the White House inner circle, decided to tighten the purse strings 
around the throat of a $2-billion list of technical programs that Magruder had 
drawn up.”44 Only two modest new initiatives, the Experimental Technology 
Incentives Program at the National Bureau of Standards and the Experimental 
R&D Incentives Program at NSF, survived, and both were gone before the end 
of the decade.45 The effort to marshal support for innovation in service of the 
economy had once again fizzled out.

Why Interest in Innovation Increased in the Mid-1970s

By 1973, the nation was embroiled in Watergate and the innovation issue had 
once again lost political visibility. Attention would remain relatively limited 
during the Ford administration as well. But over the next few years, interest in 
innovation would continue to simmer within policy circles, and by 1976 the 
issue was once again becoming politically visible. This rebound of interest in 
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technological innovation would prove to be more intense and more durable 
than the brief attention the issue received from the Nixon administration, and 
between about 1978 and 1983 innovation became an issue of widespread politi-
cal concern, as well as a popular political frame. The new wave of interest was 
once again driven by the convergence of several factors: the growing body of 
economic research on the role of technological innovation, a decline in some 
actual indicators of industrial innovation, the efforts of segments of industry to 
promote government action to encourage innovation, and, most importantly, 
the continuing stagnation of the U.S. economy.

While economists did not drive the innovation debate, the knowledge they 
continued to build during the 1970s helped maintain ongoing political concern 
with the issue. Academics like Kenneth Arrow, Edwin Mansfield, and Rich-
ard Nelson were called to testify before Congress about the economic role of 
technology in the first half of the 1970s, and by 1976 such economists were 
“being increasingly consulted and courted by legislators and policy-makers.”46 
Government-sponsored analyses continued to have influence as well, such as 
a frequently mentioned 1975 report to the Department of Commerce on the 
importance of “new technical enterprises” to the U.S. economy.47 But while 
economists agreed that innovation, broadly defined, was very important eco- 
nomically, they were generally reluctant to provide policy prescriptions. As 
Mansfield wrote in 1976, “There sometimes is a tendency to slur over—or per-
haps not recognize—the fact that very little really is known concerning the 
effects of many of these policy alternatives, or concerning the desirability of 
their effects. (Indeed, in some areas, no one really knows how to study these 
questions effectively, let alone provide answers here and now.)”48 Nevertheless, 
scholars’ continued emphasis on the economic centrality of innovation pro-
vided intellectual support for reemerging political concerns.

At the same time, while not all signs were negative, some worrying trends 
in innovation-related indicators were becoming evident by the mid-1970s. The 
Boretsky argument that the U.S. was losing its positive trade balance in high-
tech industries had become weaker, as critiques had been made of his analysis 
and even Boretsky’s own data showed the U.S. gaining ground after 1972.49 But 
developments in other areas did not look as good. After adjusting for inflation, 
U.S. industry R&D expenditures were 11% lower in 1974 than they had been in 
1968–1969.50 And R&D as a percentage of U.S. gross domestic product (GDP) 
declined by nearly a quarter between 1964 and 1974. While the United States 
had once spent a larger fraction of its GDP on R&D than any other country, 
it had now been surpassed by the Soviet Union and West Germany.51 Efforts 
to look at innovation more specifically showed similar trends. A study of 500 
major technological innovations introduced commercially between 1953 and 
1973, for example, found that while the United States had produced 82% of 
innovations in the mid-1950s, by the mid-1960s that fraction had decreased to 
55%, about the level at which it remained in the mid-1970s.52
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While some of these developments could be attributed to things other than 
a decline in U.S. inventiveness—the rebuilding of Western Europe after World 
War II and the rise of Japan as an economic power, a decline in military R&D 
funding that may not have been stimulating much commercial innovation 
anyway—media coverage reflected the perception that the United States had 
lost something when it came to innovation. As Time wrote in 1976, “From cor-
porate boardrooms to garret laboratories, there is a widespread concern that 
the U.S. genius for invention is going the way of the passenger pigeon.”53 Chemi-
cal Week claimed, “it seems clear that the [chemical] industry has entered a 
conservative period during which it will tend to be less venturesome, more 
defensive (in its research and development programs, for example).”54 And 
an influential Business Week piece titled “The Breakdown of U.S. Innovation” 
warned of the results of this change: “less economic growth, fewer jobs, a loss of 
foreign markets, greater import competition in domestic markets, and finally, 
of course, a potentially devastating rise in trade deficits.”55

These perceptions reflected the views of many within the business commu-
nity, which was itself starting to take a more active role in putting innovation 
on the political agenda. When the Charpie report was published in 1967, it was 
somewhat anomalous in representing the industry perspective on innovation. 
Industry was better represented in the Nixon innovation debate, with Bell Labs’ 
Ed David serving as science adviser.56 But though industry had a voice, it made 
little difference since Nixon was not particularly interested in science policy 
and was actively hostile to the science policy establishment.57

Between 1972, when the NTOP effort ended, and 1975, the industry per-
spective on innovation—along with the issue itself—was not very visible. The 
Industrial Research Institute (IRI), an industry association of long standing, 
did publish a 1973 report on Barriers to Innovation in Industry: Opportuni-
ties for Public Policy Changes.58 But while a little activity could be seen—a Sci-
ence article by the chairman of Texas Instruments on science policy and the 
economy, a dinner hosted by the chair of IBM meant to emphasize the need 
for closer collaboration between universities and industry, the Congressional 
testimony of a couple of industry leaders on the importance of technological 
innovation—it was relatively low on the radar.59

In 1975 and 1976, though, industry efforts to put innovation back on the 
political agenda were stepping up. In early 1975, the National Academy of En-
gineering held a seminar on U.S. technology and international trade, in which 
representatives of firms like IBM, Hewlett-Packard, Varian Associates, and 
Halcon International participated.60 This seminar helped to coalesce interest 
in the issue and led to a major ten-day workshop on technology, trade, and 
the economy, at which business was heavily represented, in August 1976.61 IRI, 
too, was increasingly involved. Its president (General Electric’s Arthur Bueche, 
who had been involved with the issue since at least the Nixon administration) 
testified to Congress in early 1976 about the effects of federal policy on indus-
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trial innovation, as well as serving on a new advisory group on technology and 
economic strength appointed by President Ford.62 Business Week started cover-
ing innovation heavily in 1976, writing several articles on it and conducting 
its own survey of R&D activity at 730 firms.63 As more discussion of the topic 
developed, industry voices were increasingly well-represented, from Ford’s new 
panel (led by Simon Ramo, founder of aerospace firm TRW) to NSF, where a 
special industry panel came together to examine NSF-industry relations in the 
context of innovation needs.64

Finally, while economists, innovation trends, and industrialists all played a 
role in helping to put innovation firmly on the political agenda, their efforts 
might not have mattered had the economy not become such a nagging prob-
lem during the 1970s. The tailing off of the Nixon innovation debate had been 
closely tied to the short-lived improvement in the economy that took place in 
1972 and early 1973.65 But the first oil crisis, which started in October 1973, 
pushed the economy back into recession. By 1975, the U.S. economy was still 
shrinking, unemployment had broken eight percent, and inflation was hover-
ing near ten percent.66 While the balance of trade in high-tech products may 
have been improving, the overall trade balance was not, and worker productiv-
ity actually turned negative in 1974.67 In this environment, the political audi-
ence was increasingly interested in new diagnoses—and cures—for the nation’s 
economic problems. The idea that the United States needed to strengthen tech-
nological innovation because it drove the economy found a positive reception.

The Rise of Innovation as a Policy Frame in the Late 1970s

The conjunction of all these factors meant that by 1976 innovation was reemerg-
ing as a significant political issue. As late as 1975, Science was editorializing that 
while in 1972 it had “looked as if government had caught on to the need for 
explicit public policies toward technological vitality,” now government had re-
turned to “muddling through” when it came to technology policy, despite the 
nation’s “deep economic trouble.”68 Yet by 1976, a year that saw Congressional 
hearings on the economic role of R&D; a presidential advisory panel on tech-
nology and economic strength; the ten-day National Academy of Engineering 
(NAE) workshop on technology, trade, and the economy; and the workshop on 
NSF-industry relations, perceptions had changed.69 By September, Science was 
suggesting that “a serious renewal of interest in Washington” in the economic 
role of R&D was about to occur and that concern was “percolating briskly at the 
levels where policy is made” on science and technology.70

Yet while attention to innovation was growing, concern was not yet wide-
spread. Neither the State of the Union address, the Economic Report of the 
President, nor the Budget Message of the President touched on the economic 
importance of innovation in 1976, and neither Ford nor Jimmy Carter cam-
paigned on the issue that fall.71 In June 1977, Science was still complaining that 
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(now President) Carter was not paying enough attention to the role of R&D in 
economic growth. It even quoted him, damningly, as having said on the cam-
paign trail that “R&D is a microeconomic factor.”72

But the momentum that had been building got the final push it needed in 
late 1977. After heavy lobbying by industry executives like Bueche and sub-
sequent IRI president (and Bell Labs executive) N. Bruce Hannay, the Carter 
administration began discussing its plans for “a Cabinet-level analysis” of “the 
link between industrial R&D and innovation” in the fall.73 Innovation was 
mentioned in the 1978 State of the Union address, and in May 1978 Carter 
officially announced a Domestic Policy Review on Industrial Innovation—the 
highest level of policy review a president can command.74 Led by Jordan Ba-
ruch, assistant secretary of commerce for science and technology, the Domestic 
Policy Review extended to twenty-eight federal agencies, involved more than 
100 senior industry executives, and resulted in over 200 initial recommenda-
tions, which were eventually winnowed down to nine proposals announced in 
October 1979.75 The direct effects of the review were modest. Business Week 
called its proposals “a dud” and “a disappointment,” particularly due to the lack 
of any tax incentives, and in mid-1980 reported that “the administration has 
taken few concrete steps based on those recommendations.”76 Yet the initia-
tion of the Domestic Policy Review had a great deal of indirect influence. It 
pushed innovation to the next level as a political issue, and helped crystallize 
the industrial innovation agenda in ways that would be quite influential in the 
following years.

The year 1978 saw the highest level of media attention to innovation yet, with 
a Business Week piece titled “Vanishing Innovation: A Hostile Climate for New 
Ideas and Products Is Threatening the Technological Superiority of the U.S.” 
capturing a common tone:

A grim mood prevails today among industrial research managers. America’s 
vaunted technological superiority of the 1950s and 1960s is vanishing, they 
fear, the victim of wrongheaded federal policy, neglect, uncertain business 
conditions, and shortsighted corporate management. . . . Some researchers 
are bitter about their own companies’ lax attitudes toward innovation, but as 
a group they tend to blame Washington for most of their troubles. “[Govern-
ment officials] keep asking us, ‘Where are the golden eggs?’ ” explains Sam W. 
Tinsley, director of corporate technology at Union Carbide Corp., “while the 
other part of their apparatus is beating hell out of the goose that lays them.”77

While industry was not so happy with the specific recommendations of the 
DPR, its representatives generally acknowledged that it had created a new level 
of political awareness in Washington.78 By 1979, American Cyanamid Com-
pany’s Jason Salsbury (that year’s IRI president) noted that “Congress seems 
really to have gotten the picture,” and Hannay observed that “there is no ques-
tion about it: Washington is much more aware.”79 As a result, Congress was 
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considering “a spate of bills affecting innovation,” with “seventy-five or eighty” 
counted in late 1979, and seventy-five again in mid-1980.80 On the floor of Con-
gress, innovation and the economy came up more than twice as often in 1976 
as 1973, nearly four times as often in 1979, and more than six times as often in 
1981, the year discussion of the issue peaked.81 And in contrast to the issue’s 
absence from the 1976 presidential campaign, by 1980 “all the major Presiden-
tial candidates . . . had something to say about innovation’s plight.”82 The idea 
that technological innovation played a critical role in economic growth, and its 
corollary, that improving the innovative process could help the U.S. economy, 
had become a widespread and powerful theme in American politics.

But while innovation had become a useful policy frame by the late 1970s, it 
was also a malleable one. What one should actually do to improve innovation 
was an open question. Economists had no clear prescriptions, and were actually 
“quite cautious about assigning R&D a central role in innovation.”83 Policy entre-
preneurs, however, were much less hesitant. The beauty of the innovation frame 
was that so many issues could be recast in its terms. Much of the business com-
munity used innovation as an argument for deregulation and tax cuts. Chrysler’s 
Lee Iacocca claimed, “I never invent anything anymore. Everything I do is to 
meet a law,” and the IRI produced evidence showing that industry R&D efforts 
devoted to the requirements of the Occupational Safety and Health Administra-
tion (OSHA) and proposed legislation were growing by 16.0% to 19.3% a year, 
while overall R&D spending was increasing by only 9.3% a year.84 Republican 
representative Jack Kemp claimed that a big capital gains tax cut would “provide 
a shot in the arm to our high risk, high technology, capital starved industries.”85

On the other hand, proponents of industrial policy used innovation as an 
argument for large-scale government support for research into “generic” indus-
trial technologies—technologies that would be of use to an entire industry.86 
Since the innovation frame only argued that innovation was an important eco-
nomic problem but did not point to a particular solution, it could be (and was) 
deployed on behalf of many different kinds of policy proposals. And innovation 
was a challenging problem to solve. As one journalist observed, “While the 
legislators may be as alarmed as anyone over the signs of lagging innovation . . . 
the subject’s complexity leaves many of them nonplussed. [According to a Con-
gressional staffer,] ‘When you start to mention innovation [to legislators], they 
sort of draw a blank.’ ”87

The flexibility of the innovation issue could be seen not only in the variety 
of policies that could ally themselves with it, but also in how those with dia-
metrically opposed viewpoints could lay equal claim to it. When the Reagan 
administration came to power in 1981, it quickly killed funding for the centers 
for general industrial technology that Carter had supported. But that did not 
mean it did not drape itself in the mantle of innovation. It was simply “scorn-
ful of the idea that direct federal action can improve the innovation process 
in industry” and instead argued that innovation was stimulated by a favorable 



Innovation Drives the Economy  •  55

economic climate, to be created through “reductions in federal expenditures, 
regulatory reform, stable monetary policy, and tax policies that provide incen-
tives for investment in plant and in more research.”88

Yet the adaptability of the frame to various political philosophies did not 
mean that some policy proposals were not better positioned than others to take 
advantage of it. While innovation arguments could be made in support of in-
dustrial policy proposals, it was harder to trot them out in favor of increased 
funding for research aimed at solving social problems, a favorite goal of liberals 
in the late 1960s and early 1970s. While it worked as an argument for capital 
gains tax cuts, it was less effective if you wanted to rein in federal science spend-
ing. And by the same token, alignment with the innovation frame alone was 
certainly not enough to guarantee political success. Only a small handful of 
those seventy-five bills floating around Washington ever became law, and many 
were directly opposed to one another.

What the broad acceptance of arguments about innovation and the economy 
did do, however, was provide a political boost to a diverse variety of proposals 
that happened to fit well with those arguments. Some proposals were realized, 
and some were not. Other factors almost always came into play. Often a policy’s 
supporters had been pushing it for years for reasons that had nothing to do 
with innovation, but reframed the policy to take advantage of a political oppor-
tunity. Yet by about 1983, one could point to dozens of policy decisions, large 
and small, that had been made with the justification of supporting innovation. 
They had little else in common. But as a group, these policies would change the 
environment in which universities did science. And they would do so in ways 
that would encourage the spread of practices rooted in the logic of the market.

The Innovation Frame and the University

Universities themselves were not active in putting innovation on the policy 
agenda. While economists were studying innovation and the occasional uni-
versity scientist could be found writing about the economic importance of 
academic research, fundamentally the innovation issue was about American 
industry—how more innovation would increase its productivity and drive eco-
nomic growth.89 University leaders and university associations were not heavily 
represented in this conversation prior to 1978.90

Nor, conversely, was the industrial innovation conversation particularly fo-
cused on the university role in the innovative process. Policy recommenda-
tions from across the political spectrum focused mostly on improving the R&D 
process within industry, whether that was by government supporting indus-
try innovation directly (through an R&D tax credit, or a government program 
to stimulate innovation at the industry level) or by creating a friendlier eco-
nomic environment for industrial innovation (through tax cuts, deregulation, 
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or a variety of tweaks to antitrust or patent policy). While there were regular 
acknowledgements by all parties that the basic research done in universities 
was very important and should continue to be fully funded, as well as frequent 
statements that the university-industry relationship needed to be improved, 
these were secondary themes. Even a panel of industry consultants reporting 
specifically on NSF-industry relations did not emphasize the university role in 
innovation, noting that “the main problems of R&D incentives and disincen-
tives and the fruitful coupling between industry and academic institutions are 
ones in which NSF cannot play a direct role.”91 Their suggestions to improve 
innovation included “Changes in tax rules and accounting practices to permit 
creation of contingent reserves for R&D,” and “Moderate the effect of disincen-
tives such as complex paper work, antitrust laws, property rights, patent regula-
tions,” areas far beyond NSF’s purview.92

Not only were universities neither driving the innovation conversation nor 
the main subject of it, but of the ten policy decisions I found to be important 
in stimulating the growth of a market-logic practice, four—a large cut in the 
capital gains tax, a regulatory clarification allowing pension funds to invest in 
venture capital, the Supreme Court decision that microorganisms were pat-
entable, and the creation of a federal patent court—had almost nothing to do 
with universities. Even in decisions like the Bayh-Dole Act, which directly af-
fected universities, the legislation’s potential effects on universities were a rela-
tively minor part of the political debate. And yet in each of the three university 
practices I studied, policy decisions were critical in allowing the practice to 
grow. In nine of the ten decisions, the innovation frame was used, and in six 
of those nine, it played a key role in the decision’s being made. Arguments 
neither driven by nor primarily targeted at universities, used in many different 
ways and political contexts, nevertheless ended up pushing universities in a 
consistent direction.

This unobvious outcome happened because the innovation frame, regardless 
of whether it was focused on universities or not, saw the value of science and 
technology in its potential to make an economic contribution. Thus the policies 
it gave an advantage to also to tended to encourage activities that treated science 
in terms of its economic value, whether that was in universities or elsewhere. 
This could mean strengthening the patent system (which tended to increase the 
value of scientific inventions, thereby giving universities more incentive to pat-
ent), or funding university-industry research centers directly (thus supporting 
research that was oriented toward the specifically economic value of science), 
or any of a number of other things.

The consequences were not always consistent with the preferences of those 
who had first raised the innovation alarm. But they were consistent with creat-
ing an environment that was more favorable to market-logic practices in aca-
demic science. And while universities were not the source of the innovation 
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frame, once its success became evident they increasingly started to take the 
initiative in using it themselves, portraying academic science as a fountainhead 
of the technological innovation that would make the economy grow. The next 
three chapters will return the focus to the university, looking at the growth 
of three specific market-logic practices—biotech entrepreneurship, university 
patenting, and university-industry research centers—both before and after the 
turn toward innovation policy. I begin in chapter 4 with the emergence and 
spread of entrepreneurship among academic bioscientists.
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Faculty Entrepreneurship in the Biosciences

In November 1973�, a scientific paper was published that would transform 
university-industry relations in the biosciences. “Construction of Biologically 
Functional Bacterial Plasmids In Vitro” described how two different plasmids—
extrachromosomal rings of DNA capable of self-replication—could be split 
apart and then rejoined to one another to create a completely new plasmid, one 
with characteristics of both parent molecules and capable of reproducing on its 
own.1 This technique for recombining DNA from two different sources to form 
novel DNA sequences would provide the basis for the growth of a $360-billion 
industry, one that academics, to a large extent, created.2

Academic scientists have played a role in the world of industry since the 
nineteenth century, in fields from chemicals to electronics to agriculture.3 Yet 
academics’ role in the birth of the biotechnology industry during the late 1970s 
and early 1980s was fundamentally different from any part they had taken 
before. In the past, professors had acted as consultants, inventors, and even 
founders of firms. But they did so while acknowledging a fairly clear boundary 
between the university and industry.

Formally or informally, most universities have long adhered to the “one-
day-a-week” rule regarding faculty consulting.4 Faculty are permitted and even 
encouraged to work with outside organizations for the equivalent of one day 
a week, in the belief that such engagement with the “real world” is good for 
both parties. At the same time, the limit reminds any overenthusiastic profes-
sors that their primary obligation is to the university that pays their salaries.5 
Historically, when academic scientists became more deeply involved in busi-
ness activities they would leave their university appointments. Occasionally, a 
scientist might cycle back and forth between university and industry positions, 
particularly in engineering fields, but this was uncommon, and it was assumed 
scientists would not hold two positions simultaneously. The line between the 
two kinds of work was reasonably well-defined.

Biotechnology changed this. Emerging from disciplines with almost no 
tradition of industry relations, it ignored the old model entirely in favor of a 
university-firm relationship that was both better integrated and blurrier. From 
the earliest years of the biotech industry, university faculty acted not only as 
consultants but as entrepreneurs. They started firms, served on boards, and 
announced their advances not only in scientific journals but also at press 
conferences. Early on, very few people had the knowledge needed to conduct 
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biotech research, and almost all of them were at universities. Most of these sci-
entists had no interest in quitting their academic jobs to become entrepreneurs 
in an unproven industry. Venture capitalists who wanted to start firms had to 
find ways to entice academics to participate without asking them to leave their 
universities.

As a result, academic scientists began founding firms while remaining fac-
ulty members, at least until the firms grew too big to manage this way. Fledgling 
firms also needed scientific legitimacy in order to persuade venture capitalists 
and multinational corporations—which generally lacked the ability to judge 
the technical feasibility of a startup’s ideas—to invest in them. So scientific ad-
visory boards, filled (ideally) with renowned scientists, were created to signal 
this legitimacy to potential investors. This tied not just one but many professors 
to a firm, giving them a personal and financial stake in its success.

Between 1979 and 1982, the biotechnology industry experienced a boom 
that drew many more faculty into these sorts of entrepreneurial activities. A 
handful of professors became fabulously wealthy after the initial public offer-
ings (IPOs) of their startups, and by 1980 even faculty who had once professed 
disinterest were getting involved. While this entrepreneurial spirit drew con-
cern from some quarters, such activities nevertheless spread so rapidly that 
they had already become common in certain fields by the early 1980s, and they 
continue to the present day.

The story is often told as if all this were inevitable. The technological break-
through of recombinant DNA (rDNA) technology was so great that it had to 
be commercialized, and there was no one to do it but academics. Certainly the 
scientific advance was a great one, with enormous practical implications. But 
this chapter will argue that it was not, in fact, inevitable that biotechnology 
take this particular path of development, one that hybridized academic and 
industrial science. There were actually substantial barriers to making faculty 
entrepreneurship a new norm in the biosciences.

These barriers were not, as one might suspect, primarily cultural, though 
there was definitely criticism of entrepreneurial activities within universities. 
Instead, the main barrier was the limited quantity of capital interested in in-
vesting in the fledgling industry, in which the path from academic invention 
to marketable product would clearly take years to traverse. The likelihood (as 
it appeared in 1977) that rDNA research would be heavily regulated for safety 
reasons was moderately discouraging to potential investors. But the biggest 
problem was a venture capital market that had almost completely dried up by 
1978. Without a change in this situation, the future of biotech startups—and 
thus of academic entrepreneurship, at least in this particular form—was highly 
questionable.

Three policy decisions—a decision by Congress not to regulate rDNA re-
search in late 1977, the passage of a large capital gains tax cut in late 1978, and a 
regulatory clarification by the Department of Labor allowing pension funds to 
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invest in venture capital in 1979—changed the environment of biotech startups 
in ways that helped them to grow and spread rapidly by the end of the decade. 
In each of these cases, arguments about the economic role of innovation were 
important, and they were decisive in the rDNA regulatory decision. The rest 
of this chapter will tell the story of how biotech entrepreneurship got its start, 
of how barriers to its growth were broken down by policy decisions shaped by 
innovation arguments, and of how it ultimately became a common practice at 
research universities.

Before Biotech

While many academic fields had traditions of industry collaboration before the 
1970s, biology was not one of them. Faculty entrepreneurship in the biosci-
ences was nearly nonexistent, as, in fact, were almost any university-industry 
relationships in those fields. Primarily this was because the major scientific 
breakthroughs of the postwar decades—most significantly the discovery of the 
structure of DNA—had not yet created knowledge that anyone could do some-
thing with. As one early participant in the biotech industry recalled,

Notwithstanding the fact that a lot of chemical and chemical engineering 
and physical and electronic developments had turned into companies, that 
hadn’t happened yet in biology. It was like maybe a dam waiting to burst or 
an egg waiting to hatch, but the fact is, there were a lot of Nobel Prizes in 
molecular biology, but no practical applications. . . . [Before the development 
of rDNA in 1973 and monoclonal antibodies in 1975], the Nobel Prizes that 
had been awarded might as well have been awarded in astronomy. You can 
look at the stars all you want; you can’t move them around.6

Similarly, in recalling an abortive attempt by Stanford’s biochemistry depart-
ment to start an industrial affiliates program, the then-department chair 
pointed out, “You realize that in 1970 our department did not have something 
it could go out and sell as easily as it did in 1979.”7

This lack of practical applications went along with a cultural distance be-
tween universities and industry that was much larger than in many scientific 
fields. Another Stanford biochemistry chair described the attitude of academic 
biologists in the 1960s:

Chemistry departments traditionally were tightly linked with industry. Their 
Ph.D. and M.S. graduates invariably went into industry. Very few went into 
academia.  .  .  . But in biology it was utterly unknown.  .  .  . For one of our 
graduates to enter industry would have been regarded a disaster, comparable 
perhaps to the marriage of an orthodox Jew to an orthodox Gentile. . . . It was 
not acceptable to degrade and prostitute yourself by engaging in activity that 
was done under such nonscientific, unproductive intellectual circumstances. 
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The thinking was that people in the pharmaceutical industry, even if they 
started off bright, became drudges. Their function was to find ways to avoid 
an existing patent or to get some new patent based on a trivial thing.8

In this environment, consulting was rare, and entrepreneurship was almost un-
heard of.9

The relative plenitude of National Institutes of Health (NIH) funding also 
contributed to the lack of interest in industry relationships. Between 1956 
and 1966, NIH appropriations increased by nearly an order of magnitude and 
ended above the billion-dollar mark, with the bulk of this money going to uni-
versity laboratories.10 There was little reason for biologists to turn to industry 
when budgets were already growing at this rate.

But in the postwar decades, the biological sciences were undergoing a 
change. Older disciplines like zoology and botany were being displaced by a 
reductionist approach to biology that studied life at the molecular level. Apply-
ing techniques borrowed from physics and chemistry to biological questions, 
the molecular study of biology had already led to major advances during the 
1940s.11 Watson and Crick’s 1953 breakthrough, made possible by x-ray crys-
tallography, seemed the ultimate validation of this new strategy.12 By the 1960s, 
molecular biology and related fields like biochemistry were clearly ascendant, 
and ambitious universities were increasingly making these fields central to 
their biology programs.13

Some schools, like Berkeley, had trouble reorganizing biology along molecu-
lar lines.14 Others, however, transformed their departments. Stanford’s legend-
ary provost, Frederick Terman, wanted the university’s solid but individualistic 
biology department to become more collaborative and cross-disciplinary to 
take advantage of new funding opportunities created by the growth of NIH.15 
His strategy was to hire a world-class biochemist to shake things up. Terman 
chose Arthur Kornberg, a young professor and soon-to-be Nobel laureate at 
Washington University, luring him to Palo Alto with an offer to “hire his entire 
Biochemistry Department  .  .  . ‘down to the last dishwasher’” as well as “un-
checked power to reshape the department . . . as he alone saw fit.”16 The gamble 
paid off, and by the mid-1960s Stanford’s biological sciences were among the 
best in the field.17 Similarly, the University of California, San Francisco (UCSF) 
was able to transform itself from a second-rate medical school to a first-rate 
research institution in part through a massive investment in its biochemistry 
department, which would go on to produce major breakthroughs.18

While these intellectual advances had not led to practical applications by the 
late 1960s, it was nevertheless becoming increasingly clear that such applica-
tions were just over the horizon. In 1967, Arthur Kornberg, postdoc Mehran 
Goulian, and Caltech biophysics professor Robert Sinsheimer announced the 
synthesis of self-replicating viral DNA.19 Newspapers announced that this was 
a step toward “the time when life can be manufactured in a test tube,” and while 
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that overstated the reality, it alarmed Congress enough to call Kornberg and a 
colleague to testify about the ethical implications of the advance.20

The real practical breakthrough, however, did not come until 1973. Stanford 
biochemist Paul Berg, along with postdoc David Jackson and Robert Symons, 
a visiting scholar from Australia, had actually created recombinant DNA in 
1972.21 But the method Berg’s lab used was so technically challenging that it 
was not clear it could be replicated without that lab’s particular resources and 
expertise.22 Since the technique used tumor viruses, there were also fears that 
it was dangerous, and that it might be possible to put a tumor virus into E. 
coli, for example, and create an easily transmitted bacterium that could cause 
cancer in humans.23 This led Stanley Cohen, a Stanford professor of medicine, 
and Herbert Boyer, a UCSF professor of microbiology, to decide, in a legend-
ary meeting at a Hawaiian delicatessen, to try to “creat[e] hybrid DNA mol-
ecules without the help of viruses.”24 The Cohen-Boyer collaboration moved 
with unexpected speed, facilitated by the atmosphere of intense competition 
and round-the-clock effort found in UCSF’s biochemistry labs.25 In late 1973, 
the first major paper from their work, coauthored by Robert Helling, a visiting 
scientist from Michigan, and UCSF technician Annie Chang, was published.26

The new work on recombinant DNA attracted a great deal of attention. Un-
like Berg’s method, the Cohen-Boyer technique could be performed by almost 
any lab.27 But even though it avoided tumor viruses, the method’s easy replica-
bility led to a new wave of fears about what sort of dangerous chimeras might 
be created. For the next several years, the scientific community would exert a 
great deal of energy trying to deal with those fears.28

After the first Cohen-Boyer paper was published, Philip Handler, president 
of the National Academy of Sciences (NAS), asked Paul Berg to head a com-
mittee to propose ways of managing this new technology. In April 1974, by 
which point it was clear “that anything could be inserted into a plasmid and 
cloned,” Berg organized a meeting at MIT with some of his most prominent 
colleagues.29 The MIT meeting decided that the risks of rDNA research, while 
unknown, were great enough that scientists should observe a temporary mora-
torium on certain types of experiments, and a letter to this effect, signed by 
luminaries including Cohen and Boyer, was published in Science, Nature, and 
the Proceedings of the National Academy of Sciences.30 The letter also suggested 
that NIH should form an advisory committee to guide further research, which 
the agency quickly did.31 Planning for a conference on potential hazards—to be 
held at the Asilomar Conference Center, near Santa Cruz, in February 1975—
began right away.32

The quick move by the scientific community to address the potential risks 
of rDNA research helped temporarily to keep the issue under the purview of 
scientists rather than policymakers. The Asilomar conference, a carefully man-
aged event with a restricted guest list, saw scientists argue late into the night 
before coming to an agreement that the moratorium could be lifted, that re-
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search in previously halted areas could proceed under conditions of physical 
containment, and that voluntary guidelines should continue to be observed.33

But the issue proved difficult to contain. As early as April 1975, Senator 
Edward Kennedy was holding hearings on the risks of genetic engineering 
and whether scientists could be trusted to manage those risks.34 As NIH’s new 
Recombinant DNA Advisory Committee prepared to release guidelines for 
rDNA research in early 1976, controversy began to erupt in the college towns 
where such research would be taking place. In June, Cambridge placed a three-
month moratorium of its own on rDNA research while it evaluated the new 
NIH controls, and over the next year a string of local and state governments 
considered similar measures. By the beginning of 1977, bills to regulate rDNA 
research were being introduced into Congress. The future of rDNA research 
was in question.35

Early Entrepreneurship

The potential risks of recombinant DNA technology gained immediate atten-
tion when it was first developed, but so did its potential for practical applica-
tion. As early as 1974, the New York Times was suggesting the new technique 
might lead to the creation of nitrogen-fixing microbes that could replace fertil-
izer, new insulin supplies for diabetics, and easier production of the antibiotic 
streptomycin, and Fortune was claiming that “We stand at the threshold of an 
enormously more sophisticated extension of industrial microbiology through 
genetic upgrading of organisms.”36 To the scientists involved, the implications—
that biology would now be able to “move around the stars”—were apparent.37

What was much less clear was how that would happen, and what academics’ 
role would be in making it happen. Because the line between academia and 
industry was so sharp in the biological sciences, there were very few industry 
scientists who had the skill set needed to build recombinant DNA research pro-
grams. The relevant knowledge was all located in universities, so if rDNA was 
going to be applied commercially, academics would have to be involved. But 
that could happen in a variety of ways—through faculty consulting with exist-
ing firms, for example, or through industry hiring of new PhDs, both of which 
would have been more traditional routes. Or academics might have become in-
volved in starting companies, but left their faculty positions to do so. A number 
of paths were conceivable.

But not a lot of movement toward commercialization actually took place be-
fore 1976. One small microbiology company, Cetus, did announce in 1975 that 
it would be moving into the rDNA area.38 Cetus was that then-rare creature, 
a bioscience startup actually founded by academics.39 In 1971, faculty from 
Berkeley, MIT, and Stanford had established the firm with a plan to produce 
instrumentation that could screen large microbial colonies for beneficial mu-
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tants that might, for example, produce antibodies more rapidly. Cetus’s early 
success was modest, and while by 1974 the company had contracts with phar-
maceutical companies Schering-Plough, Upjohn, and Bayer, it was in internal 
disarray and was frantically seeking to diversify into other areas of research.40 
The next year, Cetus signed Stanley Cohen on as an advisor, and made a grand 
announcement:

We propose to do no less than to stitch, into the DNA of industrial micro-
organisms, the genes to render them capable of producing vast quanti-
ties of vitally-needed human proteins.  .  .  . We are proposing to create an 
entire new industry, with the ambitious aim of manufacturing a vast and 
important spectrum of wholly new microbial products using industrial 
microorganisms.41

But the firm did not yet have an actual research program to go along with its 
plans.

Beyond Cohen’s signing on as a consultant with Cetus, the most entrepre-
neurial thing that had happened in academia involved not a scientist but Niels 
Reimers, director of Stanford’s Office of Technology Licensing. Neither Cohen 
nor Boyer had investigated the possibility of patenting their method of recom-
bining DNA. But Reimers, clued into Cohen’s work by an article in the New 
York Times, approached Cohen about the possibility. Cohen initially objected, 
seeing rDNA technology as inappropriate for patenting.42 Reimers, however, 
convinced him that patenting would both benefit Stanford financially and ac-
celerate the technology’s path to market. In November 1974, just before the 
one-year filing deadline, Stanford and the University of California filed to pat-
ent the Cohen-Boyer technique.43

Nor was much progress toward commercialization happening outside of 
universities. A handful of multinational pharmaceutical companies had started 
modest internal research programs on rDNA, and Imperial Chemical Industries 
(ICI), a British firm, committed £40,000 to a genetic engineering collaboration 
with the University of Edinburgh.44 But for the most part, large firms tended 
to be conservative, and their investments in rDNA research were made defen-
sively, to preserve existing markets.45 As one ICI scientist explained, “To invest 
money in [a genetic engineering company] to achieve expression of mamma-
lian genes in E. coli would be worthless because the likelihood is that this will 
first be done by one of the many academics working in this area; then we will 
all have access to the information.”46 Furthermore, the consensus seemed to be 
that rDNA technology, while promising, was still a very long distance from ap-
plications, and as late as 1977 an estimate that marketable products of genetic 
engineering would be developed “in less than five years” was called “one of the 
earliest yet stated.”47

So at the beginning of 1976, there was very little investment in rDNA by the 
chemical or pharmaceutical industries. No new firms had been started with the 
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specific purpose of commercializing rDNA technology. And Cetus, the only 
firm that had announced it would be specifically focusing on the development 
of rDNA, was not terribly promising, with one investor going so far as to call 
it “a high-class fraud.”48 But a new company, one that would provide a success-
ful model for academic entrepreneurship in the biosciences, was about to be 
formed. The impetus for its formation, however, would come not from aca-
demia, but from the venture capital community.

The Genentech Model

In 1975, a young venture capitalist named Robert Swanson was about to be 
let go from his position at Silicon Valley firm Kleiner & Perkins. Swanson was 
looking for a new job. He had recently learned about rDNA technology and 
become excited about its prospects, and he was familiar with Cetus because 
Kleiner & Perkins had invested in the company. Since Cetus did not yet have an 
active rDNA research program, Swanson proposed that the company hire him 
to start one. Cetus, however, turned him down. So Swanson began cold-calling 
academics to talk to them about the new technology.49

Most people Swanson spoke with felt that rDNA technology was still too 
embryonic to try to develop commercially. But when Swanson met with UCSF 
biochemist Herbert Boyer, Boyer reacted positively.50 As Boyer later recalled, “I 
had thought about the technology being ready to be commercialized, and had 
discussed it with at least one drug company that I can recall, but they weren’t 
very interested in it.”51 In April 1976, Swanson and Boyer founded Genentech 
with $1,000 of their own cash. Shortly thereafter, Kleiner & Perkins put in 
$100,000.52

Swanson and Boyer had a clear business strategy. Their vision was to pro-
duce medically useful compounds by expressing them from genetically engi-
neered bacteria. Their first goal, which would serve as a proof of technological 
feasibility, was the expression of somatostatin, a human growth-related hor-
mone that was chosen because of its simplicity. The second project would be 
to produce human insulin, which had a several-hundred-million-dollar mar-
ket in the United States alone.53 There was no immediate plan to establish a 
research facility outside Boyer’s UCSF lab. Instead, they would contract with 
others—initially, Arthur Riggs and Keiichi Itakura at the City of Hope Medical 
Center—to do whatever research couldn’t be done at UCSF.54

Genentech’s early years were tumultuous. This kind of entrepreneurship—
starting a company while remaining a professor—was very rare, and many 
people looked askance at it. Some scientists’ responses were relatively neutral. 
Riggs and Itakura, for example, had no particular aversion to working with 
industry, though Itakura expressed some very mild reservations.55 Nor did they 
encounter strong negative reactions from their colleagues at City of Hope, pos-
sibly because it was a freestanding hospital, not a university, and also, perhaps, 
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because the organization had no endowment and was thus already oriented 
toward fundraising.56

But other relationships that Swanson and Boyer tried to develop were quickly 
derailed by anti-industry sentiment. Boyer’s colleagues William Rutter and 
Howard Goodrich agreed to consult for Genentech, but, according to Swan-
son, “backed out because they couldn’t stand the peer pressure against being 
affiliated with an industrial company.”57 Moreover, the boundaries between Ge-
nentech, the company, and Boyer’s academic lab were blurred to the point of 
being nonexistent, which led to great tension in Boyer’s department, including 
his being “viciously attacked” by some of his colleagues.58 Boyer later recalled

criticisms that there was a big greed factor, that I was compromising my re-
search, a big conflict of interest. . . . It was very difficult for me. I had a lot of 
anxieties and bouts of depression associated with this. Here I thought I was 
doing something [laughs] that was valuable to society, and doing something 
that would make a contribution, and then to have the accusations and criti-
cisms, it was extremely difficult. . . . And the way the attacks went, I felt like 
I was just a criminal.59

Despite the controversy, however, the two labs plugged away with the soma-
tostatin experiments. By mid-1977, it was becoming clear that their approach 
was going to work—faster than anyone had anticipated. In November 1977, 
in an unusual move, NAS president Philip Handler and Paul Berg announced 
at Congressional hearings on rDNA regulation—even before the results were 
published—that Genentech had successfully produced somatostatin.60

Barriers to the Spread of Academic Entrepreneurship

Yet despite Genentech’s rapid progress, the initial growth of academic entre-
preneurship was far from explosive. By the end of 1977, Genex was the only 
additional rDNA company that had been formed, and while it had an academic 
as chair of its scientific advisory board, its founders were a venture capitalist 
and a physician-businessman.61 Monoclonal antibodies, another technology 
upon which many biotech firms would later be built, were also developed in a 
British research institute in 1975, but no one had begun commercializing 
them, either.62 Bioscience entrepreneurship did not appear to be on the verge 
of rapid spread.

There were several reasons for this. First, entrepreneurship was still quite 
unusual within the culture of academic biology. Starting a company was not an 
obvious move for many academics, and as Boyer found out, there were social 
sanctions against those who tried it. That was doubtless a disincentive for some.

Second, the perception that the technology was still far from practical appli-
cation limited commercial development efforts. Riggs and Itakura, who worked 
on the production of somatostatin for Genentech, were actually rejected for an 
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NIH grant to try the same thing, partly on the grounds that their three-year 
projected timeframe was unrealistically aggressive.63 Genentech would, in fact, 
manage to produce somatostatin in a year and a half, but the belief that the sci-
ence would take a long time to develop was widespread.

Third, in 1977 the threat that Congress would act to regulate—and perhaps 
restrict—rDNA research was growing. Between January and April, more than 
a dozen bills and resolutions on rDNA were introduced to Congress, and in 
July, a science policy reporter observed that “the legislative process is . . . now 
well advanced and its momentum is probably unstoppable.”64 In this environ-
ment, many scientists’ efforts were focused on avoiding or moderating govern-
ment regulation of their research, not on starting companies with it. Paul Berg 
later said that he stayed away from commercial activity during this period so as 
not to appear compromised when he spoke about the safety of rDNA research, 
and Stanley Cohen suggested that he became a consultant to Cetus rather than 
founding his own company because he felt that if he started a firm, he would be 
perceived as having too much at stake to be objective.65 Even the voluntary NIH 
safety guidelines then in effect would have been problematic in an industrial 
setting, and the prospect that such guidelines might be strengthened and made 
law did not encourage significant investment.66

But the fourth factor—the limited availability of capital—may have been 
most important of all. In the mid-1970s, risk capital was very hard to come by. 
Small business was caught in a “maddening struggle to survive,” with interest 
rates high and banks reluctant to lend.67 With the stock market in an extended 
slump, initial public offerings of small firms dwindled to almost nothing, from 
649 in 1969 down to one in the first half of 1975.68

The venture capital community was particularly hard hit. Though wealthy 
individuals had long been investing in new companies, formal venture capi-
tal organizations had only begun to flourish in the 1960s.69 The year 1969 was 
a record one for venture capital investment, with $171 million in new funds 
raised. But 1970 marked the beginning of a deep slump, which bottomed out 
in 1975, a year in which only $10 million in new funds was invested (see figure 
4.1). Although investment then increased modestly, to $50 million in 1976 and 
$39 million in 1977, this was still a very small amount of money on a national 
scale.70 As economist Josh Lerner has pointed out, during these years “firms 
seeking to commercialize many of the personal computing and networking 
technologies that would prove to have such a revolutionary impact in the 1980s 
and 1990 . . . struggled to raise the financing necessary to commercialize their 
ideas.”71 While recombinant DNA was also a promising technology, there was 
little money seeking high-risk investments of any sort.

This poor climate for investment meant that there was relatively little impe-
tus for the creation of new firms. The earliest biotech startups, including Cetus, 
Genentech, Genex, and Biogen (created in early 1978), were all initiated by 
venture capitalists who actively sought to bring academics on board, and not 
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the reverse.72 Fewer venture capitalists looking for deals meant less pull for aca-
demics, not already oriented toward business, into entrepreneurship.

The limited availability of capital did not only discourage the formation of 
new firms. If the financial environment that existed as late as early 1978 had 
persisted, it is hard to imagine that even already-established biotech startups 
could have survived for long. While scientific progress was moving faster than 
some had anticipated, the first rDNA product, insulin, would not hit the mar-
ket until 1982, six long years after Genentech was formed.73 As late as 1987, 
no biotechnology firm had “been able to report a profit solely from the sale of 
biotechnology products.”74 And these firms burned through money. By 1979, 
Cetus would employ 200, but bring in only $7 million in revenues.75 As the 
Economist wrote in 1978, “Genentech has run smack up against one feature of 
biotechnology that may distinguish it from integrated circuits: entry costs in 
bulk manufacture too high to be hurdled by venture capital.”76

The other obvious source of capital for startups was investment by large mul-
tinationals in industries like pharmaceuticals and chemicals. While Monsanto 
did take a very modest early stake in Genentech, most companies in relevant 
industries—particularly the drug companies—were not in a rush to invest.77 
Cetus cofounder Ronald Cape had a psychological theory to explain this 
reluctance:
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Figure 4.1. New funds raised by venture capital companies, 1969–1984 (in millions of 
current dollars). Adapted from Perez (1986:30).
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If you’re a 45- to 55-year-old decision-maker in a drug company, and you 
see a new technology that’s going to revolutionize your business, you have 
everything to lose and nothing to gain by making a decision [to invest in 
it]. . . . If you are wrong in moving with this new technology . . . you’re go-
ing to suffer for it, you’re family’s going to suffer for it, your career’s going to 
suffer for it. If you were right, you will have retired by the time it becomes 
clear that you were right, okay? So you’ve got everything to lose and noth-
ing to gain.78

And cofounder Donald Glaser recalled that when Cetus finally did attract in-
vestment from multinationals, it came from unexpected sources:

They were two oil companies, Chevron and Amoco, which is Standard Oil 
of Indiana, same thing. Their reason is really peculiar. They were just rolling 
in money at that time. . . . What they wanted was an investment that looked 
promising but was guaranteed not to make any money for ten years [laughs]. 
So we could promise them that. National Distillers, same deal. . . . Whatever 
it was, that’s where we got serious money and none from a drug company, 
even though we tried.79

So while multinationals were not completely uninterested in biotechnology, 
they certainly were not about to provide a flood of new dollars. In this environ-
ment, with so many deterrents to entrepreneurship, the chances that academic 
bioscience was about to experience an entrepreneurial revolution still appeared 
remote.

1978: A Turning Point

But in 1978, the larger environment started to change in ways that would in-
deed help set off such an entrepreneurial revolution. Between November 1977 
and June 1979, three policy decisions were made that contributed to the un-
leashing of a wave of entrepreneurship in the biosciences. The first was the 
decision not to regulate rDNA research through legislation, which removed 
one disincentive to entrepreneurship and investment in rDNA technology. 
The second was the passage in November of the Revenue Act of 1978, which 
sharply cut capital gains taxes. And the third was a change in Department of 
Labor regulations, proposed in April 1978 and finalized in June 1979, that al-
lowed pension funds to invest in venture capital. These last two moves would 
unleash a flood of new venture capital that changed the business environment 
considerably and helped young companies to grow rapidly. In each of these 
three policy decisions, new arguments about the economic importance of in-
novation played an important role.
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While some academic scientists were categorically opposed to working with 
industry, more had mildly negative feelings about the possibility but were not 
militant about their position. Such scientists had never entertained the idea of 
entrepreneurship—but less because of sharp ideological opposition than be-
cause it was a totally foreign path for an academic career to take. But when 
policy decisions made large new pools of resources available, many academics 
were lured into entrepreneurship, slowly at first, and then, after a few scientists 
struck it rich, in a rush. By 1981, entrepreneurship was becoming common in 
some parts of biology, and in 1982, a Washington Post reporter wrote—perhaps 
hyperbolically—that “there is no notable biologist in this field [molecular biol-
ogy] anywhere in America who is not working in some way for a business. I 
interviewed some two dozen of the best molecular biologists in the country and 
found none.”80 Policy decisions were not the only thing that contributed to this 
entrepreneurial revolution, and I will consider other factors as well. But they 
were a necessary condition, and they were shaped by the growing influence of 
the idea that technological innovation was critical in driving the economy.

Recombinant DNA Legislation

The debate over the safety of recombinant DNA moved from the local to the 
national stage at the beginning of 1977. The previous year municipalities, un-
happy with the voluntary guidelines on rDNA research that NIH had just re-
leased, had begun proposing local ordinances that would further restrict it by 
requiring higher (and very expensive) levels of containment.81 As the year went 
on, both policymakers and the public grew increasingly concerned, and early 
1977 saw Congress consider a variety of legislative proposals to regulate rDNA, 
ranging from one that would keep NIH the locus of control to one that would 
give a presidentially appointed commission with a majority of lay members the 
power to control rDNA research.82

The uproar over genetic engineering was so great that in the first half of 1977 
most observers agreed that some sort of legislation was likely to pass.83 Even 
opponents of regulation, like NAS president Philip Handler, had “reluctantly 
concluded that legislation . . . is inevitable,” and some industry representatives 
looked forward to at least having the regulatory uncertainty resolved.84 “Legis-
lation on this matter has to come. . . . There has to be some government involve-
ment,” announced C. Joseph Stetler, president of the Pharmaceutical Manu-
facturers Association.”85 While many scientists publicly continued to oppose 
any Congressional intervention, their organized lobbying efforts were aimed 
mostly at making sure whatever legislation passed would be reasonably accept-
able, not at killing it entirely.86

The real question was what such legislation would look like. Many academ-
ics found scientist-led NIH regulation to be reasonable. But for the commercial 
development of rDNA, even the voluntary NIH guidelines were problematic. 
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For example, they stated that labs could create no more than ten liters of re-
combinant material—a quantity that would have been entirely inadequate for 
industrial purposes. Similarly, the requirement that rDNA material be available 
for NIH inspection would have been strongly objectionable in a proprietary 
environment.87

The fact that no legislation actually passed, then, and that serious discussion 
of the possibility had come to an end by May 1978, was very positive in terms 
of encouraging commercial development. Regulatory uncertainty was one rea-
son that Biogen, led by Harvard biologist Walter Gilbert, was incorporated in 
Luxembourg, not Cambridge, in early 1978, and the desire to avoid a P4 level of 
containment—one that required “spacesuits” and to which no American uni-
versity even had direct access—led Eli Lilly to set up an rDNA lab in France 
rather than the United States.88 What changed between mid-1977 and mid-
1978 that turned the tide? One important development was the introduction 
of arguments about the economic impact of innovation—in this case, the claim 
that regulation would harm the growth of a very promising new industry.

By late 1977, the issue of innovation was becoming more politically visible, 
with Jordan Baruch, Carter’s secretary of commerce, publicly discussing what 
would become by November the Domestic Policy Review of Industrial Inno-
vation.89 But the debate over the safety of recombinant DNA was not initially 
focused on the economic potential of this new technology. Instead, opponents 
of regulation tended to emphasize the scientific and medical contributions that 
would be made by rDNA research, and the likelihood that legislation would 
slow such advances. At Senate hearings in April 1977, for example, while com-
mercial applications of rDNA were frequently mentioned in passing, no one ar-
gued that regulation might pose a threat to their development.90 But by the fall, 
the argument that regulation would have specifically economic consequences 
was showing up with increasing regularity.

The real turning point in the debate was another set of Senate hearings that 
took place in November. These were the hearings at which NAS president Philip 
Handler took the very unusual step of announcing an unpublished scientific 
advance: that Genentech’s Herbert Boyer had managed to get E. coli to produce 
somatostatin using recombinant methods.91 This was the first concrete demon-
stration that rDNA techniques could be used to produce such substances, and 
it was presented, both at the hearings and in the media, as evidence that com-
mercial applications had become a reality.92

The rest of the November hearings focused heavily on the potential threats 
of rDNA regulation to a nascent industry. Speakers emphasized that regula-
tion could result in “an exodus of industry,” have “economic consequences,” 
cause the technology to be “exploited elsewhere,” and cause industry to “move 
elsewhere.”93 Historians have called the somatostatin announcement a “critical 
event in turning the tide of Congressional opinion” and said that the “argu-
ment, and implicit threat, from leaders of industry and science that a new field 
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would be held back and its ‘benefits’ squandered if legislation was enacted was 
influential. No legislator wanted to be accused later on of blocking a potentially 
valuable source of international trade.”94

While debate over the regulation of rDNA continued into the spring, from 
this point on, antiregulatory arguments stressed the potential economic im-
pact of legislation. “The advent of commercial prospects for genetic engineer-
ing [had] moved questions about control of the field firmly into the context of 
international competition.”95 The March 1978 report of a House subcommit-
tee, for example, emphasized the rate at which other countries were moving 
forward with commercial applications of rDNA technology.96 Proponents of 
regulation found themselves making little headway, and within a few months, 
serious discussion of legislation had ended.

The Capital Gains Tax Cut and Regulatory Changes for Pension Funds

The possibility that Congress might regulate rDNA research was a modest dis-
incentive to commercial investment in biotechnology. But even if had there 
been no chance of regulation, the risk capital environment would have been a 
problem for developing the technology. While the dearth of venture capital had 
multiple causes, including a stock market that had been flat for ten years and an 
economy that had been through two recessions in five years, two factors were 
particularly important.97 One was a series of increases in the capital gains tax 
between 1967 and 1976 that raised the top effective marginal rate from 25% to 
49%, thereby discouraging individuals from investing in venture capital.98 The 
other was the 1974 passage of ERISA, the Employee Retirement Income Secu-
rity Act. Created in response to abuse of pension funds, ERISA contained an 
obscure provision called the “prudent man rule,” which stated that fund man-
agers could be held personally liable for the performance of any investments 
riskier than those a hypothetical prudent man might make.99 This led pension 
funds—which controlled a great deal of capital, $297 billion in 1977—to stop 
putting money in high-risk investments almost entirely, which made the risk 
capital environment deteriorate further.100

The decisions to reduce capital gains taxes sharply and to loosen the prudent 
man rule emerged from a much different political debate than the one over the 
safety of recombinant DNA, and it had little direct relevance to universities. 
But it, too, was shaped by innovation concerns. In the early and mid-1970s, 
various business interests, increasingly worried about the drift of the coun-
try toward greater regulation and higher taxes, started to organize politically. 
Among a number of such groups, the National Venture Capital Association 
(NVCA), a small organization representing several dozen venture capital firms, 
was formed in 1973.101 The NVCA was very unhappy with the high tax rates on 
capital gains, but it did not have a high political profile, nor was it easy to gain 
popular sympathy for the interests of venture capitalists.102
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But when the Department of Commerce released a report in early 1976 show-
ing that a small group of innovative high-technology companies were creating 
more jobs than a group of mature companies with forty times the revenues 
of the small firms, the NVCA decided that this—focusing on the jobs created 
by the kinds of firms its members funded—was a good strategic approach to 
build upon.103 Later that year, it issued a report of its own (“Emerging Innova-
tive Companies—An Endangered Species”), which emphasized that “emerging 
innovative companies play a far more important role in our economy than is 
generally understood,” and that “in order to flourish, innovative companies re-
quire: the availability of capital to fund the formation of new small companies” 
and “the availability of capital to finance the growth of successful innovative 
companies themselves.”104 It then recommended policy changes including a re-
duction in the capital gains tax and clarification of the prudent man rule to 
encourage such investment.105

At the same time, President Jimmy Carter’s commitment to tax reform was 
increasing the salience of the capital gains tax issue. Carter, who entered office 
in January 1977, hoped to raise the capital gains tax rate further yet, arguing 
that taxing unearned investment income at lower rates than ordinary income 
was unfair.106 The result was that groups that thought the capital gains tax rate 
was already too high got “galvanized into action in a way that nobody else had 
ever been galvanized before.”107 For a while, the NVCA had hoped to enlist the 
much larger American Electronics Association (AEA) to help it work toward a 
capital gains tax cut, but before this, the AEA had not been very interested.108 In 
February 1977, however, the AEA committed to the issue, forming a Task Force 
on Capital Formation.109 The two groups allied with the American Council for 
Capital Formation (ACCF), another relatively new organization representing 
business interests, to launch a lobbying campaign that would largely be framed 
around the relationship between the capital gains tax, the health of young, in-
novative companies, and the economic importance of those companies.110 By 
summer, the issue of risk capital for small innovative businesses had become 
a hot topic on Capitol Hill. While the debate covered a range of issues, both 
ERISA and the capital gains tax received substantial attention.111

The idea of allowing pension funds to invest in venture capital was the less 
controversial of the two, particularly at a time when inflation was eating up 
returns on blue-chip stocks. The ERISA legislation had created other unantici-
pated problems in the three years since its passage, and many in Washington 
would have supported a broad-based ERISA reform. Though two bills pro-
posed in the summer of 1977 that specifically allowed pension fund invest-
ment in venture capital went nowhere, a Carter administration proposal for 
a larger reorganization of ERISA briefly gained steam before being shelved in 
early 1978 due to political turf battles.112

The Department of Labor (DOL) opposed the legislative proposals, argu-
ing that they would weaken fiduciary standards, that ERISA had not in fact 
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caused pension funds to concentrate their investment in blue-chip stocks, and 
that pension managers did have legal leeway to invest in smaller, riskier com-
panies in the context of a larger prudent portfolio.113 But after internal debate, 
DOL reiterated that “Clearly, we believe the stocks of smaller companies have 
a place in investment portfolios. When prudently selected to include adequate 
diversification, these stocks can offer above average potential and will signifi-
cantly add to the overall diversification and returns on pension assets.”114 In 
April 1978, the department proposed new rules that would loosen the prudent 
man requirements in a way that would clearly permit investment in venture 
capital.115 The proposed regulations were favorably received by the NVCA and 
other interested groups, and went quietly into effect in June 1979.116 Pension 
funds reacted quickly. The fraction of new venture capital investment being 
provided by pension funds increased dramatically, from 15% in 1978 to 31%—
of a growing base—in 1979.117

The debate over the capital gains tax was much more volatile. During 1977, 
the AEA and the ACCF launched an all-out effort to counter the Carter admin-
istration’s intent to increase the capital gains tax, speaking at hearings, conduct-
ing surveys of small electronics firms, and commissioning studies in support 
of their arguments.118 By November, the administration was indicating that it 
would not try to eliminate the tax preference for capital gains, emphasizing that 
it understood “the important role that preferential tax rates for capital gains 
have played in encouraging capital formation—especially for venture capital 
and new businesses.”119 This eliminated the worst possibility in the eyes of those 
concerned with capital availability, but as late as February 1978, the Economist 
noted that “few people are convinced that risk capital is going to get a break” in 
the form of lower taxes.120

In the spring of 1978, however, events took a surprising turn, as the support-
ers of this seemingly quixotic campaign gained an important sponsor. On 7 
March, Edwin Zschau, chairman of the AEA’s Task Force on Capital Formation, 
was about to testify before the House Ways and Means Committee. He had 
managed to schedule a half-hour meeting with Representative William Steiger, 
an up-and-coming young Republican from Wisconsin, before his testimony. 
Zschau gave his pitch, and, according to one source, “asked Steiger whether he 
would be willing to introduce legislation to accomplish what they were discuss-
ing. Steiger replied, ‘I’d be very interested.’ Zschau asked, ‘What would it take to 
get you to do it?’ Steiger replied, ‘Get me a bill.’ ”121

Zschau’s testimony, and presumably his conversation with Steiger, empha-
sized the ways in which a capital gains tax cut would encourage the develop-
ment of high-technology industries like electronics. A tax cut would increase 
jobs, exports (“to lessen the trade deficit which reached a new record $26.7 
billion in 1977”), tax revenues (“which result from the rapid growth for which 
small high-technology companies have become famous”), and the development 
of new technology (which would “improve productivity”).122 He described gov-
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ernment as “unwittingly . . . killing this goose laying the golden eggs” with capi-
tal gains taxes.123

Steiger, apparently inspired by this argument, went on to introduce an 
amendment to the Carter administration’s tax reform package. Far from in-
creasing the capital gains tax rate as Carter would have liked, he proposed to 
reduce capital gains taxes to 1969 levels.124 Though few people initially took this 
radical idea seriously, in late April a Wall Street Journal editorial titled “Stu-
pendous Steiger” suddenly pushed it into the public eye, calling the proposal 
an “intellectual and financial breakthrough” and claiming it would increase 
tax revenues.125 Suddenly, Steiger’s (and Zschau’s) modest proposal became an 
“overnight sensation,” sparking huge support and huge controversy, with liber-
als painting it as a tax break for the rich and “threaten[ing] to vote to scuttle the 
entire Carter tax-cut package if the Steiger amendment [was] approved.”126 As 
the nation took a sharp turn in an anti-tax direction (California’s Proposition 
13 was passed in early June), a cut in the capital gains tax became an unlikely 
winner.127 It gathered a large and eclectic group of supporters, including, by late 
May, sixty cosponsors in the Democrat-controlled Senate.128

But while the national mood may have been anti-tax, a capital gains tax cut 
was not an obvious populist move, since it would go mostly to the rich. As the 
Carter administration pointed out, more than 80% of the benefits would accrue 
to families making more than $100,000—roughly $320,000 in today’s dollars—
and the family making $15,000 to $20,000 would receive an average tax break 
of merely twenty-five cents.129 This meant that the tax cut’s core constituency 
was much different from the California homeowners concerned about their 
property taxes who supported Proposition 13.

Certainly one cannot attribute the success of the capital gains tax cut primar-
ily to the innovation arguments that were attached to it. The shift in the political 
climate around taxes resulted from a larger and more complex set of changes. 
But the arguments made on behalf of the tax cut were closely tied to concerns 
with technological innovation and U.S. competitiveness, as exemplified by this 
argument, made by Democratic senator Thomas McIntyre before the Select 
Committee on Small Business in August 1978:

The Department of Commerce stated in April 1977 that there were “disquiet-
ing trends” in U.S. productivity, the decline of applications for patents, the 
increasingly adverse balance of payments, and the sharp reduction in the 
number of technical companies being created. Our Senate committee has 
since underlined the lack of risk capital available.  .  .  . We have also shown 
that many of the most advanced of these new companies are being acquired 
by foreign corporations; and that many of the survivors are short of capital 
and therefore vulnerable to an economic downturn.

This has brought home to us the necessity of a broad, coordinated ap-
proach to improving innovation. We know that small enterprises can have a 
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tremendous payoff for the Nation. A classical example has been in miniature 
electronics where new, small companies backed by venture capital profes-
sionals have given the United States worldwide leadership in the multibillion 
dollar microelectronics field.  .  .  . We can multiply these benefits in many 
industries if we have the skill to encourage the ideas of small enterprises and 
help them develop into the marketplace.130

In the economic climate of the time, such arguments did have real 
resonance—even with legislators who might be expected to oppose such a tax 
cut. As one venture capitalist recalled about the political efforts of the NVCA,

We had real serious material and evidence from a disinterested third party—
MIT and IEEE [that is, the Commerce-commissioned report “The Role of 
New Technical Enterprises in the U.S. Economy”]—that it was small enter-
prise that really provided the thrust of new employment opportunities in 
the country. . . . We started out, one at a time, going in [to legislators’ offices] 
and sitting down and showing what we had and what we’re up to. Not all 
the times were we successful, but many times it was like turning a light on 
in a barn. These guys would say, What, I don’t believe this. This is fantastic. 
Where have you guys been?131

In the right political environment, these arguments were very effective. By 
late July, the Washington Post was calling “Liberal Chances ‘Dim’” for less than 
a sharp cut in the capital gains tax, and by early October it was noting that 
“Not since the late Sixties has the venture field seen so much activity. The spurt 
has been encouraged both by the likelihood of a decrease in the capital gains 
tax and by the revival of the stock markets.”132 On 6 November 1978, Presi-
dent Carter clinched the deal by signing the tax package—including the Steiger 
amendment—into law, despite his distaste for the capital gains tax cut.133 In 
1978, $600 million in new funds poured into venture capital, an amount greater 
than all the funds raised since 1970. Most came in the last quarter of the year.134

Academic Entrepreneurship: Money Changes Everything

At the beginning of 1978, a little over four years after the Cohen et al. paper 
was published, Cetus, Genentech, and Genex were the only startups working 
to commercialize recombinant DNA technology.135 The tide had just turned on 
the debate over rDNA legislation, but the possibility that research on recom-
binant DNA might be further restricted was still on the table. The risk capital 
situation was poor, and a capital gains tax cut seemed extremely unlikely.

But 1978 was a year of changes. By the end of the year, the climate for biotech 
entrepreneurship would be substantially different, and over the next few years, 
a growing number of academics would become involved with startups. This 
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would build up, in 1979 and 1980, to something of a biotech frenzy, culminat-
ing with the October 1980 initial public offering of Genentech, which valued 
the company at $532 million and led one banker to note, “I can’t recall any new 
issue having such a meteoric rise in such a short period of time—not even in 
the sixties.”136 The year 1981 would be the peak for the formation of new biotech 
firms, and new investment in the industry would crest in 1983.137 After that, 
both excitement and investment would deflate somewhat, but by that point, 
entrepreneurship had already become relatively mainstream in the academic 
biosciences. The rest of this chapter will trace these developments, then con-
sider the role of policy decisions—as well as other factors—in shaping them.

1978: Competition and Struggle

As well as being a year of political change, 1978 was also a year of intense sci-
entific competition. After Genentech announced the synthesis of somatostatin 
in November 1977, insulin was the next big target. But Genentech was not the 
only group working on recombinant DNA. Right at its heels were the labs of 
Herbert Boyer’s UCSF colleagues William Rutter and Howard Goodman and 
the Harvard lab of Walter Gilbert.138 And Gilbert would be the next bioscientist 
to found a company to commercialize his research.

As had been the case with Boyer, Gilbert did not actively seek to become an 
entrepreneur. He valued the intellectual independence academia provided, and 
was not especially interested in the world of commerce.139 But in early 1978, 
three venture capitalists would convince him to take the lead in founding the 
next significant biotech startup, Biogen. Daniel Adams and Raymond Schae-
fer worked for the small venture capital arm of International Nickel Company 
(Inco), an early funder of Genentech. The firm was intrigued enough by re-
combinant DNA to want a larger piece of the action. So Adams and Schaefer 
teamed up with C. Kevin Landry of Boston’s T. A. Associates to recruit a long 
list of prominent scientists from the United States and Europe to their venture, 
including MIT’s Philip Sharp as well as Gilbert, and Biogen was incorporated in 
Luxembourg in May.140 According to Robert Swanson, in fact, Adams initially 
promised to bring these prominent scientists to Genentech: “And then he set up 
Biogen, took our business plan, and funded these scientists in starting Biogen 
who were supposed to be advisors to us.”141 (Adams doubtless has a different 
perspective.)

Like Genentech—and in contrast with Cetus—at the outset Biogen existed 
mainly in the labs of universities and research institutes.142 Gilbert’s lab man-
aged to be the first to express rat proinsulin in mid-1978, but a disastrous ex-
periment a few months later set it back in its effort to copy the feat with human 
insulin.143 In the meanwhile, by September Genentech had announced the pro-
duction of human insulin itself, scoring a PR coup and helping the company to 
secure the support of Eli Lilly in a critical deal to scale up production.144 At the 
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same time, Cetus, which did all its research in-house rather than in academic 
labs, was also growing. It employed 150 people by midyear, though only five of 
these were PhDs working on rDNA.145 And Bethesda Research Laboratories, 
which had been started in 1975 (not by academics) to sell restriction enzymes 
to labs, had just hired a director of genetic engineering and announced its in-
tent to move into the field.146

Two other startups founded in 1978 moved in new directions. One was Hy-
britech, the first firm to use hybridomas to produce monoclonal antibodies, a 
three-year-old biotechnology distinct from recombinant DNA.147 In contrast 
with other biotech startups, Hybritech actually was initiated by an academic. 
According to Brook Byers of venture capital firm Kleiner & Perkins,

Around May of 1978, I received a call from a scientist at University of Cali-
fornia, San Diego, named Dr. Ivor Royston. He described to me an idea he 
had to start a new biotechnology company. He, on the phone, drew a parallel 
with Genentech. The reason he did was that he admired what our firm had 
done in taking the risk to invest in Genentech, and he proposed the idea of 
starting a new company to work on monoclonal antibodies and asked if I 
would meet with him. .  .  . Well, this was just the thing I had been looking 
for, because I had been curious about the whole biotechnology industry, had 
been inspired by Bob Swanson, I was working in a firm that had the nerve 
and the willingness to take risk to invest in a biotechnology start-up. I felt as 
though I was, by destiny, in the right place at the right time.148

A different sort of new ground was broken with the founding of the Interna-
tional Plant Research Institute (IPRI), which also planned to use rDNA tech-
nology but to focus specifically on agricultural products, rather than the phar-
maceuticals and chemicals the existing startups were targeting.149

Yet despite this sense of ferment, the future of academic entrepreneurship 
was far from assured. There were still only half-a-dozen or so firms that could 
plausibly be described as biotech startups (or genetic engineering startups, 
as the term biotechnology was not yet widely used), and they were all quite 
small.150 They had a great deal of development left to do before they could pos-
sibly bring products to market, and the cost of running them was high. And 
as Gary Pisano has pointed out, in the mid-1970s “there were simply no viable 
funding mechanisms available for long-term, high fixed-costs investments. It 
is no wonder that venture capitalists in the United States during the 1960s and 
1970s preferred to focus their attention and capital on electronics companies 
rather than pharmaceutical companies.”151 Until Genentech would show, in 
1980, that “a firm without product revenues could raise money in public equity 
markets,” there was a real question about whether it was even possible for such 
companies to survive.152

In the meanwhile, there was the constant pressure of raising funds at a time 
when money was scarce. While the startups’ founders publicly gushed about the 
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bright future of genetic engineering, behind the scenes the firms were working 
very hard to bring in new financing. Cetus, the largest and most financially suc-
cessful, had already sold off about half of its shares to the oil companies that had 
wanted the “investment that . . . was guaranteed not to make any money for ten 
years.”153 Genentech had raised several modest rounds of venture capital, but 
things were touch and go for the company in 1978.154 Rather than continue to 
pursue venture capital, Genentech’s plan was to convince a large pharmaceuti-
cal company to partner with it to help it scale up production, “in part because 
[it] didn’t have enough equity to sell to pay for all the science that had to be 
done.”155 In September, it would manage to form such a partnership with Eli 
Lilly, and ultimately this would become a financial model for other firms.156 
But the likelihood of partnership depended on Genentech being the first to 
produce insulin, and the race was very close.157 And as Arthur Riggs later put it, 
“Genentech needed those dollars from Lilly.”158

1979: The Beginning of the Boom

But a turning point had been reached. Several developments would take place 
in 1979. Venture capital availability would shoot up dramatically, and much of 
it would flow to biotechnology. The number of biotech firms would roughly 
double to about a dozen.159 New money would pour into existing companies, 
with the four best-known firms—Cetus, Genentech, Genex, and Biogen—
valued at $225 million by the end of the year though none of them had yet 
brought a product to market.160 And while there would be scientific advances, 
a sense of hype would also grow around the promise of biotechnology, with a 
great deal of breathless media coverage as well as the occasional skeptical voice. 
By the end of the year, a biotech craze would be in full swing, and it was this 
craze, as much as anything—the convergence of the science, the money, and 
whatever mysterious X-factor contributes to such things—that started to pull 
more and more academics into entrepreneurship. What, they wondered, were 
they missing out on?

A lot of easy money, for one thing. The capital gains tax cut and the ERISA 
clarification had a dramatic impact on venture capital. While new investment 
had averaged about $40 million a year in the mid-1970s, in 1978 that figure 
skyrocketed to $600 million.161 Venture capitalists themselves have attributed 
this influx primarily to the policy changes, saying that “confidence in growth 
began to return with a vengeance,” that they “really opened the floodgates,” and 
that they “opened the doors for the growth in venture capital.”162 Economists, 
too, have made this claim, arguing that while the promise of biotechnology 
doubtless encouraged investment, the push factor of policy change rather than 
the pull of technological developments was more significant in causing the late 
1970s explosion of venture capital.163 The result was a rapid shift from an envi-
ronment of capital scarcity to one of abundance. By the end of 1979, investors 
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were quoted saying things like, “There’s plenty of money around for deals. . . . 
The biggest complaint I hear is that it’s hard to find good deals,” and “There’s too 
much money chasing too few good investments.”164

At the same time, the buzz around biotech was growing. As Chemical Week 
put it in June, “The drive to get aboard the recombinant-DNA bandwagon has 
intensified.”165 The mainstream media was often gushing in tone, as in a U.S. 
News & World Report article that called gene splicing the “key to miracles in 
science”: “Officials in the new industry estimate the profits will be enormous. 
‘We are talking about billion-dollar potentials,’ says one enthusiastic inves-
tor.”166 Experts (many of whom had financial stakes in such companies) were 
“agree[ing] that it will be only a few years before microbial ‘factories’ will be 
competing with conventional processes in markets worth billions of dollars an-
nually.”167 Among the promises made were that biomass conversion of plant 
matter into alcohols to replace gasoline would be “practical within five years” 
and one particularly memorable claim that “We are going to make pork chops 
grow on trees.”168

In this environment, it is not surprising that firms were being started at 
an increasing rate. Several, including Monoclonal Antibodies, Centocor, and 
Clonal Research, were founded to take advantage of hybridoma technology.169 
Other new entrants included Molecular Genetics, which had ties to scientists 
at the University of Minnesota, and Collaborative Genetics, which was able 
to recruit a particularly prominent scientific advisory board, including David 
Baltimore and David Botstein of MIT, Ronald Davis of Stanford, and Gerald 
Fink of Cornell.170 These firms were based on a variety of organizational mod-
els and incorporated scientists in a variety of roles, but all had relatively close 
ties to academia. Centocor, for example, was cofounded by an entrepreneur in 
collaboration with three scientists, two from the Wistar Institute (a nonprofit 
biomedical research institute) and one who was a postdoc at Harvard and Mass 
General, and the company was housed at a research park tied to the University 
of Pennsylvania.171 In addition to new firms being founded, existing startups 
were expanding rapidly, too. By the end of 1979 Genentech, which had been 
just Boyer and Swanson in 1976, employed 50 people, including 25 PhDs, and 
was valued at $65 million. Cetus employed 200, including 35 PhDs, and was 
worth $100 million.172

Scientific advances continued to be made. Genentech and Howard Good-
man’s UCSF lab, still in intense competition, independently announced the 
production of human growth hormone within a day of one another in July 
1979.173 And Hybritech actually became the first company to bring a biotech 
product to market in December.174 But to some observers, the rapid expan-
sion of the nascent industry seemed based on hype as much as reality. In No-
vember, Science noted that despite the large paper valuation of the four main 
gene-splicing companies, “the first recombinant DNA product, if it be human 
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insulin, is probably at least a year away from the market. . . . Nor is any fermen-
tation process yet known to be proceeding with the help of gene-spliced organ-
isms. . . . At present, the commercial applications of recombinant DNA remain 
as much shouting as substance.”175 (In fact, human insulin, which would indeed 
be the first rDNA product, would not hit the market for three more years.)176 
The new practice of publicly announcing experimental results before they were 
published in scientific journals led to glowing media coverage even when the 
achievements “were neither novel nor commercially significant.” One observer 
called this “gene cloning by press conference.”177

And one other issue still loomed over the future of commercial biotech-
nology: patents. While Stanford and the University of California had applied 
to patent Cohen and Boyer’s recombinant DNA method all the way back in 
1974, a decision about the outcome had long been delayed.178 In 1972, a sci-
entist at General Electric named Ananda Chakrabarty had filed for a patent 
on a bacterium—one created with conventional breeding methods, not genetic 
engineering—that could eat oil and thus be useful for, say, cleaning up oil spills. 
The patent office declined to issue a patent on the grounds that while Congress 
had passed legislation specifically protecting the property rights of the creators 
of new plant varieties, there was no evidence it intended other forms of life to 
be patentable.179 GE sued, and in the meanwhile, more than a hundred applica-
tions for patents on living things—as well as the Cohen-Boyer application—
awaited resolution of the case.180

Thus in 1979, no one yet knew whether and to what extent the products 
of recombinant DNA would be patentable, which created significant uncer- 
tainty. Some observers argued that biotechnology would develop just fine 
even without patents. David Baltimore of MIT and Collaborative Genetics 
claimed, for example, that “there is enough potential in the field that it doesn’t 
need patent protection to stimulate activity.”181 Similarly, speakers at a June 
1979 meeting on rDNA in the chemical industry “seemed to feel the pat-
ent issue [was] not an overriding one. ‘We don’t look to patents as a safety 
valve. . . . We don’t lose any sleep over this question.’ ”182 More common, how-
ever, was the belief that patents were absolutely critical to the development of 
the new industry. As Dennis Kleid, scientist and patent agent for Genentech, 
later recalled,

Kleid: The question was, were we going to be able to have any patents at all? That 
would have been devastating, because then everything that Genentech worked 
on would end up being generic immediately. As soon as we did something valu-
able, everybody would just copy it.

Hughes [interviewer]: That might have killed the industry.
Kleid: Well, yes. It would certainly have killed us, and we were the industry 

[laughter].183
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1980: Biotech Takes Off

1980 was the best year to start a company . . . 
—Reid Dennis,  venture capital pioneer, 2009184

But while some participants felt that the Patent Office’s unwillingness to issue 
patents on microorganisms “cast somewhat of a pall over the nascent industry, 
and raised questions in the minds of investors whether the fruits of deep re-
search and investment would be protected,” any effects on investment were not 
very visible in early 1980.185 Between November 1979 and May 1980, the paper 
value of the four largest gene splicing companies doubled again, to over $500 
million.186 As one shocked industry observer pointed out, Cetus’s paper value 
of $250 million was now a quarter of that of Upjohn, a large pharmaceutical 
company of long standing, despite that fact that Cetus had not yet produced 
anything. “What stream of products will come from Cetus that could justify 
that investment?”187

But the favorable resolution of the patent question in June would turn up 
the heat on the biotech boom even more. In June, the Supreme Court issued a 
5–4 ruling in Diamond v. Chakrabarty that living microorganisms could indeed 
be patented.188 The Chakrabarty decision was warmly welcomed by both firms 
and investors. As one scientist-entrepreneur later recalled, “All the early patents 
were viewed as positive [within the industry], because if you couldn’t protect 
this intellectual property, then people were not going to invest in the field. So 
it was the fact that patents would issue, even if they were in your way, that gave 
people confidence that the field would be able to create value.”189

Once again, innovation arguments figured prominently in the debate. Ge-
nentech, the Pharmaceutical Manufacturers Association, the University of 
California, and the American Society for Microbiology all filed amicus briefs 
in support of Chakrabarty, claiming that “patents encouraged technological in-
novation, and they should be allowed to encourage it in genetic engineering, 
since the field was recognized as a richly promising contributor to the nation’s 
high-technology competitiveness.”190 Genentech suggested that had Congress 
intended to remove such a large area of technology from patentability, it would 
have explicitly done so:

We stood the argument [that Congress hadn’t said life could be patented] on 
its head and told the Supreme Court it was being asked by the Patent Office 
to legislate in Congress’s stead. . . . We thus gave the Court an excuse to pass 
the buck on to Congress. It did. By the time [the issue] got to Congress, the 
benefits [of biotechnology] were rolling in and one could say to Congress, 
“This goose is laying some golden eggs here. Don’t mess with it.” And to their 
credit, to this day, they haven’t. And eggs abound.191
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The decision smoothed the way for what was perhaps the biggest moment 
in the early development of the biotech industry: the initial public offering of 
Genentech in October 1980, which was made partly on the strength of Chakra- 
barty.192 Genentech’s stock price was set at $35 a share, but it was bid up rapidly 
to a peak of $89, and closed the first day at $70. That gave Genentech a value—
and not just a self-assessed one—of $532 million.193 “For a company that was 
unprofitable and going public in the midst of the deepest recession since the 
Great Depression, the offering was a spectacular success.”194 Amidst all this ef-
fervescence, some two dozen new biotech companies were formed in 1980, tri-
pling the total number of firms.195

The effects of the boom were beginning to show in academia. For one thing, 
the Chakrabarty decision cleared the way for the issuing of the Cohen-Boyer 
patents, the first of which was granted to Stanford and UC in December 1980.196 
These patents would eventually bring in more than a quarter of a billion dollars 
for the two universities.197

But beyond that, the excitement around the growing industry was drawing 
more academics in, and leading those who had not yet become involved in 
entrepreneurship to feel like they were missing out. Already, in the hybridoma 
domain, one industry analyst claimed that “most experienced university-based 
investigators are almost to a person either directly or indirectly involved in 
commercial hybridoma ventures.”198 And by the end of 1980 Genentech’s Herb 
Boyer was worth $65 million, an astronomical sum.199 Moreover, those who 
had remained solely in academia were not only at a financial disadvantage. As 
William Rutter, chair of UCSF’s biochemistry department, recalled, “The best 
people in my lab were being recruited by other companies. It became obvious 
that I had to get in or lose out.”200

The growing temptation of other opportunities led to a shift in the way aca-
demics became involved in biotech ventures. As Martin Kenney has explained,

In the late 1970s the formation of a genetic engineering company nearly 
always involved an entrepreneur soliciting various professors until he dis-
covered one who was interested in forming a company. This search usually 
took six months to a year in the 1976–78 period. . . . Understandably, in the 
gold rush atmosphere that prevailed from 1979 to 1981 many scientists per-
formed the role of entrepreneurs and directly approached venture capitalists 
with business plans. By 1980 this had become the prevalent pattern as scien-
tists became sensitized to the value of their results.201

Amgen, founded as Applied Molecular Genetics in 1980, was created the old 
way. William Bowes, who had recently left a long career in investment banking 
to focus on venture capital, later recalled,

There were a lot of superb scientists who were not associated with any bio-
tech company, so I thought there was room for another good one down 
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south, as opposed to the Bay Area. So . . . I thought the first step would be 
to put together a scientific advisory board, who could point [us in] promis-
ing directions, and it’d also be a help in attracting good management to the 
company.”202

He and another venture capitalist recruited Winston Salser, a prominent can-
cer biologist at UCLA, to assemble such a board.203 As Amgen’s founding CEO 
George Rathmann (himself from the pharmaceutical industry) noted, “That 
was one approach to building one of these new companies: take a scientific 
board of real preeminent scientists, and then have that as a kind of lightning 
rod to attract scientists and investors and to guide your research.”204 Salser then 
helped to sign up that kind of high-powered board.205

But other scientists were starting to make entrepreneurial moves on their 
own, even some who had been vocally reluctant to commercialize their research 
themselves. Paul Berg, the Stanford biochemist who had recombined DNA 
even before Cohen and Boyer, had studiously avoided commercial involvement 
with biotechnology, in part because of his central role in the rDNA safety de-
bate.206 Other Stanford faculty also shunned such activity, to the point that one 
observer has said that in the late 1970s, “the bastion of anti-entrepreneurial 
activity was temporarily Stanford.”207 Yet in 1980, Berg cofounded DNAX with 
Stanford colleagues Arthur Kornberg and Charles Yanofsky. Berg and his col-
leagues had been approached by a chemical engineering professor about be-
coming involved in a startup, but they became disillusioned after meeting with 
venture capitalists. After a conversation with investor and entrepreneur Alex 
Zaffaroni, a longtime friend of Kornberg, they decided to start their own com-
pany with him instead.208 Berg explained that while he was initially skeptical 
about commercialization, he later adopted the position that “this field of ge-
netic engineering is going to blossom and is going to move ahead. If you par-
ticipate in it, you have a greater chance of influencing that it does it right and 
properly and ethically than if you stay out of it.”209

In other cases, academics who simply hadn’t considered entrepreneurship 
found themselves being drawn into it as friends and colleagues got involved. 
Edward Penhoet, a biochemistry professor at Berkeley, described how this pro-
cess worked in his own case:

Penhoet: George [Rathmann, CEO of Amgen] showed up on my doorstep to dis-
cuss with me my interest in becoming the research director of Amgen. . . . I was 
perfectly happy where I was here on campus. On the other hand, I’d had enough 
involvement in what was going on in the field to be intrigued. . . . By then I was 
doing recombinant DNA work, and I knew the players, and I could see what 
was happening in that field.

Hughes [interviewer]: Had you before this approach from Rathmann considered 
moving into industry?
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Penhoet: No, not even vaguely. I just didn’t have any interest in doing commercial 
stuff. . . . I wasn’t worried about the stigma. I enjoyed what I was doing. I had 
made the decision some time earlier to go into academics, not into business, so 
I was perfectly happy with that decision. On the other hand, by then the field 
was becoming intriguing. By the time George knocked on my door, Amgen had 
already raised $20 million in venture financing. Genentech had already done a 
number of things. These friends of mine, Colby and Gelfand, had already gone 
to Cetus. So I thought, well, it’s at least worth talking to George to see what he 
has in mind.210

While Penhoet did not join Amgen, the meeting planted a seed that would lead 
him to start the firm Chiron a year later.211

After 1980: Dénouement

Investment in biotechnology would continue to increase for the first few years 
of the 1980s. The year 1981 would be the peak for the formation of new firms, 
with forty-three founded, once again doubling the population of startups.212 
New investment in the industry would continue to increase until 1983, when 
it would crest at $850 million.213 And the first genetically engineered product, 
human insulin from Genentech and Eli Lilly, would go on the market in late 
1982, allowing some of biotechnology’s commercial promise finally to begin to 
be realized.214

Yet although there was hardly a crash, or the popping of a bubble, some of 
the giddiness around biotechnology started to dissipate after Genentech went 
public. While Cetus’s March 1981 IPO was “the largest single stock offering by 
a new corporation in history,” its underwriters nevertheless had to repurchase 
shares in order to maintain the offering price.215 Startups Collaborative Genet-
ics, Molecular Research, and Genex all had disappointing IPOs in 1982.216 A 
rash of new companies were being created, but many of them were jumping 
on a bandwagon, having little even of intellectual value to offer and lacking the 
scientific firepower of the earliest startups.

As a result, venture capital was becoming increasingly cautious about further 
investment.217 The new funds raised by venture capital companies (for all in-
dustries, not just biotech) continued to rise rapidly, from $700 million in 1980 
to $1.3 billion in 1981, $1.8 billion in 1982, and $4.5 billion in 1983.218 But 1981 
and 1982 were the years of the greatest venture capital investment in biotech-
nology, with roughly $400 million taking place.219 And even by then, venture 
capital had already become expensive for startups in comparison to 1980. That 
year, venture capitalists had to invest $5 to $25 million to get 25% equity in a 
biotech startup. In the 1981 to 1982 period, however, investments were more 
typically $2 to $4 million in exchange for 40% to 50% of the company.220
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Already by 1981, many observers were predicting a coming “shakeout” in 
biotechnology.221 The formation of new firms did decline sharply, with about 
half as many founded in 1982 as 1981.222 And with the slow movement of prod-
ucts to market there was an increasing realization that “the commercialization 
of biotechnology now may be more time-consuming, more expensive, and less 
profitable than was initially hoped.”223 In fact, as late as 1988, twelve years and 
billions of dollars after Genentech was founded, only six biotechnology ther-
apeutics had reached the market: “human insulin, human growth hormone, 
alpha-2 interferon, a monoclonal antibody for reversing kidney transplant re-
jection, a hepatitis B subunit vaccine, and tPA [tissue plasminogen activator, 
given to treat blood clots].”224

By 1986, new investment in biotechnology was projected at only $200 mil-
lion, less than a quarter of its 1983 peak.225 Clearly the biotech “boom” of 1980 
to 1984, as the Office of Technology Assessment described it a few years later, 
was over.226 And hindsight was, of course, 20/20. As one industry insider stated 
with some hubris, “Most investors now recognize that [biotechnology] is noth-
ing but a tool to dissect biology.  .  .  . Anyone who knew anything about it as 
early as 1976 could have predicted all that has happened.”227 Yet the deflation 
was relatively gradual, and despite the repeated promises of a shakeout, by 1988 
none had yet materialized.228

But by the time the rapid growth of the young biotech industry began to 
slow down around 1982 or 1983, substantial changes were already being felt on 
university campuses. In the early years of the biotech business, the relevant sci-
entific expertise was still located predominantly on university campuses. New 
startups generally drew directly on this expertise. They typically involved aca-
demic scientists not only as cofounders, but also as members of scientific advi-
sory boards, which were generally made up of about four to ten academic sci-
entists (though Cetus eventually had thirty-one).229 Startups also hired faculty 
as consultants—Hybritech, for example, listed seventeen scientific consultants 
by 1982, all of them academics.230 Thus one startup might involve from five 
to several dozen academic scientists in some way, and by 1981 at least eighty 
biotech startups had been created.231 Even for the many scientists who were 
primarily consulting for the new companies, not starting firms themselves, this 
was a dramatic change from the situation that had formerly existed in biology, 
where academics had had almost no interaction with industry.

While some observers claimed that academic scientists working on tech-
nologies like monoclonal antibodies and recombinant DNA were “almost to a 
person” involved with commercial ventures—and perhaps this was true of an 
elite handful—in reality active entrepreneurship was still far from universal.232 
In 1983, Henry Etzkowitz wrote that

in interviews with molecular biologists in the department of biological sci-
ences at Columbia University, I found that less than one-fourth either had 
or were actively negotiating to arrange extensive research contracts or the 
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formation of private firms, while no scientist who was not a molecular biolo-
gist had even undertaken more than occasional consultation for industry in 
the course of his or her career.233

Similarly, the first large-scale survey of faculty at major research universities 
who were involved with biotechnology, conducted in the winter of 1985, found 
that only 8% held equity in a company based on their research, while 23% were 
principal investigators on grants or contracts from industrial sources.234

At least as significant as the total numbers of entrepreneurial faculty, how-
ever, was that such activity was increasingly being accepted as normal and 
appropriate by universities and their faculty. In the late 1970s, scientists who 
started companies had been criticized for their decisions. Venture capitalist 
Brook Byers recalled that when University of California, San Diego professor of 
medicine Ivor Royston founded Hybritech in 1978,

there was suspicion. It was sort of like when Bob Dylan went electric in the 
sixties. It was controversial. People were wondering, what’s up with that, and 
will bad come of this? Ivor, I remember had to suffer indignation and suspi-
cion from his colleagues on campus. . . . Because remember at that time, this 
was all new. . . . With Ivor, we were seeing him as a pioneer, but his colleagues 
in academia were seeing him as a turncoat.235

But by the early 1980s, it was faculty critics of what one called the “rising 
entrepreneurial tide” on campus who were receiving a “less than enthusiastic 
reaction” from their colleagues.236 As Science noted in 1982, “Scientists who ten 
years ago would have snubbed their academic noses at industrial money now 
eagerly seek it out.”237 Universities were still struggling with how best to manage 
conflicts of interest and the challenges to traditional academic values that re-
sulted from the biotechnology boom.238 The issue of whether or not they would 
have to deal with such developments, however, was less and less in question.

Why Did Bioscience Entrepreneurship Take Off?

The goal of this book, once again, is to explain why market logic became more 
significant in academic science starting in the late 1970s, which I do by com-
paring the emergence and spread of three specific market-oriented practices. 
The overarching argument is that policy decisions, shaped by the idea that in-
novation drives the economy, were necessary to the growth of each practice and 
were the factor that proved significant across all three cases.

But the three practices did not take off solely because of policy decisions. In 
each case, a number of developments had to align before the market-oriented 
practice could become something more than the occasional experiment under-
taken by an adventuresome individual. In the last pages of this chapter, I will 
consider what these developments were in the case of biotech entrepreneur-
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ship and how critical each of them was to its rapid expansion. While I include 
policy decisions among the conditions that were necessary and note the role 
innovation arguments played in making these decisions, I do not yet focus on 
making the case that policy decisions and innovation arguments specifically 
were the most important factor in explaining the takeoff of market logic. That 
argument will be developed more fully in the chapters that follow, as I present 
the other two cases and the similarities and differences in their trajectories can 
be compared directly.

It is unquestionable that the scientific breakthroughs in the biological sci-
ences that took place in the 1950s, 1960s, and especially the 1970s paved the 
way for biotech entrepreneurship. Without them, there would have been no 
technological basis for a new industry and no direct impetus to entrepreneur-
ialism. Yet the scientific breakthroughs are not enough to explain why ivory-
tower academics ended up starting firms to commercialize their research in 
significant numbers. The electronics industry, for example, was heavily science-
based and had close ties to academia and yet did not take a similar path in the 
late 1970s.

The fact that expertise in biotechnology could only be found in academia 
certainly played a part. This does distinguish biotechnology from electronics, 
where breakthroughs like the transistor and the integrated circuit came from 
industry, not academia. But while academic expertise was necessary for the de-
velopment of the technology, it still conceivably could have been incorporated 
into large firms through more traditional means, like consulting or the hiring 
of new PhDs. The risk-averse nature of big pharmaceutical and chemical firms, 
along with the sharp line between academia and industry in the biosciences, 
were clearly obstacles that made that particular path more difficult to take. But 
identifying those obstacles is not the same as providing a positive explanation 
for the path biotechnology did take—being developed in an independent in-
dustrial sector closely integrated with academia. In order for that to happen, 
starting a company had to look exciting and promising enough that a critical 
mass of reputable scientists would risk stepping off the traditional academic ca-
reer path and braving the disapproval of their peers in order to do it. Then their 
companies had to be successful enough that their example would encourage yet 
more bioscientists to become entrepreneurial.

In many ways, that seemed an unlikely outcome. Venture capitalists had to 
lure the first academics into starting companies. While Herbert Boyer appears 
to have been amenable to entrepreneurship from the outset, Walter Gilbert re-
quired months of courting before he would help start Biogen, and even Boyer 
did not act until he was approached.239 And once firms were started, their fi-
nancial viability was still questionable. It took six years for Genentech to get the 
first recombinant DNA product on the market, during which time the com-
pany raised—and spent—hundreds of millions of dollars, and Genentech was 
hardly alone in its lack of products. Even now, commercializing biotechnology 
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is so challenging that Gary Pisano has suggested that the entire model of the 
public biotechnology firm may not be sustainable, since public financing leads 
to pressure for short-term results, a problem for firms with such long horizons 
for product development. In the mid-1970s, there was simply no mechanism 
for financing startup companies that were going to take that kind of time and 
capital before they would have products to sell.240

As late as the end of 1977, then, the spread of biotech entrepreneurship 
seemed far from inevitable. Yet by the end of 1980, after Genentech’s wildly 
successful IPO and the move toward entrepreneurship even by scientists who 
were once critical of such behavior, the practice was rapidly becoming part of 
the fabric of life in certain parts of biology. While the young biotech industry 
certainly could have collapsed after that point—and academic entrepreneur-
ship with it—momentum was in its favor.

Beyond the scientific advances and the academic location of biotech exper-
tise, both of which were necessary but not sufficient conditions for launching 
academic entrepreneurship, four developments played an important role: the 
gradual relaxing of restrictions on recombinant DNA research, the successful 
organizational model provided by Genentech, a dramatic change in the venture 
capital environment, and the Supreme Court decision that microorganisms 
could be patented.

The relaxing of rDNA restrictions, and in particular the decision made 
around the end of 1977 that rDNA would not be regulated via legislation, was 
helpful, at least in the short run. Recombinant DNA was already a highly risky 
investment, and the possibility that rDNA would be further regulated had a 
dampening effect on potential investment for several reasons. It could have 
made it much harder to do research on an industrial scale by limiting the quan-
tity of rDNA material that could be created and requiring that it be available 
for inspection. It also could have sharply increased the costs of doing rDNA 
research and its logistical challenges by requiring higher levels of containment. 
In 1977, it was estimated that converting an ordinary lab into a P3 lab cost 
$50,000, and building a P4 lab, the most secure type, cost $200,000.241 P4 labs, 
in particular, made conducting research very cumbersome, with their require-
ments that “spacesuits” be worn inside and that everything entering and leav-
ing be washed with formaldehyde.242 Presumably as evidence accumulated that 
recombinant DNA was not especially risky, such restrictions would have been 
relaxed anyway. But they might have slowed investment for long enough to 
hinder the particular path to development that biotechnology took.

The successful organizational model of Genentech was another important 
factor in launching academic entrepreneurship. Genentech, partly through 
strategy and partly through luck, did two things that would be widely emulated 
by other young biotech firms. First, it developed a viable financial model that, at 
least in the context of the generous investment environment that was emerging 
by the end of 1978, showed how a firm with such high capital requirements and 
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such a long timeline to market could sustain itself. Unlike Cetus, Genentech did 
not immediately hire employees or rent research facilities, but rather conducted 
its research in Boyer’s lab and in the labs of other researchers with which it con-
tracted.243 This kept the company’s costs down and its research focused, as well 
as tending to further blur the line between university and industry. Then, by 
signing a contract to work on insulin in partnership with Eli Lilly in late 1978, 
the firm showed that development could be funded by contracting with a large 
pharmaceutical firm, which was historically unusual in the vertically integrated 
pharmaceutical industry.244 This and other contracts carried Genentech to its 
blockbuster IPO in October 1980, which subsequently demonstrated that it was 
possible to finance publicly a company without products.

Second, Genentech created a unique corporate culture that rewarded sci-
entific excellence and understood scientific values without, as the saying goes, 
letting the inmates run the asylum. The strong commitment to doing first-rate 
science was present from the beginning. William K. Bowes, a venture capitalist 
who had served on Cetus’s board and went on to found Amgen, recalled that

within six months of Genentech being founded, I figured they were doing it 
the right way [while Cetus, by implication, was not]. . . . I knew the names 
of the scientists they’d hired. They had great resumes. They weren’t spending 
money on peripheral stuff. It was all science. . . . Herb Boyer worked in the 
company. He wasn’t just an advisor. He had his sleeves rolled up. . . . I just 
knew they were hiring terrific, terrific people.245

But in order to hire such “terrific, terrific people,” the startup had to have 
an environment that would appeal to such people. This meant developing an 
intense but intellectually open atmosphere which shared many traits with aca-
demic life, including, for example, the freedom to publish results. Axel Ullrich, 
one of Genentech’s initial scientists, later said,

Ullrich: The reason Genentech became such a major power in basic research is 
because of people like me and Peter [Seeburg, another early scientist]. We were 
worried that if we started doing commercial research we would have problems 
returning to academia if things didn’t work out. . . . We would be in the streets. 
So we had to publish. We put pressure on Bob Swanson who didn’t like that. 
We said, “Okay, we have to publish. We have to establish a university-like 
atmosphere.” And that succeeded.

Hughes [interviewer]: That set a precedent, didn’t it?
Ullrich: Oh, absolutely. It was a completely new model, which is very, very 

powerful.246

But at the same time, Genentech never gave so much freedom to its scientists 
that the company lost focus on its bottom line. Biogen, by contrast, was heavily 
dominated by its scientists, a model that created “coordination costs” for the 
firm as different scientists pulled it in different directions.247 The 50-50 partner-
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ship between Swanson and Boyer, on the other hand, allowed for a successful 
balance between business and science. “Bob was always a little more worried 
than Herb about publications and other people knowing what we were doing. 
That was probably a healthy tension—Bob at one end, Herb at the other. And 
somewhere in the middle was how the company worked.”248

While the decision not to legislate restrictions on rDNA research and the 
successful organizational model of Genentech were both important, the dra-
matic change in the venture capital environment in late 1978 was truly transfor-
mative for the emerging industry. As late as February of that year, the Economist 
was calling American venture capital “fun no more” and noting that “innova-
tors, who now face demands from venture capitalists of up to 80% ownership 
at the start-up  .  .  . are selling out to cash-rich industrial giants” rather than 
continue to struggle for financing.249

But over the next few months, this situation changed dramatically. An im-
provement in the stock market starting in April, and in particular a growing 
receptivity to initial public offerings, freed up some venture capital as well as 
providing encouragement to small businesses looking for a way to finance their 
growth. The official proposal by the Department of Labor to allow pension 
funds to invest in venture capital in April, followed by the slashing of the capi-
tal gains tax in November, accelerated this change, leading to a venture capi-
tal environment in the late 1970s and early 1980s that one observer described 
as “euphoria.”250 While undoubtedly multiple factors led to such a significant 
change in the investment environment, there is good evidence that the regula-
tory clarification and the tax cut played a major part. Certainly people experi-
encing the shift perceived that that was the case. Newsweek, in a typical piece, 
wrote in July 1979 that

The new boom in venture capital was touched off last year when Congress re-
duced the maximum tax on capital gains from 49 per cent to 28 per cent. . . . 
The government also helped attract venture capital with a Labor Department 
guideline suggesting that pension-fund managers could invest in a certain 
number of new ventures and still live up to their fiduciary responsibilities.251

Venture capitalists, too, have suggested that both factors were important, 
and even that the two decisions reinforced each other: “Without the tax law 
change, you wouldn’t have gotten the practitioners [i.e., employees at big firms] 
to come into the industry [i.e., start companies]. . . . Pension funds can’t do it 
by themselves. They need entrepreneurs and professional managers who are 
good at taking risks, and you don’t find them in pension funds or commercial 
banks.”252 Once pension money did start pouring in, however, it provided ad-
ditional incentives to potential entrepreneurs. This conventional wisdom has 
more recently been backed up by economic research. The body of literature on 
the history of venture capital is modest. But the work of Paul Gompers and Josh 
Lerner, the most systematic in this area, suggests that both the capital gains tax 
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cut and the ERISA clarification were very important in encouraging venture 
capital investment, and that policy decisions were more significant than tech-
nological advances in driving its increase.253

An international comparison reinforces the argument that venture capital 
availability—as well as a relaxed regulatory environment—helped the biotech 
sector to take off in the U.S. Britain was on the cutting edge of academic bio-
science in the 1970s—the structure of DNA, after all, had been deciphered in 
a Cambridge lab. British scientists were the first to create antibody-producing 
hybridomas as well.254 But Britain had much less success than the United States 
at turning its capacity for basic science into commercial applications. Notably, it 
lacked venture capital. Even in 1977, when venture capital was at a low ebb in the 
United States, the Economist was comparing the British situation unfavorably 
to that across the Atlantic.255 As a result, the country’s investment in commer-
cial biotechnology came primarily through slower-moving multinational firms 
rather than the lighter-footed biotech startups found in the United States.256 
Britain also took longer to relax regulations on rDNA research than did the 
United States.257 So by mid-1979, only two British companies—multinationals 
or startups—were working on rDNA, compared to perhaps three dozen in the 
United States, and in 1983 Britain was described as having perhaps a tenth as 
many biotechnology firms as the United States.258 Multiple observers saw this 
as the result of the bleaker venture capital environment. The Economist warned 
that “unless more is done quickly, this will be a variation on a sad old theme: 
invented in Britain, made abroad.”259 Biogen’s Gilbert, too, attributed the U.S. 
biotech industry as being “due wholly to the effervescence of America’s venture 
capitalists . . . who are the missing link in England.”260 Britain never developed 
as vibrant a biotech sector as the United States, and its academics did not move 
decisively toward entrepreneurship till much later.261

Finally, while a great deal of entrepreneurial ferment had already developed 
in U.S. biotechnology by mid-1980, the Supreme Court’s Diamond v. Chakra- 
barty decision in June, which said that microorganisms could indeed be pat-
ented, certainly helped solidify the position of the young biotech companies. 
Opinions about how critical Chakrabarty was to the survival of individual firms 
or the industry as a whole vary, and one can argue that biotechnology firms 
still would have found a way to make money even if the case had been decided 
the other way. But it is unquestionable that in the short run Chakrabarty gave 
the industry a boost and encouraged investors’ confidence that the small firms 
would indeed find a way to convert their scientific knowledge into profitable 
products.

Thus at least six factors came together to launch and sustain the practice 
of academic entrepreneurship in the biosciences successfully in the late 1970s 
and early 1980s. Four of these—the scientific advances, the academic location 
of expertise, the organizational model of Genentech, and the changed venture 
capital environment—were arguably necessary for biotech to develop the way 
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that it did, and two more—the lack of rDNA regulation and the decision to 
allow patents on life—were facilitating, but less clearly decisive. And four policy 
decisions helped to create these conditions: the decision not to regulate rDNA 
through legislation, the Chakrabarty decision of the Supreme Court, the clarifi-
cation of the prudent man rule, and the capital gains tax cut. In all four of these 
policy decisions, innovation arguments were clearly present. In two of them, 
the ERISA clarification and Chakrabarty, it is difficult to know how important 
a role they played, though the limited evidence available suggests they mattered 
at least to some extent. In the capital gains tax cut, innovation arguments were 
clearly significant, though probably not decisive. And in the decision about 
rDNA regulation, their introduction appears to have marked a critical turn-
ing point in the debate. Chapter 8 will return to consider more fully the role 
of innovation arguments and policy decisions in encouraging market logic in 
the context of not only biotech entrepreneurship, but in other practices in aca-
demic science as well. Next, however, I will turn to the development of another 
one of those practices, universities’ patenting of faculty inventions.
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Patenting University Inventions

The first of the patents on Stanley Cohen and Herbert Boyer’s method for 
recombining DNA was issued to Stanford University and the University of Cal-
ifornia in December 1980.1 A few weeks later, President Jimmy Carter signed 
the University and Small Business Patent Procedures Act, more commonly 
known as the Bayh-Dole Act, into law. The legislation affirmed universities’ 
right to patent government-funded inventions like Cohen and Boyer’s recom-
binant DNA (rDNA) technology and encouraged them to do so.2 The Cohen-
Boyer patents would become the first blockbusters of the Bayh-Dole era, earn-
ing an unprecedented $250 million in revenues over the next seventeen years.3 

During this period, dozens of universities would try to emulate Stanford and 
UC, launching technology transfer offices and seeking blockbuster patents of 
their own.

A few would succeed. In the 1980s, two Yale faculty members made break-
throughs that led to the development of the HIV drug Zerit and to a patent that 
earned more than $250 million for the university.4 In the early 1990s, a Florida 
State chemistry professor developed a technique for synthesizing taxol, a break-
through cancer drug originally found only in the bark of the scarce Pacific yew 
tree, and a license on his method eventually generated $350 million in revenues 
for the university.5 For these and a handful of other universities, patenting and 
licensing faculty inventions would result in a major new source of revenue.

But such huge financial rewards were rare. While more than 150 universities 
had technology transfer offices by the year 2007, only thirteen of these reported 
earning more than $25 million in licensing income. The median revenue from 
licensing that year was only $1.8 million, even though the median technology 
transfer office employed seven people full-time.6 In many respects, the patent-
ing game was like a lottery, in which most tickets would be worth nothing, but 
a very few would pay off big. Yet no university wanted to be caught without 
a ticket, and during the 1980s and 1990s universities established technology 
transfer offices at a rapid clip as they tried to fulfill the mandate of Bayh-Dole 
while simultaneously building a new income stream.

Traditionally, the patenting of research was seen as a questionable activity 
for universities. Some patenting had always taken place, and a few schools, in-
cluding MIT, Wisconsin, Florida, and Indiana, had even brought in significant 
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revenues by licensing patents. But the logic of science implied that the knowl-
edge created by universities should be freely available, and many had a problem 
with the idea that universities might directly profit from that knowledge. Often 
patenting was restricted to unusual circumstances, and when universities did 
pursue patents, they sought to insulate themselves from charges of mercenary 
behavior by creating independent research foundations or by contracting with 
an outside organization to manage them.

But by the 1980s, both the attitude and the behavior had started to change. 
Increasingly, universities were actively seeking to patent research, and they were 
doing so on the basis of a new argument. Patents, they pointed out, were neces-
sary to encourage companies to invest in developing inventions, so universities 
had a responsibility to patent in order to prevent publicly funded research from 
languishing unused. Simply creating knowledge and making it accessible was 
not enough. Universities also needed to harness the power of the market to 
make sure that their knowledge got into use.

The foundation for this change was laid as early as the 1960s, when a handful 
of government employees began working to make it easier for universities to 
patent their research. By the mid-1970s, a group of university administrators 
was also organizing in an effort to strengthen universities’ capacity for patent-
ing and licensing inventions. Due in part to these dual efforts, the number of 
patents issued to universities roughly tripled between the mid-1960s and the 
mid-1970s.7

Yet while it was on the rise, the practice of university patenting was also 
on shaky legal ground. Government supporters were doing what they could to 
encourage it, but without legislation clearly giving universities the right to pat-
ent government-funded inventions, permission to patent could rapidly be re-
tracted, as a 1977 reversal of NIH’s generous patent policy made evident. While 
patenting was becoming more common, its future was nevertheless uncertain.

But the 1980 passage of the Bayh-Dole Act helped assure its continuation. 
Buttressed by arguments about the role of patents in strengthening innovation 
and thus in helping the economy, the legislation marked a decisive federal shift 
toward support for the practice. Other policies, including the Supreme Court’s 
Chakrabarty decision earlier that year and the creation of the Court of Appeals 
for the Federal Circuit in 1982, helped to strengthen patent rights further and 
to expand their scope, which in turn created additional incentives for universi-
ties to pursue patents. During the next two decades, the growth of university 
patenting accelerated. While fewer than 400 patents were issued to universities 
in 1980, that number had risen to over 3300 by 1999.8 The rest of this chapter 
will recount how the practice of patenting emerged in universities, slowly and 
haltingly spread, then ultimately went on to become a common and taken-for-
granted part of academic science.
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University Patenting during the Science-Logic Era

The issuing of patents is one of the handful of activities that is actually reserved 
for the federal government in the U.S. Constitution, which gives Congress the 
power “to promote the progress of science and useful arts, by securing for lim-
ited times to authors and inventors the exclusive right to their respective writ-
ings and discoveries.”9 By giving inventors a temporary monopoly on the use of 
their inventions, patents aim to create an incentive that rewards such creativity.

But while patenting has a long history in the United States and has gener-
ally been embraced as an important means of encouraging “American ingenu-
ity,” universities have traditionally questioned whether it was appropriate for 
their inventors to pursue such a monopoly. Those who saw the university as 
an institution dedicated first and foremost to the pursuit of knowledge often 
perceived the world of commerce as having a potentially corrupting influence. 
Even observers with fewer doubts about commercial activity sometimes argued 
that university faculty were already being paid to invent, and did not need ad-
ditional rewards to do what was already their job. Many also saw universities 
as having a responsibility to ensure that the fruits of their research remained in 
the public domain, accessible to all.10

Such arguments date back to the early twentieth century, where they sound 
surprisingly contemporary. Frederick Cottrell, a chemist at the University of 
California, created the nonprofit Research Corporation in 1912 to manage the 
patents on his own work precisely because he was concerned about what par-
ticipation in patent management might do to universities:

A danger was involved, especially should the experiment [of having the uni-
versity manage patents] prove highly profitable to the university and lead to a 
general emulation of the plan. University trustees are continually seeking for 
funds and in direct proportion to the success of our experiment its repetition 
might be expected elsewhere. . . . The danger this suggested was the possibil-
ity of growing commercialism and competition between institutions and an 
accompanying tendency for secrecy in scientific work.11

The prominence of this anti-patenting view, however, did not mean that 
university patenting was nonexistent, or that no one within universities be-
lieved patenting could be beneficial. The most conservative position was that 
patenting might be appropriate for a university to take as a defensive measure, 
whether because a private entity might otherwise patent the invention itself 
and prevent it from being more generally used, or as a means of ensuring some 
level of standardization in products that might otherwise be risky—a particular 
concern prior to the emergence of a strong Food and Drug Administration. For 
example, in the 1920s professor Harry Steenbock of the University of Wiscon-
sin invented a process for creating vitamin D. This was a massive public health 
advance during an era in which rickets, a nutritional deficiency which led to 
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bowed legs, a curved spine, weak bones, and which could eventually be fatal, 
was widespread.12 Steenbock moved to patent his invention partly because he 
was afraid that a “patent pirate” would otherwise claim it and charge exorbitant 
fees for its use. He was also concerned that only reputable manufacturers be 
allowed to produce vitamin D and wanted to prevent advertisers from making 
outrageous claims about its benefits.13

But others advanced broader arguments in favor of university patenting. 
Some believed that professors and universities deserved rewards for their in-
ventions as much as anyone else, particularly since royalties were likely to be 
plowed back into research. Others emphasized the need to patent so that firms 
had an incentive to develop, produce, and market the inventions that came out 
of universities, and argued that without patents, such development would not 
be pursued, for, as Cottrell put it, “what is everybody’s business is nobody’s 
business.”14 As Grischa Metlay notes, the cases for and against university pat-
enting have changed relatively little over the years.15

What this diversity of views meant in practice was that universities took a 
variety of approaches to patenting in the decades leading up to the 1960s. In 
the 1930s, universities’ formal patent policies varied widely, and a number had 
no explicit policy at all.16 Of those that did have a policy, several approaches 
could be found, heavily influenced by the desire to protect the university from 
charges that it was trying to profit from its research.

The best-known of the early patenters was the University of Wisconsin. 
In the 1925, the university founded WARF, the Wisconsin Alumni Research 
Foundation, to handle Steenbock’s lucrative patents on the process for making 
vitamin D.17 An independent, nonprofit entity, WARF’s mission was to manage 
such patents in the public interest and return any proceeds to the university to 
further its research. WARF was a successful experiment. The Steenbock patents 
returned $20 million over their lifetime, and the resulting research funds were 
vital to the university during the Depression and long after.18 Other valuable 
patents—notably on the anticoagulant Warfarin, patented as a rodenticide in 
1948—followed, and by 1956 more than fifty universities had copied the WARF 
model by establishing independent research foundations of their own, though 
rarely were they so successful.19 Despite WARF’s nominal independence from 
the university, however, the University of Wisconsin nevertheless came under 
criticism—and eventually a Department of Justice antitrust investigation—for 
its unwillingness to license the Steenbock patents to the margarine industry, 
demonstrating that the research foundation strategy could only go so far to 
shield universities from the risks of commercial involvement.20

A second common approach was for universities to work with a completely 
independent organization devoted to patent management. The largest such or-
ganization was Cottrell’s Research Corporation, founded on the basis of his pat-
ents on the electrostatic precipitator, a device that used an electrostatic charge 
to remove particulates from the air. Though it had agreed to manage specific 
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inventions for a handful of universities in the 1920s and early 1930s, Research 
Corporation began negotiating formal agreements to handle universities’ pat-
ents in 1937, when it developed such an understanding with MIT.21 By 1952, 
the nonprofit had about 50 such arrangements, and by the late 1960s, the num-
ber had risen to over 200.22

Finally, a number of universities handled patenting internally by establish-
ing a committee that was responsible for making decisions about the manage-
ment of inventions. The Regents of the University of California, for example, 
appointed faculty and administrators to a nine-member Board of Patents, and 
the University of Notre Dame and Oklahoma A&M had similar policies.23

By 1962, almost 350 institutions reported having a formal or informal pat-
ent policy.24 Yet the wide prevalence of patent policies is somewhat misleading, 
since the total number of patents being issued to universities each year was 
about 100, with another 25 or so going to Research Corporation on their be-
half.25 So while universities had procedures for handling patents, few used these 
on a regular basis. Only a small handful had what could be called active patent-
ing efforts in the 1960s. Howard Bremer, longtime patent counsel for WARF, 
recalled being in regular contact with only the University of California, Iowa 
State University, Research Corporation, and Battelle Development Corpora-
tion, a smaller nonprofit research management organization, during this era. 
While informal networks existed to a certain extent, “there were just not that 
many people involved” in university patenting at the time.26

The Role of Federal Patent Policy

There were several reasons university patenting remained so limited before the 
1970s. Before World War II, the small scale of university research meant that 
there simply weren’t very many inventions to patent. But even after the war, 
as academic science expanded dramatically, patenting remained fairly uncom-
mon. There was skepticism about whether patenting was appropriate in univer-
sities. The infrequency of the practice meant that it might never even occur to 
a faculty member to consider pursuing a patent. And most universities, which 
might identify only one or two inventions a year, lacked the administrative ca-
pacity to apply for and manage patents and licenses.

The single most important factor, however, in discouraging university pat-
enting was government patent policy. During the 1930s, when debate over uni-
versity patenting was most active, universities were relatively independent from 
the federal government.27 What modest external research funding there was 
came mostly from foundations and corporations, and while these might have 
their own concerns about the ownership of inventions, federal patent policy 
had little relevance.28 But as federal funding of academic science increased dur-
ing and after World War II, government patent policy became much more sig-
nificant in outlining what universities could and couldn’t patent. And as such 
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funding came to dominate university research—it made up 55% of university 
R&D spending in 1953, and peaked at 73% in 1966—federal patent policy ef-
fectively came to set the parameters for all university patenting.29

As federal spending on science and technology—in both universities and 
industry—rose after 1940, the question of what should be done with result-
ing inventions emerged as well. Most answers ranged on a continuum between 
two poles: a “government-title” policy on one end, and a “government-license” 
policy on the other. Under a government-title policy, government would keep 
the rights to such inventions, either patenting them itself or putting them in 
the public domain. If the government chose to patent an invention, it would 
then license it to interested parties as it saw fit. There might be a waiver process 
through which the inventor could request rights to the invention, in which case 
the government would decide whether such a waiver was in the public interest. 
Under a government-license policy, on the other hand, inventors would keep 
the rights to their inventions, while government would retain the option of a 
royalty-free nonexclusive license for public use. The inventor (or the inventor’s 
employer) would decide whether or not to patent and how to handle licensing. 
There might be specific situations, however, in which government could step 
in and take over the patent to make sure the public interest was being served.30

During the war, most military research gave title to contractors with pro-
visions for a government license.31 But after the war ended, a political battle 
developed over what the government role in science would look like, with 
Vannevar Bush leading the effort to establish a scientist-controlled National 
Research Foundation and Senator Harley Kilgore fighting for Washington to 
have more direct oversight of scientific research. The differences between Bush 
and Kilgore extended to patent policy as well. Bush, who was politically con-
servative and had close ties to industry, argued that patents were an absolutely 
necessary incentive to encourage private-sector investment in technology. He 
supported a government-license policy.32 Kilgore, on the other hand, was a 
“true New Dealer with a distrust of monopolies that dated from the days when 
his father was driven out of business by Standard Oil.” He thought that giving 
contractors patent rights would hinder the free flow of scientific information, 
especially since industry had a motive to restrict, rather than spread, the dis-
semination of research.33 Kilgore’s initial proposal gave all patent rights to the 
government, though a later revision would have allowed the sponsoring agency 
to assign rights to the inventor under certain conditions.34

No quick compromise was reached between Bush’s and Kilgore’s proposals, 
on either the organization of science funding or the patent issue. If it had been, 
the result might have been one strong, centralized agency to oversee the ad-
ministration of all federally funded science, as both Bush and Kilgore wanted, 
and such an agency might have had a single clear patent policy. But the political 
stalemate that resulted meant that the research efforts that had sprung up in 
many different federal agencies during the war continued to develop on an ad 
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hoc basis and were never brought under the guidance of a single agency. This 
decentralized and fragmented system of support for science led in turn to a de-
centralized and fragmented set of policies regarding the patenting of federally 
funded research.35

Since no single law established a uniform patent policy for the various fund-
ing agencies, the agencies developed a variety of different policies, some set 
internally and some by statute. Each had its own concerns when it came to pat-
enting. The Atomic Energy Commission (AEC), for example, with its roots in 
the Manhattan Project, was very concerned with its ability to control research 
results, and as a result maintained title to almost everything.36 The Defense De-
partment, on the other hand, felt it needed only a license, and was generally 
happy to leave invention rights to contractors or grantees, who were then free 
to pursue commercial development if they desired.37 Other funding agencies 
each had approaches of their own.38

What this meant for universities was that if they were interested in patent-
ing faculty inventions, they had to negotiate a very complicated set of govern-
ment policies. Some funding agencies allowed them to patent with little hassle. 
Others would almost never allow such patenting. Still others would allow uni-
versities to patent inventions on a case-by-case basis, but only after a formal 
request that the government waive its rights to the invention, a bureaucratic 
and time-consuming procedure. And a great deal of research was funded by 
more than one federal agency, in which case several policies would have to 
be negotiated and the strictest would generally apply. There were occasional 
efforts to simplify the situation, but they went nowhere. In 1965, for example, 
the Senate Judiciary Committee found itself considering three comprehensive 
patent policy bills: one proposing a government-title policy, one a government-
license policy, and one a policy that would vary from agency to agency.39 The 
debate looked just like the one that had taken place twenty years earlier, and the 
outcome was similar as well. None of the bills became law.

Since so much university research was funded by the federal government, 
this situation limited the extent to which universities could patent their re-
search even if they wanted to. In many cases, laws or regulations simply pro-
hibited it, but even when it might have been permitted bureaucratic complexity 
discouraged the practice. Few schools had someone on staff with the expertise 
to negotiate this minefield, and patenting remained only an occasional practice 
at universities throughout the 1960s.

An Uptick in University Patenting

But at the end of the 1960s, the number of patents issued to universities began 
to rise. While fewer than 100 patents were issued to universities most years 
in the 1950s and 60s, by 1972 the number broke 200 and by 1975 it reached 
300. In 1980, the year Bayh-Dole was passed, universities received almost 400 
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patents.40 Because patenting has increased so much since the Bayh-Dole Act, 
it is easy to overlook this earlier rise, but from the perspective of 1980 it was a 
meaningful increase—roughly fourfold in fifteen years.

Two main factors contributed to this jump. One was simply that universities 
were doing more inventing as research funding increased. Even if the rate of 
patenting had remained constant, the growth of the academic research enter-
prise would have led to a significant increase in the number of patents issued. 
But the number of university patents per research dollar spent also rose sub-
stantially, so the rise in research spending alone does not explain the increase.41

Another important reason patenting became more prevalent was that sev-
eral groups of people began actively encouraging the practice. The Research 
Corporation started promoting more university involvement in patenting dur-
ing the 1960s. A small group of government employees began working to sim-
plify the process of patenting federally funded research a few years later. And 
in the mid-1970s, a professional network of university patent administrators 
began to emerge and disseminate information about and support for university 
patenting efforts.

The Research Corporation effort was prompted by a contentious dispute 
between itself and MIT. MIT alleged that Research Corporation was not 
acting in its best interests and in 1963 cancelled its invention administration 
agreement. This move caused a significant rethinking of strategy at Research 
Corporation, and one result was an effort to improve communications with 
universities and inventors. The organization made hundreds of outreach visits 
to schools in the mid-1960s, and in the 1970s initiated a “Patent Awareness 
Program” that attempted to teach universities to do more early evaluation of 
their own inventions.

The outreach efforts had no positive effect on Research Corporation’s de-
teriorating financial condition. But they did help train universities to handle 
inventions, a development that eventually contributed to Research Corpora-
tion’s demise as a patent management organization. By 1975, a growing num-
ber of Research Corporation’s university clients were “cherry-picking” inven-
tions, managing the most promising themselves rather than sending them to 
Research Corporation.42

The government effort to encourage university patenting began at the De-
partment of Health, Education, and Welfare (HEW), which housed NIH. In 
1963, HEW—already the largest federal funder of university research and still 
growing rapidly—hired a patent attorney to sort out its incoherent patent pol-
icy.43 HEW was one of the agencies that had a good deal of discretion over how 
it handled inventions, since its policy was not governed by statute. In the 1950s 
and early 1960s, the agency’s official position was that it would waive title to an 
invention upon the request of a grantee, provided that the grantee could show it 
had the capacity to pursue development of the invention. But in the late 1950s, 
the agency became increasingly reluctant to waive its rights. By 1964, NIH di-
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rector James Shannon was writing internally that “in practice, [patent rights 
have not been waived] in approximately five years and proposals which have 
been advanced for department approval have invariably resulted in decisions to 
keep title in all reported inventions with the Federal Government.”44

The patent attorney hired by HEW, Norman Latker, was a strong proponent 
of inventor’s rights. Latker was inherently skeptical of government’s ability to 
manage inventions it knew little about and believed that the closer an invention 
could be kept to its inventor, the more likely it was that it would someday be 
used. After arriving and surveying the situation, he made clear that he believed 
the department’s patent policy was too heavy-handed, and that it should gener-
ally waive title to universities upon request.45 Before long, Latker found himself 
in open conflict with other offices at HEW.46

In 1968, public embarrassment turned the tide in Latker’s favor within the 
agency. Two major studies of federal patent policy were published, and both 
singled out NIH’s medicinal chemistry program for negative attention. The me-
dicinal chemistry program supported research that resulted in new compounds 
with therapeutic potential. But because HEW would not permit exclusive li-
censes, no pharmaceutical companies were willing to invest in developing the 
compounds. The costs of bringing a drug to market were so great that with-
out the protection of an exclusive license, they had no incentive to become 
involved. As a result, the promising compounds were gathering dust.47

Both of these reports recommended that HEW modify its patent policy along 
the lines Latker had been suggesting. The attention they received in Washington 
defused some of the opposition within HEW, which not only led to more fre-
quent approval of individual waiver requests, but also allowed Latker to revive 
a more significant innovation, the institutional patent agreement (IPA). IPAs 
were contracts between HEW and a research institution under which HEW 
would waive title to all HEW-funded inventions that met certain conditions. 
They allowed a university to avoid the time-consuming process of applying 
for individual invention waivers, instead permitting them to apply only once, 
for an IPA.48 In December 1968, the first dozen universities formed IPAs with 
HEW, and by 1971, thirty-seven universities held IPAs.49 Between 1968 and 
1974, universities with IPAs filed 167 patent applications on HEW-sponsored 
inventions, and HEW granted 162 petitions for waivers of title to universities 
without IPAs—compared to almost none in the pre-1968 years.50

The battle to reform HEW’s patent policy strengthened Latker’s commit-
ment to keeping government out of the patent management business. After his 
changes were implemented at HEW, he turned his attention to other federal 
agencies. The Federal Council for Science and Technology, an office of the ex-
ecutive branch, had a committee on government patent policy made up of rep-
resentatives of each of the R&D-funding agencies. Here Latker hoped to find 
counterparts who might be interested in adopting IPAs.
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To his disappointment, he learned that most of his peers favored a 
government-title policy and had little interest in IPAs. One exception, however, 
was Jesse Lasken, who helped manage patents at NSF. Lasken also believed that 
universities would be better at handling inventions than government, and the 
two quickly formed a partnership. In 1973, NSF began signing IPAs of its own, 
modeled closely on HEW’s.51 This was a significant step. NSF was the second-
largest funder of university research. With both HEW and NSF on board, 68% 
of federal research dollars could potentially be governed by IPAs.52 Adding in 
the Defense Department, which had long had a similar mechanism, universi-
ties with the capacity to manage patents had the option of pursuing them on 
inventions resulting from almost 80% of federal funds.53

While the outside efforts of Research Corporation and of federal administra-
tors were significant in encouraging university patenting starting in the late 
1960s, by the early 1970s another group was starting to promote the practice 
from within universities. In part, this was an outcome of what Research Cor-
poration was doing—training universities in patent management. IPAs, too, 
had moved universities in this direction. By requiring that a specific person 
at a university be responsible for managing inventions, they helped to create a 
new constituency of administrators who were actually in charge of patenting 
and licensing university research.54 But the emerging community of technol-
ogy transfer professionals would also make its own independent contribution 
toward the expansion of universities’ patenting activities.

A small-scale network among university patent administrators did exist in 
the 1960s. WARF’s Howard Bremer recalled that “about every eighteen months 
to two years we’d get together and just, in some hotel . . . discuss happenings 
and see what developments there were.”55 But this was a tiny group representing 
about half-a-dozen universities and patent management organizations. While 
“there were phone conversations and mentoring kind of help . . . it was rather 
limited at that time” because of the small numbers.56

But by 1973, the growing interest in university patenting was leading to more 
formal organization. Betsy Ancker-Johnson, a physicist who was herself an in-
ventor and patent holder, was appointed Assistant Secretary of Commerce for 
Science and Technology. Ex officio, she headed the Federal Council for Science 
and Technology committee on which Latker had sought allies. She came to the 
job with strong pro-patent views, and thought opposition to the liberalization 
of patent policy arose mostly out of ignorance of how patents really worked.57 
Ancker-Johnson quickly allied with Latker and Lasken and lent political clout 
to their campaign to strengthen university patenting. She also, according to 
two attendees, was the motivating force behind the first-ever conference on 
university technology transfer:

At the 1973 annual meeting of the National Council of University Research 
Administrators, part of one afternoon was devoted to patents. . . . The truly 
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significant part of this meeting was the principal luncheon speaker, Betsy A. 
Johnson, Ph.D. . . . The theme of her speech was astounding. She said that the 
government’s treatment of the universities’ inventions was disgraceful, and 
why did we not get together and do something about it. That was invitation 
enough.58

The result was an October 1974 meeting at Case Western Reserve University 
that drew 118 attendees representing over fifty universities.59

Participants in the three-day meeting found they had lots to talk about. They 
shared information about how to organize a technology transfer office, how to 
improve communication with faculty, how to market university inventions, and 
how to negotiate government bureaucracy.60 The conference led directly to the 
creation of SUPA, the Society of University Patent Administrators, which had 
its charter meeting in Chicago the following year.61 As the decade progressed, 
SUPA became increasingly established, with regular, well-attended meetings.62

The creation of a professional association helped stabilize the informal social 
networks that had already been developing across universities. It facilitated the 
exchange of know-how from school to school, and helped to create a constitu-
ency that would support the expansion of university patenting. Thus by the 
mid-1970s, the practice of patenting, though still modest in scale, was steadily 
expanding in universities, supported not only by the growing research base but 
by the efforts of multiple groups to encourage it.

Barriers to the Expansion of University Patenting

Yet as the 1970s progressed, it was becoming increasingly clear that this grass-
roots interest in university patenting could expand only so far without legisla-
tive change. In the first part of the decade, Latker, Lasken, Ancker-Johnson, and 
a handful of others continued their efforts in Washington to expand universi-
ties’ capacity to patent federally funded research. Latker had hoped more agen-
cies might start using institutional patent agreements, but after NSF adopted 
them in 1973, their spread stalled. Agencies had philosophical differences re-
garding patent management, and there were practical considerations as well. 
Some, like NASA, were governed by statutes that allowed them little leeway 
in the disposition of invention rights.63 Others, defending their turf, were re-
luctant to give up control of something, regardless of what it was.64 And the 
fact that some agencies’ money went primarily to industry contractors, not to 
universities, gave them a different set of considerations. By 1974, it was clear 
IPAs would go no further. As one observer noted, “Those of us who are in uni-
versity patent administration would find our lives quite a bit easier if we could 
operate under institutional patent agreements across the board. Of course that 
is really pie in the sky because there are some agencies that are so far from an 
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institutional patent agreement, that I am sure that we, our children, nor our 
grandchildren will ever see one.”65

As IPAs reached their limit as a way to facilitate university patenting, pat-
ent policy reformers turned their efforts in other directions. For example, the 
Atomic Energy Commission was being replaced by ERDA, the Energy Research 
and Development Administration.66 The AEC had taken title to almost all the 
inventions it funded, and David Eden, special assistant to Ancker-Johnson, 
worked—successfully—to make sure that ERDA did not end up with a similar 
policy.67 Another project, led by Latker and Lasken, involved rewriting relevant 
regulations to clearly permit IPAs at agencies for which they were not forbidden 
by statute.68 Though it took several years, their proposed changes were made 
official in 1978.69

But it was quickly becoming obvious that university patenting would not 
be on stable ground without legislative intervention. For one thing, many 
agencies’ policies were governed by statute. For another, IPAs were already 
being challenged in court. Ralph Nader’s organization, Public Citizen, sued 
the federal government in the early 1970s on the grounds that IPAs were “an 
unconstitutional disposition of property.”70 Though Nader’s suit was dismissed 
due to lack of standing, Latker recognized that Nader had a legitimate legal 
argument. Proponents of change, Latker later recalled, “knew that we were 
on relatively weak ground. We tried to make the best arguments we could . . . 
[but] we knew that there was a weakness, and the only way you could cure it 
was by legislation.”71

On top of this, a setback at HEW made it clear how rapidly existing patent 
practices could be reversed. With Norman Latker in charge of patenting, waiv-
ers of government patent rights had become routine at the agency. But with the 
arrival of the Carter administration in 1977 came a new secretary, Joseph Cali-
fano. Califano strongly disapproved of giving universities patent rights, and in 
August of that year he ordered Latker to start sending all patent waiver requests 
to the general counsel’s office for approval.72

The general counsel’s office, however, did not actually approve any waivers. 
Instead, Califano announced that the patent policy was under review, and the 
requests sat there, neither approved nor denied. The months dragged on, and 
by September 1978 more than thirty inventions were stuck in bureaucratic 
limbo.73 The shift shocked and angered university patent administrators, who 
had grown used to quick approval of their requests for title, but who now real-
ized how fragile the practice actually was.

Latker had been working on government patent policy legislation as early as 
1972, when he contributed to a draft bill published by the Commission on Gov-
ernment Procurement.74 But in 1976, the Federal Council for Science and Tech-
nology proposed a more serious effort at legislative change. This draft bill was 
sweeping in scope, giving patent rights to all federal contractors and grantees, 
not just the universities, nonprofits, and small businesses that would eventu-
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ally be covered by Bayh-Dole.75 Ray Thornton, chair of the House Subcommit-
tee on Science, Research, and Technology, twice introduced the bill into com-
mittee, but it quickly died there since the committee did not have jurisdiction 
over patents.76

Worse for the bill’s supporters, this drew the negative attention of Senator 
Gaylord Nelson, who argued that giving private contractors invention rights 
would be like government “playing Santa Claus.”77 In December 1977, Nelson 
brought together some of the longest-standing opponents of a government-
license policy to testify at Congressional hearings.78 The same stalemate that 
began in 1945 was being played out again between those who believed that in-
ventions would not be developed unless their inventors could patent them and 
those who believed that allowing inventors to patent government-funded in-
ventions was a misappropriation of taxpayer dollars. In the beginning of 1978, 
the practice of university patenting was under attack, and it was not looking 
likely that legislation would be passed to shore it up.

Innovation, the Economy, and Government Patent Policy

At this critical juncture, supporters of a liberalized government patent policy 
realized that they seriously needed to rethink their tactics. As a result, they 
made two major changes in strategy. First, they decided to reduce the scope of 
their proposed legislation so that it would not cover all government contrac-
tors and grantees, but only universities, other nonprofits, and small businesses. 
Second, they reframed the bill as being a piece of the solution to what were 
increasingly perceived as problems with U.S. economic competitiveness.

The decision to cut large corporations out of the bill defused a lot of poten-
tial criticism without raising much new opposition. A big problem with the 
Thornton bill was that it was perceived as being a “government giveaway.” In 
particular, critics were upset that government would be paying big companies 
to do R&D for it, and then allowing those companies to patent and profit from 
the results of that research. Supporters of the bill saw this strategic decision 
as critical to the bill’s success. As Jesse Lasken later said, “I think what hap-
pened that turned the tide was that we avoided dealing with big business.”79 
Unsurprisingly, big business was not happy about being cut from the proposed 
legislation. But although business interests actively supported an alternate pro-
posal, they did agree not to oppose the scaled-back bill, perhaps because Latker 
and his allies explicitly stated that they hoped eventually to extend the bill to 
include all federal contractors.80

Cutting out big business not only reduced opposition, but also directly 
brought in the support of small business. The small business lobby saw patents 
as a form of monopoly with which deep-pocketed big businesses could keep 
small businesses from competing, and thus thought that allowing large cor-
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porations to patent government-funded inventions would hurt small business. 
The Senate Select Committee on Small Business, in fact, had historically been 
a strong source of opposition to a government-license patent policy.81 Limiting 
the scope of the bill turned allies of small business from likely opponents to 
active supporters.

The decision to reduce the scope of the bill was important, and it is doubt-
ful that legislation could have passed had this choice not been made. Yet the 
second part of the strategy, reframing the bill around economic issues, was also 
critical. In the past, the primary argument proponents of a government-license 
patent policy made was that such a policy would improve the utilization of pub-
licly funded research. Businesses would not be willing to invest in developing 
government-funded inventions without the reassurance of patent protection, 
they said, and without such investment, these inventions would never get into 
use. While this was a fine argument as far as it went, it was not especially emo-
tionally compelling.

But after 1977, supporters of patent reform began to emphasize a different 
argument with broader political resonance. In light of intense public concern 
with the economy and the growing consensus that innovation problems were 
contributing to U.S. economic weakness, the proposed patent legislation was 
presented as a way to accelerate the process through which inventions reached 
the market. This was a timely and powerful argument, but not one that had 
previously been emphasized. As Norman Latker later said, “That was an issue 
that came up after the fact that we could use to support the bill.”82

The shift away from arguments about getting inventions into use and toward 
arguments about economic competitiveness is reflected in a series of Congres-
sional hearings on patent policy that were held in the late 1970s. The first set, in 
September 1976, was led by Representative Thornton and dominated by those 
who wanted to give patent rights to federal contractors and grantees. Here, 
though, there was little emphasis on the economic effects of such a change. 
Thornton opened the hearings by emphasizing the “significant impact [of pat-
ent policy] on the development of inventions and the technological advances of 
our Nation,” but did not tie that to any particular effects on the economy.83 The 
nine individuals testifying described how patents would help get government-
sponsored inventions into use more effectively, but they did not emphasize the 
economic impact of their proposal either. Only one, Ancker-Johnson, men-
tioned economic effects more than in passing, and even in her statement such 
effects are clearly secondary to the primary goal of improving the utilization of 
government-funded research.84

Twenty months later, in May 1978, an overlapping group testified on insti-
tutional patent agreements before a hostile Senator Nelson. These hearings 
covered a narrower range of questions and focused primarily on universi-
ties. The testimony presented still did not make the economy a central issue. 
However, some of those testifying—particularly those representing the Carter 
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administration—were beginning to make explicit the connection between 
patent policy and economic development. Assistant Secretary of Commerce 
for Science and Technology Jordan Baruch, for example, began by noting that 
“innovation, the development and use of new inventions, is a primary means 
for achieving noninflationary economic growth, job creation, and a stronger 
international position for America and for American industry,” a position that 
accorded with his role as leader of Carter’s Domestic Policy Review of Indus-
trial Innovation.85

In 1978, supporters of patent policy liberalization managed to secure the 
support of senators Robert Dole and Birch Bayh, a development inadvertently 
facilitated by Califano’s shutdown of the waiver process at HEW. University pat-
ent administrators, frustrated with the change in policy, began contacting their 
members of Congress, and one such meeting brought Senator Bayh on board.86 
Similarly, an aide to Senator Dole who had a background as a scientist and 
inventor became aware of what was happening at HEW and brought the issue 
to Dole’s attention.87 In September, the two senators announced that they were 
introducing legislation that would establish a broad government-license patent 
policy covering universities, nonprofits, and small businesses.88

By the time hearings on this new bill were held in May 1979, the focus of 
debate had shifted substantially. Instead of simply emphasizing the importance 
of getting inventions into use, the issue was framed explicitly and repeatedly in 
terms of the need to reform patent policy in order to regain the U.S. economy’s 
technological edge. From Bayh’s opening, in which he expressed his concern 
about the United States “rapidly losing its preeminent position in the devel-
opment and production of new technologies,” supporters claimed that patent 
policy should be changed for the sake of the economy:

The United States has built its prosperity on innovation. That tradition of 
unsurpassed innovation remains our heritage, but without continued ef-
fort it is not necessarily our destiny. There is no engraving in stone from 
on high that we shall remain No. 1 in international economic competition. 
In a number of industries we are no longer even No. 2. New incentives 
and policies are needed to reverse this trend. The [Bayh-Dole Act] will be 
a step in the direction of encouraging innovation and productivity in the 
United States.89

This bill, unlike the Thornton bill, did not immediately arouse strong oppo-
sition. Commentators attributed the shift to the bill’s exclusion of big business 
and to “heightened national concern over the waning of innovation.”90 The leg-
islative process took several more turns before the Bayh-Dole Act was signed 
into law in December 1980. But from this point on, those on both sides of the 
debate accepted the new economic framing. Proponents argued that an im-
proved patent policy would help U.S. competitiveness. Among opponents, the 
claim that the policy was a government giveaway was made less often, replaced 
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by a meeker challenge that it was not the most effective means of speeding tech-
nological innovations to the marketplace.91

Increasing the Value and Scope of Intellectual Property

The Bayh-Dole Act had a direct effect on universities’ decisions about how 
actively to pursue patenting because it gave them the clear right to patent 
government-funded inventions and legitimized what had remained, right 
through the 1970s, a somewhat dubious activity. But after 1980, not only were 
universities officially permitted to patent and license such inventions, but the 
incentives to do so gradually increased as intellectual property rights became 
stronger and the scope of what could be patented was enlarged.92 This shift, 
which was facilitated by several policy decisions, was not aimed specifically at 
universities, but nevertheless changed the environment in which universities as 
well as for-profit firms made decisions about how to handle inventions.

One of these was the 1980 Diamond v. Chakrabarty Supreme Court decision 
introduced in the previous chapter. Chakrabarty made microorganisms patent-
able, and eventually the protection it afforded was extended to more complex 
forms of life as well.93 Universities, with their cutting-edge research in genetic 
engineering, were particularly well-poised to take advantage of this expansion 
of property rights, and it was Harvard University that received the first-ever 
patent on an animal in 1988.94 As chapter 4 described, innovation arguments 
were used in the Chakrabarty case, with friends of the court like Genentech and 
the University of California arguing that “adoption of a per se [that is, across-
the-board] rule excluding all living things from patentability will inhibit com-
mercial development.”95 This general line of argument could be found in other 
patent policy debates as well. As Bruce Abramson has recently noted, “Between 
1980 and 1984, four major legislative changes and two lines of Supreme Court 
rulings altered the contours of the American patent system almost beyond rec-
ognition. Inquiries into the best ways to enhance American competitiveness 
motivated all six changes.”96

Particularly important among these was Congress’s creation in 1982 of a new 
appellate court, the Court of Appeals for the Federal Circuit (CAFC), a pri-
mary purpose of which was to hear patent appeals. Before CAFC, someone 
who wanted to challenge a district court’s decision on a patent case would ap-
peal to one of the general appellate courts of the regional circuits. The circuit 
courts, however, differed dramatically in their treatment of patents, with some 
tending to favor patent holders and others being much less likely to do so.97 
Since the Supreme Court was relatively uninterested in hearing patent cases, 
this variation remained unresolved and led to the practice of “forum shopping,” 
in which litigators and defendants both tried to get their case heard in a cir-
cuit they thought likely to favor themselves.98 Congress ended this situation by 
sending all patent appeals to CAFC.
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The creation of CAFC is widely seen as having strengthened patent protec-
tion. Scholars have argued that it is more likely than prior courts “to affirm 
[district court] judgments in favor of patent owners,” that it is less likely to up-
hold decisions of patent invalidity, and that by increasing the enforceability of 
patents it spawned a complementary increase in patent litigation.99 Evidence on 
whether the creation of CAFC is partially responsible for the surge in patent-
ing that began in the 1980s is less unified, but leans in that direction as well.100 
While there is considerable debate over the exact nature and extent of CAFC’s 
effects, there is a broad consensus that such effects exist.

As was the case for the effort to pass Bayh-Dole, the emerging focus on in-
novation policy seemed to mark a turning point in the push to create CAFC. 
Congress had begun to consider the forum-shopping issue as early as 1972, 
when Senator Roman Hruska was appointed head of a commission to study 
reform of the appellate court system.101 But while the Hruska Commission rec-
ommended the creation of a national court of appeals, its proposal gained little 
traction upon its publication in 1975.102 In 1978, though, just as “the entire sub-
ject seemed in danger of fading from the agenda,” the Attorney General’s Office 
for Improvements in the Administration of Justice (OIAJ) began to promote a 
national patent court.103 The OIAJ secured the support of Senator Ted Kennedy, 
who chaired the Senate Judiciary Committee, but had a great deal of trouble 
gaining the interest of the House Judiciary Committee, which was chaired by 
Representative Robert Kastenmeier.104

As Daniel Meador, assistant attorney general at the time and a key propo-
nent of the proposal later noted, “Representative Kastenmeier’s subcommittee 
seemed more interested in industrial innovations than it did in the idea of the 
Federal Circuit.”105 He also recalled that

the [Court of Appeals for the] Federal Circuit was carried forward in the 
House, at least initially, by its confluence with what was referred to as ‘in-
dustrial innovations proposals.’ . . . It had always been one of our arguments 
in support of the centralized patent jurisdiction that predictability as to the 
validity of patents was important in promoting investment in research and 
production. Thus, the Federal Circuit and proposals for industrial innova-
tions made a natural match.106

Others like attorney Donald Dunner began with an interest in innovation 
policy, not court reform, but found the CAFC idea appealing:

Not long after the Hruska Commission completed its task and the proposed 
national court of appeals disappeared from the scene, there developed a great 
concern over the state of the innovation in the United States. To deal with 
that concern, in 1978 President Carter convened a Domestic Policy Review 
on Industrial Innovation, on whose Patent Advisory Committee I served. By 
that time Messrs. Meador and Rosenberg had given birth to their Federal 
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Circuit idea, an idea the Patent Advisory Committee and the Carter Domes-
tic Policy Review warmly embraced.107

Pauline Newman, an attorney who served on the same patent advisory com-
mittee, helped to rally industry—which previously had taken no collective 
position on the circuit court debate—behind the proposal. “The industries,” 
she later noted, “that were now working to create this court represented three-
quarters of the nation’s industrial product,” and she represented them before 
the Kastenmeier committee.108 Supporters of CAFC drew heavily on the in-
novation frame in the hearings preceding the bill, and Kastenmeier’s language 
emphasized how important the industrial innovation angle was for him.109 He 
recapped the testimony by complimenting Newman for

restat[ing] the case, which I think largely had been lost upon the subcom-
mittee which has been looking at the technical aspects of the case . . . for the 
creation of this court; she reminded us that it is not merely for the patent 
lawyers themselves but for the industrial and research organizations of this 
country upon whom we depend for advances in technology and for economic 
competitiveness with the world that this was in the first place suggested.110

Tying the reform to innovation helped the bill to pass the House and become 
law in April 1982.

The Chakrabarty decision, the creation of CAFC, and other policy changes 
strengthened and expanded the U.S. intellectual property system during the 
1980s. At least partly as a result, patent applications skyrocketed, more than 
tripling between 1980 and 2000 after decades of very gradual increase.111 To the 
best of my knowledge, no one has tried to isolate the impact of the generally 
strengthened patent system (outside of Bayh-Dole) on university patenting, but 
it would be surprising if universities had not followed other organizations to 
some extent in responding to these changed incentives.

University Patenting after 1980

University patenting increased considerably in the years following Bayh-Dole. 
Yet this increase was an acceleration of an existing trend more than a dramatic 
shift. While the practice of biotech entrepreneurship was very limited until 
about 1979 and then exploded over the course of a few years, patenting had 
already been rising at a steady clip (if from a low base) during the 1970s, and 
after Bayh-Dole patenting accelerated moderately rather than taking off pre-
cipitously. While the number of patents issued to universities had increased by 
an average of 7.3% a year between 1969 and 1980, that figure rose to 12.7% for 
the 1981 to 1999 period.112 (After 1999, the number of university patents being 
granted leveled off.)
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While Bayh-Dole certainly provided an impetus for universities to pursue 
technology transfer, the long timeline from identifying an invention to apply-
ing for a patent on it and then actually receiving that patent meant that the 
number of patents issued to universities did not immediately shoot up after 
its passage. Universities were awarded 390 patents in 1980, and that number 
had only risen to 434 by 1983.113 The legislation’s impact was also not uniform 
across institutions. David Mowery and his collaborators see Bayh-Dole as hav-
ing more modest effects at universities that were already pursuing patenting 
than at those without technology transfer programs. Case studies of Stanford, 
the University of California, and Columbia lead them to argue that at the first 
two institutions, which were already active patenters by 1980, “Bayh-Dole was 
an important, but not a determinative, factor in the growth and changing com-
position of patenting and licensing activity.”114 At Columbia, however, which 
had done some patenting but had no formal program, they think that “it is 
likely that the change in federal policy embodied in Bayh-Dole led to a more 
dramatic change in policies, procedures, and rules than would otherwise have 
occurred,” such as the establishment of an Office of Science and Technology 
Development in 1982.115

A 1986 survey of research universities supports Mowery et al.’s hypothesis 
that Bayh-Dole had differential effects. The Association of American Universi-
ties asked its members how much the legislation had affected their patenting 
strategy, and received a mixed response:

Many respondents . . . credit the new Federal patent law with providing the 
incentive for the university to establish an aggressive patent and licensing 
program, including the commercialization of inventions resulting from pri-
vately supported research. However, other respondents stated that Federal 
patent policy had no impact upon their patent and licensing efforts. This lat-
ter view was shared both by institutions that are pursuing an active program 
and those that are not.116

Gary Matkin suggests that the “divergence highlights a more basic split in uni-
versities’ views of patent operations that existed at the beginning of the de-
cade. Institutions that had patent programs . . . saw the act as part of a general 
trend . . . while those that had not been aggressive saw the act as a causal factor 
in the development of patent administration.”117

Nevertheless, while the universities that were already active patenters may 
have seen the act as not affecting their behavior, and universities that were new 
to patenting may have had few immediate results because of the long time-
line and steep learning curve associated with the activity, more universities did 
launch technology transfer efforts during the early 1980s. While twenty-three 
tech transfer offices had been established by 1980, another twenty-six were 
started between 1981 and 1985.118 Similarly, the Society of University Patent 
Administrators saw its membership more than double between 1982 and 1984 
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as new entrants sought to learn from universities with longer-established pat-
ent efforts.119

While Bayh-Dole provided one impetus for the increase in patenting activ-
ity, there were pull factors as well as the push of legislation. As already noted, 
in the early 1980s the creation of CAFC and other policy decisions began to 
strengthen intellectual property rights and expand the scope of the patentable, 
which gradually increased the incentives to patent for corporations as well as 
universities. The total number of patents issued in the United States increased 
substantially during the 1980s—by roughly 50%—so some of the increase in 
patents awarded to universities likely reflects the same trends affecting non- 
university patenters.120

Since university patents roughly tripled during the same period, however, 
changes in the larger patent regime probably explain only a modest part of the 
total increase. The explosion of the biotechnology industry, however, so closely 
connected to academia and already in progress by 1980, was another more im-
mediate enticement for universities. The Chakrabarty decision in June 1980 as-
sured observers that biotech products would indeed be patentable, and the first 
Cohen-Boyer patent on recombinant DNA technology was at long last granted 
to Stanford and the University of California in December of that year, the same 
month Bayh-Dole was signed into law.121

Cohen-Boyer would start pulling in revenues right away, with seventy-two 
companies licensing the patent for $20,000 each by the end of 1981, and as 
noted in chapter 4, would ultimately bring in more than $250 million.122 Within 
a few years, other blockbuster patents would be issued to universities as well. 
In 1983, for example, Columbia University would be granted the first of several 
patents on cotransformation, a process for inserting DNA into cells in order 
to produce proteins, which would eventually earn $790 million.123 While uni-
versities had occasionally had “hit” patents in the past, this was success on a 
new scale, and the possibility of emulating it must have been tempting to cash-
strapped administrators. At the same time, the increased entrepreneurialism of 
bioscience faculty meant that they were becoming attuned to the commercial 
value of their work and the possibility of patenting in a way they hadn’t been 
before. This combination of factors provided new incentives for pursuing pat-
ents and licenses that went well beyond Bayh-Dole.

By the second half of the decade, the effects of these changes were becoming 
more visible as the growth in the number of patents being issued to universi-
ties accelerated. That growth was at its fastest in the late 1980s. The number 
of patents granted to universities doubled between 1985 and 1990, from 589 
to 1,182, and another thirty-seven technology transfer offices were established 
during the same period.124 In keeping with the links between biotechnology 
and university patenting, a disproportionate and increasing fraction of these 
patents were biomedical in nature. While in 1965, less than 15% of university 
patents were in drug and medical classes, by 1988 such patents made up about 
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35% of the total.125 And biomedical patents represented a much larger share of 
universities’ patent portfolios than they did of the overall patent population. 
While four specific classes of biomedical patent made up only 5% of all patent 
awards, they constituted a full 32% of university patents.126

During this period, universities continued to grapple with questions about 
how to balance their commitment to scientific values with the new impera-
tive to pursue technology transfer via patenting and licensing.127 A 1988 survey 
found that 59% of research universities had changed their patent policies in 
the last three years, and 26% of graduate deans thought that patent issues were 
among the four most critical issues facing universities.128 In addition to debat-
ing questions about openness and the integrity of science, technology trans-
fer offices were also experimenting with novel ways of managing the licensing 
process. MIT, for example, began taking equity as part of its licensing agree-
ments for some patents in 1988.129 While universities also tried other methods 
of investing in startups, this relatively simple arrangement, in which equity in a 
startup was accepted in lieu of some or all royalties on a patent license, became 
the most common. By the mid-1990s, more than 500 such licenses were being 
issued by universities each year.130

While questions remained about how best to manage patenting, the practice 
itself had become firmly established by the end of the decade. If the passage of 
Bayh-Dole and the institutionalization of the technology transfer office hadn’t 
clinched the deal, the revenues that were finally starting to be generated by 
patents would have. While systematic data on licensing revenues were not col-
lected prior to the 1990s, a National Science Board report found that universi-
ties had earned $7.3 million in fiscal year (FY) 1980 and $9.2 million in FY 
1981.131 By contrast, when the Association of University Technology Managers 
began surveying universities in FY 1991, it found that they received $123 mil-
lion in licensing revenues.132 This figure would break the billion-dollar mark by 
the year 2000.133

Why Did University Patenting Take Off?

Despite their mutually reinforcing nature, university patenting and bioscience 
entrepreneurship were fairly distinct practices. The two had different origins, 
different barriers to their spread, different trajectories, and different reasons 
for eventually taking off as well. Yet they do share some commonalities. The 
last section of this chapter will develop two points. First, I will consider the 
various factors that contributed to the expansion of university patenting as a 
practice. Second, I will then explore the similarities and differences between 
those factors and the ones identified in the previous chapter as contributing to 
the spread of biotech entrepreneurship.
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The 1980 passage of Bayh-Dole is often seen as a turning point for both uni-
versity patenting and the larger shift of academic science toward the market. 
But while Bayh-Dole was unquestionably important in encouraging the spread 
of patenting, Bayh-Dole itself would not have been possible without earlier ef-
forts to build a critical mass of interest in the practice. In particular, and in 
roughly chronological order, Research Corporation’s work teaching university 
administrators about the patent process, the establishment of institutional pat-
ent agreements by a loose network of federal employees, and the increasing 
organization of a professional community of university patent administrators 
were all significant in expanding patenting activity prior to the Bayh-Dole Act. 
In addition, they had the secondary effect of helping to create a political base 
that would, when the time came, fight for the passage of patent policy reform.

But despite the fact that these activities contributed to the increase in univer-
sity patenting during the 1970s, as of 1978 it was far from clear that the practice 
was about to accelerate in pace. In fact, there was a serious possibility that more 
restrictions would be placed on it, as was demonstrated when Califano’s De-
partment of Health, Education, and Welfare stopped granting waivers of patent 
rights for NIH-funded inventions. If HEW had continued down this path and 
Bayh-Dole had not stopped it, it is hard to imagine that university patent activ-
ity would have expanded nearly as much during the 1980s as it actually did.

But the passage of Bayh-Dole did, of course, reverse Califano’s action and 
dramatically change the policy environment for university technology transfer. 
The rise of biotechnology and the general strengthening of intellectual property 
rights, both of which began around the same time, further increased the incen-
tives for universities to pursue active patenting programs. Thus there were at 
least six factors that facilitated the institutionalization of university patenting 
that could be seen by the end of the 1980s.

It is harder to evaluate the relative importance of each factor that contributed 
to the increase in patenting than it was to evaluate those that led to the rise 
of bioscience entrepreneurship. In the latter case, one can reasonably imag-
ine conditions under which the practice simply would not have developed in 
academia to any significant extent. If biotechnology had not survived as an in-
dependent industry, it seems unlikely that bioscience entrepreneurship would 
have gained much traction at all. So if venture capital availability was a neces-
sary condition for the development of an independent biotech sector, then it 
was also necessary to the takeoff of bioscience entrepreneurship.

In the case of patenting, however, one can imagine many situations that that 
might have led to some increase in patenting, but a less rapid increase. Even 
if Bayh-Dole had never become law, university patenting still might have ex-
panded moderately during the 1980s due to all the other factors mentioned 
earlier. Furthermore, some of the causes of the increase in patenting (like Bayh-
Dole) were at least partly effects of earlier causes of the increase in patenting 
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(like the efforts of government officials to establish IPAs and the emergence of 
a professional community).

Nevertheless, some of these contributors were doubtless more important than 
others. Three—the activities of the network of government administrators, the 
passage of Bayh-Dole itself, and the rise of biotech as an academic-industrial 
field—were particularly significant. The federal officials who developed IPAs 
mattered because they were instrumental not only in directly encouraging early 
growth in the practice, but also because they facilitated the development of the 
professional community, and both they and that professional community were 
in turn critical to getting Bayh-Dole passed.134 Bayh-Dole itself, of course, had 
both practical and legitimating effects that encouraged university patenting. 
And biotechnology would produce many (though far from all) of the most lu-
crative university patents of the 1980s and 1990s.

As in the case of bioscience entrepreneurship, several of the factors that con-
tributed to the rise of university patenting involved policy decisions. In addi-
tion to Bayh-Dole itself, the development and expansion of IPAs was a policy 
decision, as were the Chakrabarty case and the creation of CAFC, both of which 
helped strengthen the larger patent system. Once again, innovation arguments 
were widely used.

While the push to expand IPAs predated the rise of concern with innova-
tion and was not couched in terms of innovation, when the promoters of IPAs 
ran into limits in trying to expand them and otherwise make it easier for uni-
versities to patent, they chose to reframe their political project in innovation 
language, a decision that both participants and observers credited as being 
critical in building support for the passage of Bayh-Dole. In the Chakrabarty 
decision, one can see innovation arguments being used, but it is difficult to 
know whether or how much they influenced the Supreme Court. Finally, in-
novation concerns were very important in getting appellate court reform and 
the creation of CAFC on the political agenda. Carter’s Domestic Policy Review 
of Industrial Innovation helped bring together supporters of such a court and 
to raise industry interest in the issue, and growing concern with innovation in 
Congress was important for attracting the interest of Kastenmeier’s House Judi-
ciary Committee. So the issue of technological innovation was arguably critical 
to the passage of Bayh-Dole and to the creation of CAFC, and was visible, but of 
unknown importance, in the Chakrabarty decision. Finally, if the development 
of biotech itself contributed to the growth of university patenting, and biotech 
was also shaped by innovation arguments, that is another indirect path through 
which innovation arguments encouraged the practice of patenting.

Bioscience Entrepreneurship versus University Patenting

Recall that in the case of bioscience entrepreneurship, the elements that con-
tributed to growth of the practice included (1) particular scientific break-



Patenting University Inventions  •  117

throughs, (2) the academic location of relevant expertise, (3) the decision not to 
restrict rDNA research, (4) the organizational model of Genentech, (5) changes 
in the venture capital environment, and (6) the Chakrabarty decision. If one 
compares those to the factors that were important to the growth of university 
patenting—(1) the invention management training of Research Corporation, 
(2) the efforts of federal administrators to make university patenting easier, (3) 
the emergence of a professional community, (4) the passage of Bayh-Dole, (5) 
the rise of biotech, and (6) the strengthening of the patent regime—it is notable 
that there is not much overlap between the two lists. Biotech entrepreneurship 
and university patenting fed into one another, to be sure, but they emerged as 
relatively independent phenomena, and while each contributed to the other’s 
growth, it is possible to imagine scenarios in which one of them became com-
mon but not the other. The diversity of the reasons that each was able to grow 
is also noteworthy. Changes in science, changes in law, collective action, and 
shifts in resource availability, among other factors, all played a part.

Some potential causes of expansion are also absent from both lists. Indus-
try played little role in encouraging either practice, and what role it did play 
was indirect. The pharmaceutical industry, for example, was not pushing to 
have more access to academia. Venture capitalists did seek academics to found 
biotech companies early on, but this kind of industry impetus differs from the 
image one might have of large R&D-intensive firms outsourcing their research 
efforts to universities. And while industry groups did lobby for policies like the 
capital gains tax cut and the creation of CAFC, these were not policies that were 
aimed at or expected to affect universities. So while industry is not missing en-
tirely from this picture, its role in encouraging the development of market logic 
in academic science is clearly secondary.

A second missing factor is universities systematically trying to use their sci-
ence to make money. Certainly, shifts in financial incentives were crucial in 
encouraging the development of each practice. But in neither case did the prac-
tice emerge because university leaders were looking for opportunities to solve 
budget problems by making more money off of science. Instead, people within 
the university—scientists and mid-level administrators—were trying to solve 
local problems and to take advantage of new opportunities, and only once the 
practices had begun to take off internally did upper-level administrators start to 
actively promote them and try to generate revenue from them.

What, then, did the two cases share? In both cases, government played a 
critical—though certainly not the only—role in creating the environment that 
encouraged the expansion and eventual institutionalization of each practice. 
Some interventions were more important than others, but policy decisions 
seem to have been a necessary condition for the rapid growth of both biotech 
entrepreneurship and university patenting. But while the significant policy 
decisions—chronologically, the creation of IPAs, the decision not to regulate 
rDNA research by statute, the capital gains tax cut, the relaxation of the pru-
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dent man rule, the Chakrabarty decision, the passage of Bayh-Dole, and the 
creation of the Federal Circuit—cover a wide territory (and several were not 
even aimed at academic science), with one exception innovation arguments 
were visible in the making of those decisions, and in three of them innovation 
arguments appear to have been decisive. The exception was the effort to create 
IPAs, and that, too, was eventually tied to innovation concerns as it morphed 
into the campaign for the passage of Bayh-Dole. While innovation arguments 
were sometimes more important than others, the consistency with which they 
were deployed is noteworthy.

Thus despite their diversity, collectively these decisions changed the environ-
ment in which academic science existed, and in which decisions about its future 
were made. It was not inevitable that they would lead to the growth of market-
oriented practices in academic science. Clearly a number of other factors, some 
of them essential, also needed to be present. Nor is it clear that none of these 
decisions would have been taken in the absence of the innovation policy frame. 
But the preponderance of policies shaped by this frame which then went on to 
facilitate the growth of market-oriented activities suggests that the innovation 
leitmotif made a critical contribution to the strengthening of market logic in 
the university.

The next chapter will consider the emergence of a third and final market-
logic practice in academic science: the university-industry research center 
(UIRC). This case is less closely linked to the first two than they are to each 
other. University-industry research centers are more common in fields like 
materials science, chemical engineering, and electronics than they are in the 
biotech-related fields, and patents play a much less critical part in them. They 
are also grounded in a different set of ideas about how science plays its eco-
nomic role, one that expects government to take a more active part in encour-
aging university-industry collaboration, rather than focusing on strengthening 
of property rights or reducing barriers to investment. Yet here, too, policy de-
cisions turned out to play a critical role—this time at the state level as signifi-
cantly as the federal—and once again, arguments about the economic impact 
of innovation were key.
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Creating University-Industry Research Centers

In universities all over the United States, faculty and graduate students 
work in research centers where they interact regularly with industry sponsors. 
They may actively collaborate with industry scientists who have come to the 
university for a year to work in an academic environment, sharing equipment 
and publishing together. Or their relationship may be more arm’s length, per-
haps involving periodic conversations with distant industry counterparts about 
ongoing research agendas. Many of the centers in which they conduct their re-
search hold annual meetings for their industry associates. Here, the academics 
put on a bit of a dog-and-pony show, demonstrating their latest breakthroughs 
and giving sponsors a chance to meet students who are about to receive their 
PhDs and start looking for jobs. At such meetings, sponsors not only learn what 
is going on at the forefront of the field, but may also enjoy the chance to talk 
science with their competitors, with whom interaction is generally restricted, 
on the neutral grounds of the university campus. If all goes well, such research 
centers can achieve the twin goals of advancing fundamental science and creat-
ing knowledge that is of direct practical use to industry, while at the same time 
developing the ongoing revenue stream that makes both objectives possible.

Variations on this scenario are going on in hundreds of places. Yet thirty-
five years ago, such formal research collaborations between universities and 
industry were very uncommon. While some faculty consulted for industry and 
were paid to bring their expertise to a company’s problems, and others con-
ducted contract research, carrying out specific projects that were of interest 
to a sponsor, the kind of organized, ongoing partnership just described was 
infrequent. The university-industry research center (UIRC), defined here as an 
organized research unit working on problems of interest to both universities 
and industry and at least partly supported by industry contributions, has ante-
cedents throughout the twentieth century. But in their current form, these cen-
ters began to spread rapidly only around the year 1980. This chapter attempts 
to explain how and why the growth of UIRCs occurred.

UIRCs versus Biotech Entrepreneurship and University Patenting

But before telling that story, I want to briefly put UIRCs into perspective by 
comparing them with the practices of bioscience entrepreneurship and univer-
sity patenting examined in the last two chapters. In some ways, the UIRC is an 
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odd person out among the three, and it is important to make the logic behind 
their inclusion as a case explicit. While any choice of cases involves tradeoffs, 
on balance, I would argue, UIRCs’ dissimilarities from the other two practices 
strengthen the overall argument I present here rather than detracting from it.

First, the differences. UIRCs are a less well-defined phenomenon than bio-
tech entrepreneurship or patenting. It is hard to draw a clear line saying that one 
set of activities counts as a center and another does not. There is great variation 
among UIRCs, which range from centers that exist in little more than name 
to institutes with hundred-million-dollar budgets, all of which can be orga-
nized in many different ways. UIRCs also represent a different set of disciplines 
than the other two practices. The biological sciences are obviously central to 
biotech entrepreneurship, and while patenting takes place in a variety of sci-
entific fields, the biosciences are disproportionately important to the prac-
tice. UIRCs, by contrast, are much less frequently focused on the biosciences. 
The fields that historically have been most strongly represented in UIRCs 
include electronics, materials science, and computer-assisted-design and 
manufacturing—fields that were already engineering-focused and had tradi-
tions of industry collaboration.

UIRCs are a less entrepreneurial activity than biotech entrepreneurship and 
patenting. While both of the latter practices require that someone take the ini-
tiative to identify a new idea and figure out how to leverage it in the marketplace, 
whether by starting a company or by applying for a patent and seeking licens-
ees, UIRCs have more continuity with traditional ways of organizing university 
research. In some ways, running a UIRC is not so different from running a 
government-funded research center—one must acquire sponsors and conduct 
research that those sponsors find valuable enough to continue funding, but one 
does not necessarily have to produce a product that is more broadly market-
able, as a startup company would. In this way, the UIRC is less of a qualitative 
shift from the kinds of activities academic scientists have historically pursued 
than are biotech entrepreneurship and patenting.

Finally, one might argue that UIRCs have really been a failed, or at best par-
tially successful, experiment with market logic. Unlike biotech entrepreneur-
ship and patenting, many UIRCs owe their ongoing existence to government 
funding aimed at encouraging university-industry collaboration. Without such 
funding, they would not be able to secure enough resources from industry 
sponsors to sustain themselves. Market logic involves selling the products of 
science in the marketplace, but UIRCs have often been able to do that only 
when their product, research, has been subsidized by government.

While some of these differences detract from the desirability of UIRCs as 
a case, others are actually a strength. The ill-defined nature of the UIRC cer-
tainly makes it harder to study: What is in? What is out? Are UIRCs even 
a coherent phenomenon? While it would be convenient for my purposes if 
UIRCs demonstrated more isomorphism, their ongoing nature and focus on 
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specific shared research problems nevertheless distinguishes them in impor-
tant ways from both consulting and contract research as well as industrial af-
filiates programs. Since I am looking at the origins and development of UIRCs 
rather than trying to survey them as a body, I view the UIRC as an ideal type 
that in practice shows considerable variation, rather than as a well-defined 
organizational form.

UIRCs’ disciplinary differences from biotech entrepreneurship and patent-
ing, however, are a plus, not a minus. While the biological sciences are inter-
esting because a market orientation was once rare in them and then rapidly 
became common, the engineering-related fields many UIRCs focus on have a 
much longer tradition of industry relations. Yet they, too, have shifted in terms 
of their orientation toward the market, and a study of changes in academic 
science as a whole should not ignore that. Similarly, UIRCs’ lesser degree of 
entrepreneurialism does not pose problems given my focus on explaining a 
shift in institutional logics, not on entrepreneurialism per se. The core con-
trast I make is between market logic, which measures the success of science in 
terms of the economic value it produces, and science logic, which sees science’s 
value primarily in the knowledge it creates. UIRCs clearly lean toward the 
former. One can be oriented toward market logic without being particularly 
entrepreneurial.

Finally, there is the question of whether UIRCs are actually an example of 
a successful market-logic practice, given their continued reliance on govern-
ment subsidy. Here, I would argue that it is exactly this reliance on government 
subsidy that shows how government action, shaped by innovation arguments, 
encourages market logic in multiple ways. For market-logic practices to spread 
widely, they must be able to garner enough resources to sustain themselves. 
That is, they must be able to sell enough of their product, however that is de-
fined, to reproduce themselves successfully. The case of university patenting 
highlights two ways government action can facilitate this: by changing the 
rules so that it is easier to sell the products of science (as Bayh-Dole did), or by 
making those products more valuable (as strengthening intellectual property 
rights did).

But there is also a third way that government can help science sell its 
products: by subsidizing them directly, so that they cost less for the private 
sector to buy. This is what happened in the case of UIRCs. It is a different 
kind of intervention, but in all three cases government action is encouraging 
a market orientation by making it easier and more remunerative for universi-
ties to sell the science they produce. Just as we would not say the agriculture 
industry and the oil industry are not primarily oriented toward the market 
simply because they are federally subsidized (though we might acknowledge 
how the subsidy affects their behavior), UIRCs are not a “failed” market-logic 
practice so long as they remain widespread and focused on the economic value 
of science.
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The Trajectory of University-Industry Research Centers

With all of that in mind, I now turn to review the emergence and spread of 
the university-industry research center. The antecedents to UIRCs date back 
as far as the early twentieth century, when a handful of land-grant institutions 
formed engineering extension offices, and continue through the industrial af-
filiates programs that began popping up in the postwar decades. It was the con-
joining of these kinds of traditional university-industry relationships with the 
organized research unit, which began to flourish in the 1950s and 1960s as a 
way of coordinating scholarship on a particular topic that did not fit the bound-
aries of a conventional academic discipline, that set the stage for the UIRC’s 
further development.

During the 1970s, a handful of attempts were made to create workable, on-
going university-industry research partnerships that took the form of centers. 
Several of these were initiated independently at a list of engineering-oriented 
schools that included Carnegie Mellon, Caltech, Rensselaer Polytechnic Insti-
tute (RPI), and the University of Delaware. Three centers were also established 
under the auspices of a small NSF program meant to experiment with ways of 
creating incentives for technological innovation. While some of these efforts 
were moderately successful, collectively they struggled with problems simi-
lar to those encountered by earlier forms of university-industry collaboration 
like industrial affiliates programs. In particular, it was hard for academic and 
industry scientists, with their different goals, reward systems, and cultures, to 
make common cause, and it was challenging for the centers to provide enough 
value to industry partners to justify ongoing support at levels of long-term 
sustainability.

As these challenges were occurring, however, government interest in en-
couraging technological innovation for economic reasons was also increasing. 
The Nixon-era focus on innovation that had led to the original small NSF pro-
gram had waned by the mid-1970s. But in 1978, NSF responded to the renewed 
wave of concern with innovation by making the most successful of its three 
experiments the model for a new university-industry research center program. 
By 1983, the agency was supporting a range of UIRCs on both smaller and 
larger scales.

At the same time, interest in the economic impact of technological innova-
tion was not limited to the federal level. Beginning around 1980, state govern-
ments, too, started to focus on encouraging innovation as an economic de-
velopment strategy. Frequently, they did this by creating university-industry 
research centers. California, North Carolina, Pennsylvania, and Arizona were 
among the early initiators of such programs, and by the middle of the decade, 
forty-four states were supporting university-based centers.1

Such programs helped to provide models of successful university-industry 
collaboration, but even more importantly, this large influx of government fund-



Creating University-Industry Research Centers  •  123

ing at both the state and federal levels changed the resource environment in 
which UIRCs were created and developed. During the 1980s, the number of 
UIRCs grew rapidly. While centers were relatively uncommon in the 1970s, by 
1990 one survey estimated a national population of UIRCs at over a thousand.2 
Once again, and even more directly than in the cases of biotech entrepreneur-
ship and university patenting, policy decisions shaped by new ideas about the 
economic importance of technological innovation had helped to launch a new 
market-logic practice in academic science.

Early Development of University-Industry Research Centers

Relationships between universities and industry did exist in the 1950s and 
1960s, and can be seen as setting the stage for the UIRCs that would begin to 
develop in the 1970s. But these university-industry ties were nevertheless weak 
in comparison to later decades. In 1972, materials scientist Rustum Roy re-
viewed “University-Industry Interaction Patterns” for Science, noting that “for 
several decades there have been only two or three universally acceptable mech-
anisms through which an entire university or a particular department could 
interact with industry,” namely, faculty consulting, contract research projects, 
and fellowships, which were essentially provided as gifts.3 Roy also described 
“two notable classes of experiments in university-industry coupling,” including 
industrial affiliates programs (which I describe in chapter 2), and government-
initiated pairings, in which the government acted as a broker to bring the two 
parties to work together on a specific problem.4 Roy also observed, however, 
that “the two golden decades of science funding in the United States, 1948 to 
1968, were not notable for inventiveness at the industry-university interface.”5

Those decades were noteworthy, however, for the rise of the organized re-
search unit (ORU) within universities. As the research enterprise grew, ORUs 
became increasingly common as a way to connect scholars working on a par-
ticular topic that crossed departmental lines. By 1970, a wide variety of ORUs 
were flourishing on university campuses in the form of area studies centers, 
survey research centers, engineering research institutes, computer labs, and 
so on. One scholar estimated that year that 5,000 ORUs had been established, 
though many of these were doubtless ephemeral.6 But while such units were 
interdisciplinary, few were oriented toward the world outside of academia. 
A book-length survey of ORUs published in 1972 barely mentions industry, 
and of the hundreds of ORUs it describes, only a small handful sound as if 
they could conceivably be called UIRCs.7 Even ORUs with clear industrial rel-
evance, like the Advanced Research Projects Agency (ARPA)–funded Materials 
Research Centers at Cornell, MIT, and elsewhere, had little interaction with 
industry during the 1960s.8

During the 1970s, however, a variety of people within academic science 
would begin to experiment with marrying the form of the organizational re-
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search unit with existing kinds of industry relationships like the industrial affili-
ates program and contract research. These efforts developed slowly and initially 
had only moderate success, but the most successful would become models for 
later UIRCs. Lessons would be learned from the failures as well.

Experimenting with UIRCs at the National Science Foundation

One of these early organizational models could trace its origins to the brief 
Nixon-era wave of interest in technological innovation in Washington. Chap-
ter 3 described how the Nixon administration, worried about the economy 
and responding to signs that the United States might be losing its trade ad-
vantage in high-technology fields, launched a massive review of policy options 
for strengthening innovation called the New Technology Opportunities Pro-
gram. The political timing was bad, however, and what had been proposed as a 
multibillion-dollar new policy initiative was slashed to almost nothing. What 
was left at the end was two modest new programs with budgets of about $20 
million each that were meant to experiment with the best ways of improving 
technological innovation. One, the Experimental Technology Incentives Pro-
gram, was aimed at industry and housed at the National Bureau of Standards.9 
The other, oriented toward universities and located at NSF, was called the Ex-
perimental R&D Incentives Program (ERDIP).

NSF’s ERDIP officially began in the summer of 1972, a few months after 
Nixon proposed it, but it got off to a slow start. The Office of Management and 
Budget was reluctant to disperse funds for the program, it was not entirely ap-
parent what ERDIP was supposed to do, and as Science reported in early 1973, 
“ERDIP so far has no clear idea as to how technological innovation comes 
about. For this reason, maybe, ERDIP staff have great difficulty in explaining in 
general terms what their future ‘experiments’ will ‘test.’ ”10

In practice, ERDIP tried to identify the factors that blocked technological in-
novation, look at the universe of incentives that might remove such blockages, 
and then initiate experiments to test whether such incentives worked.11 An ini-
tial call for proposals brought in an unexpectedly large 600 by February 1973, 
but “according to advisers to the program . . . many [were] from money-hungry 
firms seeking . . . ‘to invent a better kind of peanut butter.’ ”12 Ultimately, ERDIP 
initiated ten such experiments in its first two years, ranging from an Office of 
Legislative Technical Assistance intended to serve Alabama state legislators by 
connecting them with sources of technical information, to a program in which 
NSF would fund private laboratories to conduct validation tests of promising 
technologies.13

One of these ten was the University-Industry Cooperative Research Centers 
Experiment.14 As the name suggests, the program was meant to support centers 
where universities and industry would jointly conduct research on problems of 
mutual relevance. The program began in 1973 by choosing fourteen proposals 
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that would receive a preliminary year of funding. The three most promising 
were then selected for an additional four-year period of support.15 The effort 
was modest in size. Over the experiment’s lifespan, NSF spent about $2.4 mil-
lion on it, and industry groups invested another $3 million or so.16 The fully 
funded centers each took a slightly different approach. The Furniture R&D Ap-
plications Institute housed North Carolina State University faculty conducting 
research in response to the needs of a fragmented low-tech industry. The New 
England Energy Development Systems (NEEDS) Center created a third-party 
nonprofit organization to serve as a broker between a group of universities 
and firms and aimed to help electric utilities improve their technological in-
novation process. And the MIT-Industry Polymer Processing Program (PPP) 
brought together a number of firms with an interest in polymers to jointly de-
velop an ongoing research agenda with the program’s director, the graduate 
students who conducted most of the research, and other faculty.17

Only the last center, the Polymer Processing Program, was considered a suc-
cess. It was able to become self-supporting by the end of its five-year period of 
NSF funding and in fact continued to thrive for many more years. The other 
two experiments encountered familiar problems. The Furniture Institute suf-
fered from leadership turnover that hurt its efforts, but the more central prob-
lem seemed to be that the furniture industry, which was struggling anyway, was 
not accustomed to doing research and development. This made the university-
industry gap especially hard to bridge. The broker model of NEEDS was in-
tended to provide such a bridge in its own domain, but instead it added an 
extra layer of complexity and cost that made it even harder for the two parties 
to collaborate effectively.18

In the PPP, by contrast, although the industry targeted was also fragmented, 
it did have a preexisting R&D effort, which seemed to be a critical element of 
success. The program itself not only had a strong director, but also was orga-
nized so that he played a particularly strong role. Evaluators drew the lesson 
that such centers need “champions”—committed individuals who are person-
ally and professionally devoted to them. The center also held “technical review 
meetings” with industry partners quarterly (and initially bimonthly), so that 
feedback in both directions was regular and ongoing.19 And it helped that the 
program targeted an industry that shared common and relatively fundamental 
technical concerns, so that it was not solving problems for individual firms, but 
performing research of value to a whole group of them.20

Thus with the creation of the PPP—and through comparison with failed ef-
forts to encourage university-industry partnership—NSF hit upon a new way 
of organizing such collaboration that appeared to be successful and even self-
supporting in the long-run, if one that was workable in a relatively limited set of 
circumstances. But the ERDIP program itself was short-lived. It had never en-
joyed strong or consistent political support, and from its outset, observers had 
noted that “if the economy recover[ed], ‘There would be a tendency to take a 
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lot of the steam out of it,’ since the impetus for the program stemmed from eco-
nomic troubles.”21 And indeed, when the economy temporarily bounced back 
in 1973, the brief surge of political interest in innovation waned, and funds for 
ERDIP were cut. Even though the recovery ended with the oil crisis that began 
in October, ERDIP did not regain momentum. By 1975, though the centers still 
had three years of funding left, the program was being described as “practically 
shelved.”22

Other University Experiments with UIRCs

Just as universities had experimented with industrial affiliates programs and 
research parks in the 1950s and 1960s, so some were experimenting with 
university-industry research centers on their own by the 1970s. Such efforts 
are difficult to track because many were ephemeral and others, even if more 
durable, gathered little attention. I have identified about a dozen such centers 
(see table 6.1), and sketch here a picture of a few of them to provide a sense of 
what these early UIRCs looked like, the successes they achieved, and the chal-
lenges they faced.

Outside of the centers created through ERDIP, almost none were established 
before 1975. One exception to this, however, was Carnegie Mellon’s Processing 
Research Institute (PRI), funded in 1971 by NSF’s Research Applied to National 
Needs (RANN) program. A joint effort between Carnegie Mellon’s departments 
of chemical, mechanical, and materials engineering, PRI was created to develop 
a master’s degree in process manufacturing. In conjunction with this effort, 
large companies like DuPont, Exxon, and Westinghouse contributed support 
for specific cooperative research projects conducted by graduate students. In 
the institute’s first three-and-a-half years, twenty-six firms and industrial as-
sociations provided $800,000 in support and PRI matched those contributions 
with $500,000 of money from NSF. PRI appears to have ended around 1977, 
at about the same time that the RANN program, long under political fire, was 
eliminated.23

More UIRCs began to be established after the mid-1970s, though they were 
still quite uncommon. One notable example was Caltech’s Silicon Structures 
Project. While Caltech was generally known for its arm’s-length approach to 
industry relations, engineering professor Carver Mead started to build closer 
ties with industry around 1977 after becoming interested in the automated de-
sign of integrated circuits. Because doing such work required access to expen-
sive fabrication facilities, he and Ivan Sutherland, who had been recruited to 
Caltech to start a computer science department, created the Silicon Structures 
Project to bring together companies like Xerox and IBM with Caltech scientists 
to work collaboratively on chip design.24 Sutherland gained the involvement of 
Xerox’s Palo Alto Research Center (Xerox PARC) through his brother, William 
“Bert” Sutherland, who managed a Xerox PARC laboratory, and Xerox became 
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an early and important sponsor.25 By 1980, the Silicon Structures Project had 
five other sponsors as well, including Hewlett-Packard, Digital Equipment Cor-
poration, and Burroughs, each of which was paying $100,000 to participate.26 In 
many ways, the Silicon Structures Project functioned like an industrial affiliates 
program. But it was differentiated in part by the fact that each sponsor actually 
sent one of its scientists to Caltech for a year to work on the project.27 This cre-
ated a more active and intimate relationship between university scientists and 
their industry partners than was typically found in affiliates programs.

Table 6.1. 
UIRCs Founded 1970 to 1980

				    Targeted 
	 University	 Name of center	 Year founded	 government support

Carnegie Mellon	 Processing Research Institute	 1971	 NSF (RANN); existed until 
			   about 1977
MIT	 Polymer Processing Program	 1973	 NSF (ERDIP); existed well into 
			   the 2000s
NC State	 Furniture R&D Applications	 1973	 NSF (ERDIP); ended in 
	 Institute		  late 1970s
Caltech	 Silicon Structures Project	 1977	 Independent; disbanded in 
			   early 1980s
RPI	 Center for Interactive Computer	 1977	 Independent; became NSF 
	 Graphics		  I/UCRC in 1979; became state- 
			   funded in 1982
Delaware	 Center for Composite Materials	 Founded in 1974; 	 Independent; became NSF 
		  industry-funded	 ERC in 1985 
		  in 1978
Delaware	 Center for Catalytic Science 	 1978	 Independent; still in existence 
	 and Technology
Carnegie Mellon	 Robotics Institute	 1979	 Independent; still in existence
Minnesota	 Micro-Electronics Information	 1979	 Independent; became state- 
	 Sciences Center (MEIS)		  funded around 1983
RPI	 Center for Manufacturing	 1979	 Independent; became state- 
	 Productivity		  funded in 1982
Arizona State	 Center for Engineering Excellence	 1980	 State-funded
Case Western	 Center for Applied Polymer Research	 1980	 NSF I/UCRC
Ohio State	 Center for Welding Research	 1980	 NSF I/UCRC
Purdue	 Computer Integrated Design,	 1980	 Independent; became NSF 
	 Manufacturing and Automation Center		  ERC in 1985
Stanford	 Center for Integrated Systems	 1980	 Independent; still in existence
UMass	 Center for UMass/Industry Research	 1980	 NSF I/UCRC 
	 on Polymers
UNC/Duke/	 Microelectronics Center of	 1980	 State-funded 
NC State	 North Carolina (MCNC)



128  •  Chapter 6

The Silicon Structures Project was widely seen as a success and helped to 
launch the field of very-large-scale integration (VLSI), which would transform 
the production of semiconductor chips. By 1982, its twelve sponsors were 
bringing Caltech $1.2 million a year.28 But the project was not without its chal-
lenges. Mead found it frustrating to try to bridge the academic and industrial 
research environments:

It was really an interesting experience trying to keep an academic program 
going with that many industry guys, because of course they were used to a 
project-oriented, very disciplined environment rather than open-ended re-
search. It was very hard to get the students to focus on degrees rather than 
on doing projects. There was a whole bunch of stuff that looked more like 
development than research. It was a very hard time. I got very discouraged.29

By the time the project was in full swing, the number of sponsors, each of 
which was sending a company scientist to Caltech, substantially outnumbered 
the five faculty involved, further tilting the balance toward industrial science. 
But industry, too, found the relationship frustrating:

“We thought we could send who we wanted and this person could do what 
he or she wanted,” complained one corporate executive. “Apparently this is 
not so.” “Some industry people came with specific assignments,” said [Linda 
R.] Getting [administrative director of the Silicon Structures Project]. “This 
was less than desirable because they used resources without increasing 
knowledge. Some projects could have been done at corporate laboratories.”30

Within a few years, the project was “winding down . . . because,” according to 
Mead, “we’d done what we could do with these companies.”31 It had ended by 
1985 or so.

Another early UIRC also focused on computer science but was organized 
along different lines than the Silicon Structures Project. Planning for the Uni-
versity of Minnesota’s Microelectronics and Information Sciences (MEIS) Cen-
ter began in 1979 with a $2.3 million challenge grant from Minnesota-based 
Control Data Corporation.32 Soon Honeywell also committed $2 million, and 
3M and Sperry Univac made contributions of about $1 million each.33 MEIS 
was not intended to support a laboratory, but instead acted as a local funding 
clearinghouse for industrially relevant microelectronics research. The funding 
was also expected to substantially expand the university’s output of computer 
science PhDs.34

From the outset, MEIS intended to leverage industry support “dollar-for-
dollar, with funds from the National Science Foundation and the Defense and 
Energy Departments.”35 A board of eight university representatives and five in-
dustry representatives made funding decisions, and they expected grant appli-
cants to bring in matching funds from other sources.36 By 1983, the Minnesota 
State Legislature, interested in keeping the local electronics industry competi-
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tive, had invested $1.5 million as well.37 MEIS got off to a slow start in terms of 
actually distributing funds, and received some criticism for this. By 1983, it was 
supporting only about $600,000 in research, though director Robert Hexter 
was stating that its four-year budget target was $10.3 million. One representa-
tive of the center justified the pace, however, saying that “the benefits of taking 
the time to work out an arrangement that suited the needs of the university and 
the sponsoring industries outweighed the costs of delay.”38

But despite the care taken in negotiating the details, MEIS was not able to 
maintain its high level of industry support for long. “The successes of [its] type 
of research funding were not strong enough to prevent the founding compa-
nies from stopping their funding during the electronics crisis of the mid-’80s, 
which was particularly bad in the Minnesota area.”39 Increasingly, MEIS found 
itself turning to state support, requesting funds for the construction of a new 
cleanroom laboratory. When the laboratory was completed in 1990, the center 
changed its name to the Microelectronics Laboratory for Research and Educa-
tion to reflect this new direction. By the early 1990s, the state of Minnesota was 
providing about 80% of the center’s funding, though state funds were antici-
pated to decrease.40

A third late-1970s effort to create UIRCs took place at Rensselaer Polytech-
nic Institute. As a technical institute, RPI, like MIT, had a long tradition of 
industry relations, but RPI was a lower-profile institution focused primarily on 
undergraduate education, not sponsored research. When George Low, a NASA 
administrator known as “the man who put a man on the moon,” was recruited 
to become president of RPI in 1975, he immediately launched an ambitious 
plan, modeled on Frederick Terman’s “steeples of excellence” strategy at Stan-
ford, to transform RPI from a strong regional engineering college into a nation-
ally competitive research university.41 A key pillar of this plan was the building 
of interdisciplinary centers that would partner RPI with major regional high-
tech firms such as General Electric and IBM. The first such center, the Center 
for Interactive Computer Graphics, was launched in September 1977, and fo-
cused on computer-aided-design and computer-aided-manufacturing (CAD-
CAM) research. It offered industrial affiliates memberships starting at $20,000 
a year, and quickly signed on two dozen affiliates from the region and across the 
country.42 In 1979, it received a grant from a new NSF program aimed specifi-
cally at supporting UIRCs.43

The second RPI center, the Center for Manufacturing Productivity and Tech-
nology Transfer, was started in 1979. Intended to bring high-tech methods to 
production processes, it was a timely intervention into an area that was of sig-
nificant concern to firms but that was overlooked by most universities. Since 
government support for academic research in manufacturing was not available, 
the center was sponsored solely by industry.44 Founding members, which pro-
vided $300,000 each in seed money, included General Electric, General Motors, 
Boeing, and Norton. And the third center, founded in 1981, was the Center for 
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Integrated Electronics. Like the Silicon Structures Project, the Center for Inte-
grated Electronics focused on the manufacturing of VLSI circuits. It convinced 
IBM to donate the expensive ($2.75 million) electron-beam tool that would 
make it possible for the center to produce its own chips.45 General Electric also 
committed $1.25 million in research support over three years, and center direc-
tor Andrew Steckl expected to secure another $6 million in industry support 
in 1982.46

RPI’s centers were quite successful, especially considering that the univer-
sity did not have the national stature of Stanford or MIT. The institute qua-
drupled its sponsored research expenditures between 1976 and 1981, which 
placed it ninth among all U.S. engineering schools.47 The next step in Low’s 
plan was to bring the three UIRCs together in a massive Center for Industrial 
Innovation, and in 1982 he and General Electric CEO Jack Welsh convinced 
the state of New York to finance a $30 million building project to house the 
new centers.48 But in 1984, Low unexpectedly succumbed to cancer at the 
age of 58, and his death deprived RPI of a charismatic leader and some of its 
upward momentum.49

The decline of New York’s industrial base relative to both Japan and the Sun 
Belt states was also an ongoing challenge for RPI.50 Nevertheless, substantial 
state support helped the university’s UIRCs to continue to draw contributions 
from industry and remain resilient during the 1980s. By 1985, the Center for 
Interactive Computer Graphics had thirty-five companies sponsoring it at the 
level of $40,000 a year as well as a $3 million equipment grant from IBM, and 
by 1988 it was up to forty sponsors. The Center for Manufacturing Productivity 
was being supported by eight founding members and five affiliates in 1985, and 
was conducting more than $6 million of industry-sponsored research by 1988. 
The Center for Integrated Electronics, too, was doing well, receiving about $2 
million a year in industry funding by the latter date.51

The examples of Caltech, the University of Minnesota, and RPI illustrate the 
range of approaches taken to university-industry research collaboration in the 
late 1970s. Yet they had some similarities as well. Notably, these experiments 
did not originate with the biotech-related fields, but instead came primarily 
from engineering disciplines that had a history of university-industry ties, even 
if those ties were relatively weak in the 1970s. While these early UIRCs were 
clearly descendants of the industrial affiliates programs pioneered by MIT and 
Stanford in the 1950s and 1960s, over time they became more actively collabor-
ative than the industrial affiliates programs had been. Industry scientists were 
brought in as visiting scholars, as in the Silicon Structures Project. Sponsors 
were given greater say in how support was distributed, as at MEIS. Or, as at RPI, 
whole programs were designed around problems of significant industrial inter-
est that academics on their own might never have approached.

Yet despite the moderate level of success these UIRCs seemed to be achiev-
ing in the late 1970s, they still faced challenges, and certainly did not appear so 
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successful that one would expect they were about to become widely emulated. 
The businesses that were putting up the bulk of the funds for these centers 
did so in anticipation of a clear-cut payoff, whether in terms of R&D advances 
or well-trained future employees. An old problem, however, persisted. While 
much academic research was of moderate use to industry, most simply lacked 
a large enough payoff to justify high levels of ongoing support, particularly at 
moments when industrial R&D budgets became tight. The UIRCs described 
here all encountered this problem. Caltech’s Silicon Structures Project wound 
down after about five years, as both university and industry partners became 
frustrated with the collaboration. MEIS lost funding from its corporate spon-
sors after a similar length of time, when a downturn in the electronics industry 
forced them to stop supporting activities that did not clearly pay for them-
selves. Of the centers just examined, only RPI maintained a high level of indus-
trial sponsorship throughout the 1980s.

Yet the way that RPI managed that successfully is key to explaining why 
UIRCs became so prevalent during the 1980s and beyond despite these obvious 
barriers to their long-term viability. RPI was successful because it leveraged 
the sponsorship of industry with the sponsorship of government, beginning 
with the 1979 NSF grant that helped underwrite the Center for Interactive 
Computer Graphics and continuing with the $30 million in financing Al-
bany provided for the Center for Industrial Innovation in 1982. This kind of 
funding differed from the generic research grants from NSF or the Depart-
ment of Defense (DOD) that other academics were applying for. It represented 
the leading edge of a new wave of support specifically targeted at encouraging 
university-industry research collaboration. On their own, UIRCs appeared to 
be financially viable only under a fairly narrow range of circumstances. But 
with significant government subsidy, they proved relatively successful at creat-
ing more durable university-industry connections. And once again, it turns out 
that policymakers’ decisions to provide this support were strongly shaped by 
ideas about the critical economic role played by technological innovation.

The Emergence of Federal and State Support for UIRCs

NSF’s ERDIP program had been motivated by an early round of concern with 
the state of innovation in the United States. And it had identified, in the form 
of MIT’s Polymer Processing Program, at least one successful organizational 
model for UIRCs—one that could even be self-supporting in the long run—as 
well as examples of less successful approaches.

But when the economy rebounded briefly in 1973, ERDIP lost political 
support before it had a chance to try to clone its single successful center. And 
while by the late 1970s universities and industry were showing mild interest in 
increasing their levels of interaction (as Smith and Karlesky noted cautiously 
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in 1977, “the beginnings of a closer relationship are discernable”), indepen-
dent experiments with UIRCs had trouble remaining financially viable in the 
long run.52

The renewed concern with innovation that began to emerge in Washington 
around 1976, however, led directly to new levels of support for UIRCs. Gov-
ernment funding that specifically targeted these kinds of centers would permit 
companies to leverage modest investments in them and encouraged industry 
participation. Efforts at NSF to identify the factors that made UIRCs success-
ful and allowed them to become self-supporting over time were a further help. 
This second wave of innovation-driven government policies began in 1978 with 
a modest, but successful, NSF program designed specifically to fund centers 
built on the Polymer Processing Program model. For a while, it looked as if 
that program might be scaled up dramatically and expanded to other federal 
agencies, but the Reagan administration ended that possibility when it took 
office. Instead, individual states, which were also coming to see technological 
innovation as critical to their economic development strategies, picked up 
where the feds had left off, and the early 1980s saw a large wave of state-level 
funding aimed at encouraging university-industry research centers. By the 
mid-1980s, even Reagan was favoring an expansion of support for centers at 
NSF, and the rest of the decade saw UIRCs funded generously at both the state 
and federal levels.

NSF’s Industry/University Cooperative Research Centers

From its inception, the National Science Foundation had focused its support 
on basic research and the academic science community. The late 1960s had 
seen its mission expand to include social science research as well as to science 
targeted at solving specific social problems.53 But NSF’s close ties to academia 
meant that the agency generally opposed the direct funding of industry sci-
entists, since it suspected that such support might come out of the pockets of 
university researchers. While the National Science Board, which governed the 
agency, established an NSF-Industry Relations Committee in 1971, as late as 
1975 it was reaffirming NSF’s policy of providing support to for-profit organi-
zations only in exceptional cases.54

In 1976, however, as policymakers started to become more concerned with 
industrial innovation, Congress requested that NSF report on the pros and 
cons of allowing industry scientists to apply directly for the agency’s grants.55 
While NSF staff prepared a response that was favorable to such a change, the 
National Science Board, made up mostly of academics, blocked the proposal.56

But as industrial innovation continued to gain political salience, the board 
began to rethink its opposition. Senator Edward Kennedy, historically a strong 
supporter of NSF, introduced a measure to allow industry “to compete on an 
equal footing with universities for NSF’s basic research funds” into the agency’s 
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budget authorization in 1977.57 Though the measure did not end up in the final 
bill, the board took notice. While still not enthusiastic about funding industry, 
the board acknowledged that it was “politically expedient for the Foundation to 
support basic research in industry and that, if the NSF did not take the initiative 
in such plans, legislation would be passed to require it.”58

The board’s strategy was to make the best of a bad situation. It would try 
to address Congress’s concern by funding joint university-industry research, 
thereby avoiding—hopefully—the necessity of allowing industry to compete 
directly for grants. Representatives of the board began making a new case to 
Congress: that while basic research in industry was unquestionably impor-
tant, the best role for NSF was not to fund such research directly, but to en-
courage university-industry collaboration.59 In January 1978, NSF director 
Richard Atkinson, using the prevailing language regarding foreign competi-
tion, job creation, and economic growth, officially requested funding for “an 
expanded effort in the area of university-industry cooperative research pro-
grams,” emphasizing the “strong base of economic data indicating relationships 
between research and development activities and the gross national product.”60 
While the actual amount was quite small—only $1 million was requested for 
1979—Atkinson drew a disproportionate amount of attention to it in budget 
appropriation hearings.61

Atkinson’s proposal was received warmly by Congress, and in 1979 NSF 
began to support university-industry collaboration both through targeted re-
search grants and the new Industry/University Cooperative Research Centers 
(I/UCRC) program. Business Week quoted a “knowledgeable source” on NSF’s 
success at getting these new efforts funded: “One of the [persuasive] arguments 
was the importance of industrial innovation” [bracketed text in original].62

The actual centers were created at a very modest rate, with only four—two 
focusing on polymers, one on welding research, and one, the pre-existing RPI 
center, on computer graphics—funded between 1979 and 1981 (see table 6.1).63 
Political reception, however, was very positive. In fact, scaling up support for 
NSF’s centers and copying the program at other agencies was a key recom-
mendation of Carter’s Domestic Policy Review of Industrial Innovation when 
it completed its work in late 1979. The administration proposed that NSF be 
given $20 million to fund UIRCs in 1981 and in following years. It also wanted 
NSF to help extend the concept, with the eventual goal a multi-agency program 
providing $150 million a year of support for UIRCs.64

In 1980, this recommendation became part of the Stevenson-Wydler Act, 
better known for requiring federal laboratories to establish technology transfer 
offices.65 But only weeks after Stevenson-Wydler was passed, Carter lost the elec-
tion to Ronald Reagan, and the political climate changed dramatically. Though 
the Reagan administration was no less interested in innovation, its approach 
was different. As one reporter put it in August 1981, “The Carter administra-
tion’s efforts to promote research collaboration between academe and industry 
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have largely been wiped out by the Reaganite faith in the marketplace attending 
to whatever is useful in society.”66 The centers proposed by Stevenson-Wydler 
were never funded, and thus never created.67

Yet NSF’s I/UCRC program survived. While its budget did not increase by 
the order of magnitude envisioned by the Carter administration, it contin-
ued to grow slowly. In 1982, it funded another four centers—to conduct re-
search in ceramics, robotics, material handling, and communication and signal 
processing—and gave one-year planning grants to two more proposals.68 This 
modest expansion continued throughout the decade, and by 1989 the program 
had funded thirty-nine centers, all but three of which were still in operation 
and sixteen of which had become self-supporting.69

Thus in terms of sheer numbers, the I/UCRC program was of only moderate 
importance, given that Cohen, Florida, and Goe estimated a U.S. population of 
more than a thousand UIRCs in 1990.70 But its overall impact was dispropor-
tionate to its size. First, it helped demonstrate that the model of MIT’s Poly-
mer Processing Program was replicable and further refined it. As one analyst 
suggested in 1980, “A principal question is estimating how many successful 
university-based centers can be created on the MIT model. Professor Suh’s suc-
cess at MIT may be so unique that few individuals and institutions can emu-
late it without descending into research mediocrity or creating administrative 
nightmares.”71 But the I/UCRC program proved that this was not the case. By 
requiring I/UCRCs to maintain a high level of interaction with the agency as 
well as incorporating a strong component of program evaluation, NSF used 
its growing base of experience to provide active support in making university-
industry collaboration work.72

Second, it also demonstrated how centers could eventually become self-
sustaining. While NSF funding was critical in getting centers up and running, 
I/UCRC funding was always intended to last for a limited period, and after 
five years centers were expected to have found other means of support. But 
while independent UIRCs had trouble maintaining industry funding for more 
than a few years, I/UCRCs were fairly good at solving this problem, perhaps 
because of their ability to draw on past examples of success. Over the long run, 
I/UCRCs have had impressive longevity. Of the seventy-seven centers that had 
“graduated” from the I/UCRC program by 2007—that is, that were no longer 
receiving I/UCRC support—73% still existed five years post-graduation and 
62% were around after ten years.73

This in itself was a significant achievement. But the small I/UCRC program 
played a third role as well by serving as a model for other, larger programs. 
While Carter’s vision of $150 million a year of federal funds to UIRCs never 
became a reality, the federal role in supporting UIRCs was, as a 1983 General 
Accounting Office report acknowledged, important in building interest in such 
efforts.74 By the mid-1980s, other, larger UIRC programs would be created at 
NSF and, to a lesser extent, elsewhere within the federal government, partly 
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based on the success of the I/UCRC program. But the most significant factor in 
the further creation and expansion of UIRCs would not be additional federal 
programs. Instead, somewhat unexpectedly, it would be state governments that 
came to play a decisive role in encouraging the development of UIRCs in the 
early 1980s.

Moving to the States: State Governments and 
S&T-Driven Economic Development

While individual states had a long history of funding public institutions of 
higher education, states did not traditionally have much in the way of science 
policy. Science policy emerged as the domain of federal government, and it 
was not till the 1960s that states even began to develop science and technology 
(S&T) efforts of their own. Even then, the stimulus came from Washington, 
as federal agencies started to encourage the appointment of state-level science 
advisors and the creation of state science and engineering foundations, small 
versions of the NSF.75 In the early 1970s, Nixon’s New Federalism, which en-
couraged the devolution of government to the state and local level, increased 
this effort.76 By 1974, every state had an S&T advisor, and in 1977 Congress au-
thorized a new NSF program to help states develop their own S&T plans.77 Al-
though it was never fully funded, the program issued planning grants to almost 
every state, further strengthening the modest state-level S&T infrastructure.78

For most of this period, however, this infrastructure was oriented toward 
providing advice to governors and legislators on science and technology issues. 
To an even greater extent than in the federal government, state S&T policy had 
almost no economic development component.79 Beginning in the late 1970s, 
however, that would change dramatically.

Peter Eisinger has described the transformation of state economic develop-
ment policy in the 1970s and 1980s as a shift from a supply-side to a demand-
side model of development. A supply-side model of economic development 
assumes that “investment, which in turn generates jobs, would be attracted to 
those locales where the costs of factors of production—entered on the supply 
side of the economic-growth equation—are lower.”80 This model leads states to 
create policies that will induce firms to locate there: tax incentives, government 
subsidies, and the like. Sometimes derogatorily called “smokestack chasing,” 
this is a zero-sum game, as it does not create new jobs but tries to lure existing 
jobs to a particular location. The supply-side model was the universal approach 
to state economic development until the late 1970s, and science and technology 
played little role in it.81

A demand-side model of development, by contrast, “emphasize[s] local re-
sources as the basis for growth rather than competitive engagement with other 
states for mobile capital.”82 This approach focuses on encouraging the develop-
ment of small business—often homegrown, often high-tech. It looks for ways to 
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strengthen local entrepreneurship, partly by making more capital available but 
also through practical support like providing business incubators or help with 
business plans. Significantly, this approach emphasizes scientific and techno-
logical innovation as a primary source of new business creation, so many of its 
strategies focus on ways to improve the innovative process and its translation 
into new products, businesses, and markets.

States, like the federal government, were open to a new economic develop-
ment strategy because of the poor economic environment of the 1970s and 
early 1980s. The problems were severest in the Rust Belt, and it was governors 
of states like Pennsylvania, New York, Michigan, and Ohio, all of whom had 
a lot to lose if things didn’t change, who first began to experiment with novel 
development policies.83 This group included both Democrats and Republicans, 
but shared a willingness to look for unconventional solutions in the face of ex-
tremely high unemployment—as high as 14% in Ohio and 17% in Michigan.84

According to author and policy analyst David Osborne, the ideas behind 
this new approach originated in Massachusetts, in the mid-1970s gubernato-
rial administration of Michael Dukakis, and were disseminated through the 
tiny Washington-based Council of State Planning Agencies (CSPA) begin-
ning around 1978. Drawing heavily on new research by MIT economist David 
Birch that claimed that most jobs were created by firms less than five years old, 
CSPA began pushing books driven by the idea that states needed to focus on 
bottom-up economic development.85 CSPA’s representatives promoted their 
work “relentlessly” at the National Governors Association, gave seminars 
to state officials, and consulted with governors and their staffs on economic 
development issues.86

This led to significant new economic development programs in several states 
and the beginning of a national trend. For the first time, states began actively 
trying to promote economic growth through technological innovation, and as 
part of this process to develop S&T policy strategies—ones that were not im-
posed at the behest of the National Science Foundation or the Department of 
Commerce, but that came from within.87

These innovation-oriented economic development strategies took a variety 
of forms. Some state programs focused on the industrial side of innovation—for 
example, state venture capital funds and technical assistance programs for in-
dustry.88 But the largest and most visible efforts tried to encourage innovation-
driven economic development by bridging the gap between universities and 
industry. States did this in a number of ways, but one of the most common 
was by supporting university-industry research centers.89 These state-funded 
centers were typically much larger in scale than the NSF-funded I/UCRCs, with 
budgets in the millions or even tens of millions of dollars.

A few examples of such efforts can give a sense of their scope and range. One 
of the earliest took place in Arizona, where in 1978 a group of Phoenix business 
leaders, many of whom represented high-tech firms like Motorola, Honeywell, 
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and Sperry, began to discuss their concerns with the difficulty of hiring good 
engineers and the lack of local high-quality graduate education in engineering. 
With Roland Haden, the new dean of Arizona State University’s engineering 
school, they approached Democratic governor Bruce Babbitt about the need 
to strengthen local engineering resources as part of a high-tech development 
strategy. Babbitt issued a challenge to the group, charging them, according to 
one participant, to “think big. I’m not interested in being behind short-term 
or small-time budget increases; come back to me with a sweeping multiyear 
program, and I’ll support you.”90

In response, the group proposed a five-year, $30 million public-private part-
nership to strengthen engineering at Arizona State, with a third of the money to 
come from the private sector.91 At its heart was a large-scale, multidisciplinary 
Center for Excellence in Engineering, and over the next five years the university 
built a 120,000-square-foot building, and added more than sixty engineering 
faculty and $15 million in new equipment.92 The program was very effective 
at raising both private funds and the profile of Arizona State. The university 
secured roughly double its initial goal for industry support, and in 1984 the 
National Academy of Sciences (NAS) ranked Arizona State’s mechanical engi-
neering and electrical engineering departments second and third nationally in 
terms of improvement over the last five years.93 In 1985, the state signed on for 
a second, even larger, five-year plan.94

A similar initiative developed in North Carolina, where Democratic gov-
ernor Jim Hunt championed the Microelectronics Center of North Carolina 
(MCNC). When General Electric selected Research Triangle Park as the site for 
its new microelectronics plant in 1979, it funded the Research Triangle Institute 
to propose a public-private partnership to strengthen research and education 
in microelectronics, and Governor Hunt reacted with enthusiasm.95 In 1980, 
MCNC was established with $1.8 million in funds from the Research Triangle 
Foundation, GE, and other sources.96 In 1981, Hunt obtained an additional $24 
million from the state legislature, to be supplemented by $6 million in private 
support, upping the ante considerably.97

Intended to bring together at least five universities with GE and other firms, 
MCNC was established as an independent nonprofit rather than being organi-
zationally located within a university.98 In the next few years, the center built a 
$30 million facility, recruited more than thirty new faculty members, and hired 
more than seventy full-time staff.99 By early 1982, GE was still the only industry 
sponsor, and representatives were saying that the center was waiting to hire 
a president before recruiting more.100 But an industrial affiliates program got 
underway shortly thereafter, and by 1985 the center expected to have twenty 
firms participating.101 By 1985, the state of North Carolina had put $67 million 
toward MCNC.102

Democratic governor Jerry Brown of California was also a strong early 
supporter of innovation-driven economic development. In January 1981, he 
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proposed a $23 million reindustrialization program “to ‘invest in the future’ 
through cooperative research and aid to small, innovative companies.”103 To 
pursue this vision, Brown appointed a California Commission on Industrial 
Innovation made up of representatives of business, academia, and labor.104 UC 
San Diego chancellor Richard Atkinson, who had championed I/UCRC pro-
grams when he directed NSF, was one notable member.105

State politics meant that much of Brown’s proposal never became a reality. 
But one piece that was put into practice was the Microelectronics Innovation 
and Computer Research Opportunities (MICRO) program at the University of 
California. Conceived in part by CSPA author Michael Kieschnick, the MICRO 
program was described as a “model of simplicity and reliance on the market-
place rather than the bureaucracy,” and was patterned, by one account, after 
the University of Minnesota’s MEIS center.106 MICRO was not itself a center, 
but faculty from any UC campus could bring it proposals for microelectronics 
research that partnered with California industry, and MICRO would match 
industry funds. MICRO was not a large program, with a budget of just under 
$1 million in 1981, but it supported thirty-one projects in its first year and fifty-
one in its second.107 While it did not specifically target UIRCs, much of the kind 
of research it supported was conducted in centers.

Finally, one of the best-known innovation-focused state economic devel-
opment programs was sponsored by a Republican governor, not a Democrat. 
Pennsylvania had a relatively strong state S&T infrastructure, having established 
both a technical assistance program for small business (PennTAP) and a state 
science and engineering foundation (PSEF) in the 1960s, but these programs 
were in some respects legacies of another era.108 In 1979, Governor Richard 
Thornburgh appointed Walter Plosila to create a new economic development 
plan, and Plosila, who had learned about David Birch’s work on small business 
and job creation through the CSPA, developed a strategy based on the “growth 
of innovative, advanced technology companies.”109 This led to a 1982 proposal 
to reinvigorate PSEF, which would be renamed the Ben Franklin Partnership in 
honor of the state’s entrepreneurial pioneer.110

Like MICRO and MEIS, the Ben Franklin Partnership started as a challenge 
grants program to be operated through four university-based Advanced Tech-
nology Centers spread throughout the state. Each center focused on two to 
four research areas, including robotics, advanced materials, CAD-CAM, mi-
croelectronics, and biotechnology, and the centers competed with one another 
for state funds, which had to be matched with equivalent support from indus-
try.111 The state legislature appropriated $1 million to the program in 1983, and 
industry contributed $3 million in its first year.112 The Ben Franklin Partnership 
expanded rapidly, providing $77 million of challenge grants to 1,500 individual 
projects over its first four years, and eventually adding support for business 
incubators and seed venture capital to the challenge grants.113 By fiscal year 
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(FY) 1986, industry was contributing $54 million to Ben Franklin Partnership–
supported research.114

The Expansion of State and Federal Support for UIRCs in the 1980s

During the early 1980s, states’ move to demand-side, innovation-oriented eco-
nomic development strategies spread rapidly. Arizona and California excepted, 
the trend moved generally from the Rust Belt to the Sun Belt, with Ohio, Michi-
gan, and New York among other early sponsors of UIRC programs.115 Counts 
of when such programs were implemented vary, but all suggest that the num-
ber of states using innovation-driven development strategies increased greatly 
in the first half of the decade, with one typical survey identifying four states 
with general programs “for the development of science and technology indus-
tries” in 1979, but thirty-three states with such programs in 1984.116 Irwin Feller 
reflected a consensus view in 1984 when he wrote that state high-tech devel-
opment programs had “just passed through the take-off phase in accelerated 
diffusion.”117

Not all these programs were designed to support UIRCs, of course, but the 
UIRC strategy was a common one, with Coburn and Berglund observing that 
“government-sponsored university-industry technology centers were by far the 
most prevalent means of providing technology development services for indus-
try” during this period.118 An analysis of governors’ state-of-the-state speeches 
found that the first two proposals for cooperative university-industry high-
tech programs appeared in 1982, with fourteen more announced in 1983, six in 
1984, and another four in 1985.119 By 1985, Herb Brody found forty-four states 
sponsoring “university-based centers” to improve high-technology education, 
and in 1988, the state of Minnesota learned from a national survey that 41% of 
all state S&T funds, totaling more than $225 million, were going to “technology 
or research centers to promote research and development.”120

While this massive increase in state funding was probably the most signifi-
cant factor contributing to the rapid growth in the numbers of UIRCs during 
the 1980s, support at the federal level also continued to expand in the same 
period, most notably at NSF, where the success of the modest I/UCRC program 
helped to spawn other, larger center programs. The first of these was the En-
gineering Research Center (ERC) program, which was explicitly intended to 
harness scientific and technological innovation in service of the economy, and 
particularly to improve U.S. “competitiveness,” the latest buzzword. Conceived 
in 1983, the ERCs tried to bring engineering education more in line with indus-
try needs, with a focus on interdisciplinary questions and hands-on research 
for students.121 While the Reagan administration was generally “scornful of the 
idea that direct federal action [could] improve the innovation process in indus-
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try,” presidential science adviser George Keyworth was strongly supportive of 
the ERC concept, arguing that involving industry more directly in engineer-
ing education was vital to the nation’s economic health.122 Observers saw Key-
worth’s commitment as politically critical “in view of considerable skepticism, 
if not opposition, within the administration.”123

By early 1984, the new program was approved and a call for proposals 
made.124 Many within academic science were critical of the ERC idea, fearing 
it would take money away from the individual investigator grants that were 
an NSF mainstay.125 Nevertheless, NSF received an overwhelming number of 
proposals—requesting a total of $2 billion for 142 centers, far more than the 
$10 million allotted for the first year—and in April 1985 the agency announced 
the five proposed centers that would be funded.126 In the meanwhile, Nam Suh, 
director of MIT’s Polymer Processing Program, was now overseeing the ERC 
program as assistant director for engineering.127

While Suh’s involvement suggests some continuity between the I/UCRCs 
and the ERCs, in many ways the programs differed. ERCs focused explicitly on 
education, and they were much larger. While NSF typically spent about $50,000 
to $100,000 a year on an I/UCRC, ERCs—which were typically expected to 
raise about half their support from industry—received about $2 million a year 
from NSF, with no clear sunset date.128 Over the next few years, the ERC pro-
gram steadily expanded, with twenty-nine centers created between 1985 and 
1990, representing more than $100 million in investment by NSF.129

NSF’s move toward centers did not stop with ERCs. As director Erich Bloch 
announced in 1987, “The idea of centers is central to economic competitiveness. 
It’s also central to what’s happening at the agency.”130 At the time, Bloch was in-
volved in planning a new Science and Technology Centers (STCs) program, 
which President Reagan would announce in his State of the Union address.131 
Similar to ERCs in terms of their emphasis on education and the needs of in-
dustry, but focusing on interdisciplinary basic science rather than engineering, 
NSF funded twenty-five Science and Technology Centers between 1989 and 
1991, again at annual levels of about $2 million each.132 Across its three center 
programs, then, NSF directly supported at least eighty-three UIRCs by the year 
1990 with a total of perhaps $200 million in funding.133

Outside NSF, however, federal support for UIRCs remained limited and un-
coordinated. The Defense Advanced Research Projects Agency (DARPA) sup-
ported joint university-industry research during the 1980s, but it had no pro-
gram dedicated to centers, instead focusing most of its efforts on precompetitive 
industry research consortia like SEMATECH, the Semiconductor Manufactur-
ing Technology Consortium.134 While SEMATECH in turn provided funds to 
universities for industrially relevant research, it did not focus specifically on 
centers. NIH, the largest federal funder of university science, had no specific 
support for centers, and in general did not emphasize university-industry col-
laboration.135 NASA started funding UIRCs meant to conduct space-based re-
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search in industrially relevant fields in the latter part of the decade, but though 
it was supporting seventeen such centers by 1992, they were not “successful 
in attracting a significant amount of non-NASA funding into NASA efforts at 
space commercialization,” and the program was gradually phased out.136

Nevertheless, the rapid growth of UIRC programs at the state level and within 
NSF provided a large influx of resources for new and existing centers during the 
1980s. UIRCs had been very uncommon in the early 1970s, when only a hand-
ful appear to have existed, and as late as 1977 they were considered unusual 
and experimental.137 But by 1983, when the National Science Board published 
the first detailed survey of university-industry research relationships, and by 
which point the UIRC phenomenon was clearly beginning to spread, it found 
seventy-one “university-industry cooperative research centers and institutions” 
at the thirty-nine research institutions it studied.138 Since these universities rep-
resented about 25% to 30% of all academic R&D spending, that suggested a 
total UIRC population of about 250.139 By 1990, when Cohen, Florida, and Goe 
conducted a comprehensive national survey of UIRCs, they estimated a total 
population of 1,056.140 Though the studies do not use identical definitions, they 
are similar enough to illustrate the large increase in the number of UIRCs that 
took place during the decade.141

Why Did University-Industry Research Centers Spread?

During the 1980s, industry funding of university research tripled in real terms, 
and by 1990 69% of such funding was being channeled through UIRCs.142 
University-industry research centers went from being a relatively rare type of 
arrangement on university campuses in the mid-1970s to a common, if inter-
nally diverse, way of organizing research activity by the end of the 1980s. Their 
relatively rapid spread took place for at least four reasons.

First, both universities and industry appear to have been slightly more in-
terested in the possibility of collaborating with one another by the late 1970s, 
even independent of growing government interest in encouraging such part-
nerships143 Such a change is hard to quantify or provide an incontrovertible 
explanation for, but substantial anecdotal evidence points to it. The chemical 
industry, for example, was making overtures of its own to academic science by 
the end of the 1970s. The Dow Chemical Company sponsored the First Mid-
land Conference on Advances in Chemical Science and Technology in 1979, an 
event that brought together university and industry researchers in a way un-
usual enough for Chemical Week to observe that “no one attending . . . seemed 
able to recall any other [conference] quite like it.”144 This as well as a handful of 
other university-industry interactions, like Caltech’s Silicon Structures Project 
and the University of Minnesota’s Microelectronics and Information Sciences 
Center, developed independently of government efforts to promote innovation.
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The more constrained resource environment that universities found them-
selves in during the 1970s probably encouraged this sort of interest, as did in-
dustry’s increasing concern with the negative trends of innovation indicators. 
The pendulum of academic R&D may also just have swung as far away from 
industrial application as was reasonable during the 1960s and early 1970s, and 
then begun to swing back more or less on its own. But while it is important 
not to overlook the relatively organic development of interest in university-
industry relations, one also should not overemphasize it. The mere fact that 
universities and industry were becoming more interested in finding common 
ground did not mean that UIRCs or any other type of collaboration would nec-
essarily be a straightforward and financially sustainable means of finding such 
ground, as several 1970s UIRC experiments showed.

Instead, it took multiple changes in the policy environment to provide the 
financial and, secondarily, organizational support that helped such experimen-
tation to become successful and widespread. The creation of the small I/UCRC 
program at NSF in 1978 helped identify and replicate a successful UIRC model, 
as well as raising political awareness of and support for this type of activity. The 
rapid spread of state-level funding for university-industry collaboration begin-
ning around 1980 provided a major influx of resources in support of UIRCs 
that would allow industry to leverage its investment in such centers and help 
stabilize their finances. And the scaling up of center programs at the federal 
level—particularly at NSF—starting around 1983 provided another wave of 
resources for new and larger UIRCs. These three policy developments collec-
tively provided targeted support for UIRCs that was very important in allowing 
centers to move from being an activity that seemed like a good idea but that 
was difficult to keep running to a type of collaboration that, while challenging, 
could clearly be sustained over time.

What was the relative importance of each of these factors in contributing 
to the spread of UIRCs? In the case of university patenting, I noted that it was 
hard to make a strong argument about exactly which developments were most 
critical to the practice’s growth. In looking at biotech entrepreneurship, on the 
other hand, it was easier to make the claim that certain conditions were neces-
sary for the practice to take off. The UIRC case falls somewhere in between. 
It seems pretty clear that the massive wave of state funding was important in 
encouraging the spread of centers. While comprehensive data are not available 
regarding the total level of state spending on UIRCs, it almost certainly to-
taled more than $1 billion during the 1980s.145 In 1990, 69% of UIRCs indicated 
they had received at least some state funding in the last five years, even though 
states provided only 8.1% of all academic R&D funding.146 This money not only 
directly supported centers, but also, by generally requiring matching support 
from industry, encouraged significant levels of nongovernmental support as 
well. The state of Pennsylvania, for example, claimed that the $77 million it in-
vested in the Ben Franklin Partnership between 1983 and 1986 “leveraged $281 
million in other investments, the majority of them from private industry.”147
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It also seems likely that NSF’s I/UCRC program had a large impact on the 
development of UIRCs, or at the very least, one disproportionate to its size. The 
I/UCRC program disseminated the successful organizational model of MIT’s 
Polymer Processing Program by explicitly trying to copy it.148 It included a 
major element of program evaluation from very early on, including the publica-
tion of historical profiles of all its centers, a “practice manual” for those direct-
ing centers, and a steady stream of publications reflecting on lessons learned 
from the program.149 All these activities helped NSF to continue to refine the 
initial model. And NSF’s early centers played what a General Accounting Office 
report called a “convening and catalytic” role in building interest in and sup-
port for UIRC programs in Washington and elsewhere.150 The idea of centers 
certainly gained visibility when the Carter administration proposed that the 
I/UCRC program should be scaled up dramatically and when language to that 
effect was included in the Stevenson-Wydler Act, even though the proposed 
“generic technology centers” were never in fact funded.151 So while the growing 
seed of interest in university-industry collaboration and the later scaling up 
of centers at NSF were no doubt helpful in encouraging growth of the UIRCs 
nationally, the state efforts and the initial I/UCRC program were arguably more 
important in encouraging their spread.

To a greater extent than in the cases of biotech entrepreneurship and univer-
sity patenting, then, policy decisions played a direct role in causing the num-
ber of UIRCs to increase. And once again, arguments about the economic im-
portance of innovation had an integral part in the policymaking process. The 
I/UCRC program was created defensively by NSF in reaction to a Congres-
sional push, driven by concern with the state of industrial innovation, to ex-
tend eligibility for NSF funding to industry as well as academic researchers. 
Among the state programs, many were directly influenced by the efforts of the 
Council of State Planning Agencies to promote an innovation-driven model of 
economic development, while in others where there is no particular evidence 
of CSPA influence, plans were still clearly rooted in the idea that high-tech in-
novation drives economic growth.152 And the impetus for NSF’s second wave of 
centers, the ERCs and STCs, was a new focus on the role of science and engi-
neering in keeping U.S. industry “competitive,” an argument explicitly based on 
the idea that technological innovation could help the nation meet its changing 
economic needs.153 It is hard to imagine government support for UIRCs be-
coming so widespread had innovation not become such a salient political issue.

Comparing All Three Practices

How do the changes that led to the spread of UIRCs compare to those that 
caused university patenting and biotech entrepreneurship to become rela-
tively common in the same era? Table 6.2 lists the factors that were significant 
contributors to the development of each of the three practices, breaking them 
down into ones that appear to have been necessary for the practice to become 
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Table 6.2. 
Factors Contributing to the Spread of Market-Logic Practices in Academic Science

	 Biotech	 Patenting	 UIRCs

Necessary	 Scientific breakthroughs 	 Creation of IPAs by	 NSF’s I/UCRC
conditions	 Academic location of expertise	 network of government	 programs
	 Organizational model of Genentech	 administrators	 State funding for
	 Generous venture capital environment	 Passage of the Bayh-Dole Act	 UIRCs
	 (Driven by capital gains tax cut,	 Emergence of biotechnology 
	 ERISA decision, and promise of	 industry 
	 new technology)

Facilitating	 Congressional decision not	 Efforts of Research Corporation	 Growing interest of 
conditions	 to regulate rDNA research	 to train universities to patent	 universities and
	 Diamond v. Chakrabarty	 Increasing organization of	 industry in
		  professional community of	 collaborating by 
		  university patent administrators	 late 1970s
		  Strengthening of U.S.	 Expansion of NSF 
		  patent regime	 support for UIRCs
		  (Chakrabarty, CAFC)	 in the 1980s

  Note: Policy decisions are in boldface.

widespread and ones that facilitated that process but were probably less deci-
sive. Policy decisions, which played a major role in all three cases, are high-
lighted in bold.

Several things are worth noting here. First, introducing this third case adds a 
whole new set of reasons that a market-logic practice might spread. While the 
three practices did not emerge completely independently of one another, there 
is not much overlap in the factors that most directly contributed to the develop-
ment of each practice, and this is particularly the case for UIRCs.

Second, while industry took more early interest in the creation of UIRCs 
than it did in early biotech entrepreneurship or university patenting, industry 
still did not play a driving role in launching the practice. While some specific 
UIRCs, such as the Microelectronics Center of North Carolina or Arizona State’s 
Center for Excellence in Engineering, may have been initiated by industry, for 
the most part academics and government were the ones who showed the great-
est interest in their development. Some academics, like Caltech’s Carver Mead 
and RPI’s George Low, began by building direct ties with industry. Others, like 
MIT’s Nam Suh, acted in response to new government funding opportunities. 
Some state UIRC programs were started by policymakers who were pursu-
ing the demand-side economic development strategies being promoted by the 
Council of State Planning Agencies. Others were influenced by university lob-
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bying for such programs, particularly after they had started to spread. Their 
origins were diverse, but they were not industry-dominated.

Third, while universities did eventually begin lobbying for state UIRC pro-
grams, the practice still was not propelled primarily by university administra-
tors seeking new resource opportunities. But here there is a distinction to make 
between UIRCs and the first two practices. Early on, university administrators 
played little role in promoting government support for UIRCs. However, over 
time, as such programs became more visible nationally, they increasingly began 
pushing state governments for this kind of support. In general, the role of uni-
versity administrations in directly promoting any of the practices I look at was 
limited until 1981 or so, but became increasingly visible after that—a theme I 
will return to in the next chapter. Since the first significant period of growth 
of UIRCs lagged that of patenting and biotech entrepreneurship by a couple 
of years, active administrative involvement in the practice began at a slightly 
earlier period in its development. Nevertheless, administrators who were pro-
moting state UIRC programs in the early 1980s were jumping on a bandwagon 
of support for a practice that had already become politically appealing more 
than they were trying to make the case for an unheard of approach to economic 
development, which was the position CSPA had been in a few years earlier.

Finally, while it is notable that some factors did not play a major role in 
encouraging the spread of biotech entrepreneurship, university patenting, or 
UIRCs, there is of course one that is very visible across all three: policy deci-
sions. Again, the policy decisions that helped support UIRCs were different 
from those that encouraged the other two practices. And not only were the 
specific policy decisions different, but they embodied an entirely different 
economic approach, one essentially interventionist rather than free-market in 
nature. Nevertheless, innovation arguments played an important role in the 
making of these policy decisions, just as was the case for the decisions that 
encouraged biotech entrepreneurship and university patenting. In all three 
cases, political arguments about the economic impact of technological innova-
tion were critical in creating the conditions that allowed these market-logic 
practices to spread. In the concluding chapter, I will further discuss why this 
argument led to policies that looked so different but had similar effects on ac-
ademic science, at least in terms of encouraging market logic. First, though, 
chapter 7 will look at how market logic became more influential throughout 
academic science during the 1980s, so that by the end of the decade it was a sig-
nificant, legitimate, and very visible alternative to the traditional institutional 
logic of science.
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The Spread of Market Logic

Fifteen years ago, there were few parts of the academic world where 
[the] term [intellectual property], if indeed it was known at all, would 
have been viewed as anything other than alien and unwelcome. Today, 
the idea that the products of the mind constitute of kind of property—
and valuable property at that—is part of common campus discourse.”

—Robert M. Rosenzweig, President, 
Association of American Universities, Spring 19851

As late as 1977, market logic was still relatively weak within academic science. 
While biotech entrepreneurship, patenting, and university-industry research 
centers (UIRCs) were all emerging locally, they were still seen as unusual ex-
periments, not the wave of the future. Not only did these activities depart from 
cultural norms on campuses, but it was difficult to find the financial resources 
needed to sustain them, and an uncertain regulatory environment held the po-
tential to further limit their development. These practices were predicated on 
the idea that science had economic value, and policymakers were increasingly 
interested in trying to leverage that value. Yet it was still relatively uncommon 
for proponents of such activities to defend or promote them on the basis of 
their contribution to the nation’s economic well-being. Even less frequently 
did one see university leaders justify the broader worth of academic science in 
purely economic terms.

Yet by the mid-1980s, all three of these practices had spread widely across 
American universities and were increasingly regarded as appropriate within 
them. Their value, and the value of academic science more generally, had come 
to be identified with their potential to promote innovation and thus economic 
growth—that is, to allow academic science to serve as an economic engine. The 
statement that opens this chapter, made by the leader of the organization of 
major U.S. research universities, reflects the extent to which by 1985 universi-
ties had already come to see science’s worth in its ability to produce knowl-
edge with value in the marketplace. While Rosenzweig acknowledged that 
some might take issue with this way of thinking about science, he continued, 
“It is necessary to face the facts: The chief route to public use in this country is 
commerce; profit is the engine that drives the machinery of commerce; and 
ownership, or at least exclusive use, is a critical instrument for the generation 
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of profit. That logic . . . applies to the products of the mind as well as to other 
forms of property.”2

The preceding three chapters showed how changes in the policy environ-
ment, driven by a newfound political concern with innovation, allowed specific 
market-oriented practices to grow and spread across universities in the late 
1970s and early 1980s. This chapter will examine how the market logic em-
bodied in those practices became increasingly influential throughout academic 
science during the 1980s. Not only did the three practices themselves con-
tinue to expand, but university leaders responded both to their success and to 
the positive reception innovation arguments were finding with policymakers. 
The 1980s saw universities initiate a spate of further experiments with market 
logic, only some of which were successful, as well as a new wave of expan-
sion of older market-oriented activities, like research parks, that had stagnated 
during the 1970s.

But the strength of market logic did not increase only through the initia-
tion and expansion of specific practices with clear economic relevance. Uni-
versity administrators had been searching since the late 1960s for new ways to 
persuade legislators that they deserved high levels of financial support. With 
the argument that academic science could be an economic engine, they finally 
found a strategy that did not expect the inherent value of science to be as obvi-
ous to policymakers as it was to universities. Increasingly, universities began 
to actively recast their mission in terms of their economic role. Sometimes this 
was just lip service or political opportunism. But often the adoption of argu-
ments about the economic impact of science served as the fundamental justifi-
cation for new kinds of activities, and a new way of thinking about the univer-
sity, that would not have made sense in their absence. By the end of the decade, 
though the use of market logic was still contentious, it had nevertheless become 
widespread at all levels of the university. Academic science had become, at least 
rhetorically, an economic engine.

The Expansion of Biotech Entrepreneurship, Patenting, and UIRCs

Prior to 1980, biotech entrepreneurship, patenting, and UIRCs were usually 
initiated by individual faculty or mid-level administrators, not by presidents 
or provosts. By its nature, such activity was focused on the marketplace. But 
it was not consistently justified to the outside world in terms of its economic 
impact. One of the important changes of the 1980s was that market-oriented 
practices that had emerged somewhat organically from the activities of specific 
scientists and administrators were increasingly embraced by university lead-
ers and framed explicitly in terms of their economic role. So one way that the 
expansion of these three practices helped to strengthen market logic through-
out academic science was by providing very visible examples of how a market 
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orientation could be successful, examples that university leaders would want 
to emulate.

The spread of biotech entrepreneurship, patenting, and UIRCs, however, also 
had a more direct role in increasing the influence of market logic—they simply 
got more people within academic science involved in using it. The rapid growth 
of the biotech industry, for example, and the extent to which it remained closely 
tied to academia meant that a large and growing number of academic scientists 
became involved with commercial biotechnology in some way. While only a 
handful of biotech firms had been founded by 1979, twenty-six were started 
in 1980, and in 1981, the peak year for firm formation, forty-three were estab-
lished.3 By 1988, there were hundreds of dedicated biotechnology firms.4 These 
firms were often founded or cofounded by academics, generally had scientific 
advisory boards made up of academics, and frequently hired academics as con-
sultants. At least in the elite reaches of the relevant scientific fields, involvement 
with the biotech industry had become the norm. As early as 1983, a New York 
Times reporter claimed that “it would be difficult to find” even a single top re-
searcher in biotechnology “without a commercial tie . . . so rapid and compre-
hensive has the entanglement with industry been.”5 The application of biotech-
nology to additional fields also extended this new model of university-industry 
relations into other schools and departments. While most of the first biotech 
firms focused on pharmaceuticals and drew on faculty from departments like 
molecular biology and biochemistry, other companies were soon created that 
used biotechnology in industries like agriculture, mining, chemicals, and envi-
ronmental remediation, which naturally enough led to ties with other parts of 
the university.6

Patenting, too, had an expanding sphere of influence. While only twenty 
universities had technology transfer offices before 1980, by 1990 eighty-six uni-
versities did (see figure 7.1).7 The number of people actually working in tech 
transfer offices was relatively tiny. But a central part of their job was to raise 
awareness of inventions among faculty, encouraging them to disclose such in-
ventions to the university and pursue their commercialization where appropri-
ate. An active technology transfer office could encourage market logic through-
out the university even if it never brought in much licensing revenue, since it 
educated scientists to think explicitly about the economic value of their work. 
This impact cannot be measured directly, but such efforts must have had some 
degree of success, since the number of patents issued to universities increased 
from less than 400 in 1980 to more than 1,100 in 1990 (see also figure 7.1).8

Finally, the rapid increase in the number of UIRCs also helped to dissemi-
nate market logic. While the fraction of university research dollars provided by 
industry increased during the 1980s, from 4.1% in 1980 to 6.9% in 1990 (see 
figure 1.1), direct support from industry still accounted for only a small por-
tion of all research spending.9 UIRCs, however, were fairly uncommon before 
the 1980s, numbered roughly 250 by 1983, and by 1990 were estimated at about 
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a thousand, at which point they represented about 15% of all academic R&D 
spending.10 Since UIRCs brought university and industry resources together to 
work on problems of common interest, they necessarily involved an awareness 
of the economic value of science. But because the whole point of establish-
ing a UIRC was to organize people around problems of industrial, as well as 
academic, interest, this meant that substantial government and institutional 
funding became oriented toward such problems as well, since industry itself 
provided only about 31% of UIRC funding in 1990.11

Market Logic Elsewhere in Academic Science

In the late 1970s, policymakers were making decisions that would, intentionally 
or not, encourage the use of market logic in academic science, and they were 
doing so based on arguments about the critical economic role played by in-
novation. But for the most part, it was not university leaders who were making 
these arguments. There were exceptions to the rule that university presidents 
did not emphasize the economic impact of science during these years; George 
Low, president of Rensselaer Polytechnic Institute (RPI), comes immediately 
to mind. But innovation concerns were put on the national political agenda by 
R&D-intensive industries and promoted at the state level by groups focused 
on encouraging economic development, not on academic science.12 While in-

Figure 7.1. Number of U.S. patents issued to and technology transfer offices at U.S. uni-
versities and colleges, 1975–1990. Data from AUTM (2004:12); NSB (1996:appendix 
table 5-42 and 2006:appendix table 5-68).
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novation arguments were critical to the assortment of policy decisions that al-
lowed biotech entrepreneurship, patenting, and UIRCs to become common on 
university campuses, the evidence presented in the preceding chapters about 
who was making such claims shows that it was not usually university leadership 
but groups like venture capitalists, biotech startups, the electronics industry, 
and government officials who were arguing that certain policies were desirable 
because they would strengthen innovation. Universities were represented occa-
sionally in these debates by university patent administrators or faculty-turned-
biotech-entrepreneurs, but not generally by university presidents or lobbying 
organizations. The same Association of American Universities (AAU) that 
Robert Rosenzweig represented in 1985 had, in the late 1970s, been ambivalent 
about supporting the Bayh-Dole Act, feeling unsure that it was appropriate for 
universities to be systematically pursuing patents.13

But while university leaders were not the source of the new emphasis on in-
novation, they were hardly unaware that changes were taking place. The 1980s 
saw university administrations respond to the success of market logic on cam-
pus, as well as to policymakers’ own responsiveness to innovation concerns, 
by increasingly moving to deploy market logic on their own, both rhetorically 
and through the initiation and expansion of additional market-logic practices. 
Some of these efforts were quite successful, and others much less so. But during 
the decade, as suggested by Rosenzweig’s remarks, the assumption that aca-
demic science could and should be working to leverage its value in the market-
place grew much stronger.

One way this happened was that older market-oriented activities, like re-
search parks and industrial affiliates programs, experienced a new phase of 
development. While many universities had planned or established research 
parks in the 1960s, by the early 1970s the era of research park expansion was 
already seen as over.14 Few parks were established during that decade, and a 
1980 study found only eleven university research parks in existence, of a 
total of twenty-seven founded since 1951.15 But research parks experienced 
another boom in the early 1980s. Researcher Douglas Porter counted thirty-
one schools either developing or planning to develop research parks in 1983, 
and in 1985 reported that thirty-one universities were “actively engaged in 
developing research parks,” while another two or three dozen were in earlier 
stages of discussion and planning.16 This growth continued throughout the 
decade, and by 1989 a representative of the Association of University-Related 
Research Parks stated that “of the 115 parks in existence today, over half have  
been created since 1985.”17

As was the case with university-industry research centers, much of this 
expansion was supported by growing state and local government interest in 
promoting technology-based economic development. Illinois promised $10 
million to purchase a building for a new biomedical research park affiliated 
with the University of Illinois, and the city of Chicago expected to contribute 
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planning and infrastructure construction.18 Connecticut spent $2 million on 
site improvements for a research park being developed at Yale, and New Haven 
created a $1 million venture capital fund for small businesses located there.19 
North Carolina invested $46 million in the Microelectronics Center of North 
Carolina, located in Research Triangle Park.20 Similar investments could be 
found in many parts of the country.21

Though the long-term success of such research parks was only partial, with 
nearly half of the parks in existence in 1989 failing over the next two decades, 
Battelle Memorial Institute nonetheless found 174 university-related research 
parks in existence by 2007, demonstrating that the organizational form had 
become widespread.22 The new wave of government support for technology-
driven economic development projects doubtless helped make parks more fis-
cally viable than they had been for most universities in the 1960s. But it is also 
possible that by the 1980s other changes in university-industry relations made 
it easier for universities to convince industry they had something worthwhile to 
offer, and the relative importance of each factor is not easy to untangle.

Similarly, many universities moved to establish new industrial affiliates pro-
grams in the 1980s. A 1983 study found that well over half the programs it 
identified had been started since 1979, and a 1990 study determined that two-
thirds of those it surveyed were created during the previous decade.23 Since 
industrial affiliates programs are such an internally diverse group, few people 
have studied them as a specific type of activity, so it is difficult to know how 
many universities were establishing affiliates programs before the 1980s, or how 
many of those started in the 1980s survived in the long run.24 My guess is that 
many did not last for long. It seems unlikely, however, that the two surveys just 
mentioned do not reflect an actual uptick in the creation of such programs 
starting in the early 1980s.

Besides implementing or expanding older market-logic practices, universi-
ties also tried creating new ones, though here they generally had less success. 
Many of these experiments involved biotechnology. While there had been few 
blockbuster university patents during the 1970s and UIRCs did not start to 
spread rapidly until after the decade had ended, by 1980 a small frenzy was 
already building around biotech startups amidst what one observer called 
“the enjoyable hoopla that surrounds large sums of money being put at risk.”25 
After Genentech’s initial public offering, UCSF’s Herbert Boyer was worth 
more than $65 million.26 It would have been surprising had universities not 
wanted to get a piece of this action that had, after all, been generated by uni-
versity science.

Attempts to do so took two main forms. One focused on somehow trying 
to insert the university into the entrepreneurial activity of its faculty. The 
other emphasized large-scale research partnerships with multinationals in-
terested in biotechnology. Harvard was on the cutting edge of both kinds of 
effort, first with a high-profile attempt to become directly involved in faculty 



152  •  Chapter 7

entrepreneurship and then through its involvement in the establishment at 
Massachusetts General Hospital of an especially large university-industry re-
search partnership.

Administrators at Harvard were particularly aware of the financial potential 
of biotech, as Biogen, founded by Harvard molecular biologist Walter Gilbert, 
was already worth $100 million by mid-1980.27 In October of that year, the 
university, noting “the possibility of substantial financial return,” announced 
that it was considering helping to start a biotech company itself based on the 
research of Mark Ptashne, another faculty member.28 The result was a very 
public controversy, fanned by cover stories in both the New York Times and 
the Washington Post.29 Questions were raised about pressures for secrecy, dis-
traction from the mission of basic science, competition between the proposed 
firm and Harvard’s departments for the best scientists, and potential favorit-
ism for those involved with the company. As the Times noted, “developments 
[were] being watched with considerable interest at several other major uni-
versities, including Stanford, Yale, the Massachusetts Institute of Technology, 
and the University of California.”30 But a month later, apparently surprised by 
the extent of the controversy, Harvard withdrew the proposal, citing faculty 
opposition.31

Other initial attempts by universities to become directly involved in faculty 
entrepreneurship went further, but were not much more successful. Berkeley 
and Stanford were involved with the creation of Engenics, a company financed 
with capital from six large corporations and organized in a complex way to 
shield the universities from real or perceived conflicts of interest, but Engenics 
itself did not do particularly well.32 Michigan State set up Neogen, a startup pri-
marily owned by the Michigan State Research Foundation, but while Neogen 
achieved modest growth it was no Genentech.33 There was even one notable 
disaster, as Boston University lost tens of millions of dollars on its investment 
in faculty-founded biotech firm Seragen.34 Over the course of the decade, uni-
versities did work out ways of taking a limited stake in faculty entrepreneur-
ship, most notably by licensing university-owned patents to faculty-founded 
startups in exchange for equity, but in general this activity did not live up to 
universities’ initial hopes for capturing some of the returns on the emerging 
biotech industry.35

The second type of effort, involvement with large-scale university-industry 
research partnerships, was an attempt to connect directly with multinationals 
that wanted a window on developments in biotechnology. As buying a piece 
of a biotech startup became a more expensive way for firms to get such a win-
dow, connecting directly with academia started to seem like a smart move. 
Harvard, again, was a leader. In 1981, Harvard-affiliated hospital Mass Gen-
eral announced that German pharmaceutical firm Hoechst would be funding 
the establishment of a new department of molecular biology there, providing 
$70 million over ten years. In return for its large contribution, Hoechst would 
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be able to send its employees to the department for research and training and 
would have first rights to exclusive licensing of any patents, though Mass Gen-
eral would own them. The department itself would report to a scientific ad-
visory committee made up of two representatives of Mass General, two from 
Hoechst, and two others.36 Again, the deal, which dwarfed previous university-
industry partnerships, drew negative attention, this time notably in the form of 
hearings held by the House Committee on Science and Technology’s Subcom-
mittee on Investigations and Oversight.37

While other university-industry partnerships were not nearly this large, 
there were perhaps a dozen multiyear, multimillion-dollar industry grants to 
support academic biotech research between 1981 and 1983 at schools like Yale, 
Rockefeller, the University of California, MIT, Johns Hopkins, Cornell, and the 
University of Maryland.38 Some of these, including the Hoechst–Mass General 
partnership, emerged out of preexisting relations between a specific faculty 
member and a firm.39 Others, however, were initiated by university leaders. 
Monsanto and Washington University Medical School, for example, negoti-
ated a $23.5 million contract in 1982 to help Monsanto expand its capacity in 
biomedical research. Though the two organizations were geographically close, 
they did not have strong preexisting ties.40

This spate of major partnerships, however, also turned out to be a passing 
phenomenon. As early as 1982, the apparently ubiquitous Robert Rosenzweig 
(then vice president for public affairs at Stanford) was noting that “very few 
people think that the very large and highly publicized contracts are likely to be 
duplicated very widely or become anything like the norm,” and this did indeed 
prove to be the case.41 While these agreements were short-run bonanzas for the 
universities who secured them, by 1985 Science was observing that “despite the 
enthusiasm of three to four years ago for joint research ventures between in-
dustry and academia, relatively few such arrangements materialized on a large 
scale.”42 Thus while the very visible rewards of biotech entrepreneurship en-
couraged university administrations to try to extend market logic in an effort 
to secure more resources for the institution as a whole, that turned out to be 
harder to do than many anticipated.

During the 1980s, then, the expansion and extension of market logic 
throughout academic science was significant, but uneven. The practices of bio-
tech entrepreneurship, university patenting, and UIRCs continued to expand 
and develop. Older activities like research parks and industrial affiliates pro-
grams experienced a new wave of growth, though they did not always thrive. 
And several experiments with new activities, like direct university investment 
in startups and large-scale partnerships with industry, made some progress 
but on balance were less successful. But as market logic, originally deployed 
by individual faculty and administrators in response to specific opportunities, 
became visibly successful, administrations increasingly began using it strate-
gically in an effort to harness its potential for the entire university. This took 
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place partially through the kind of experimentation with new activities just 
described. But it also was reflected in the changing arguments universities used 
when making their case for the value of academic science to policymakers.

University Administrators and the Rhetoric of Innovation

By 1970, the postwar consensus between academic science and the federal gov-
ernment was already breaking down. But universities were slow to figure out 
how they should respond in order to regain policymakers’ support. When testi-
fying to Congress, for example, university presidents frequently did not bother 
to explain why academic science was worth funding, focusing instead on the 
terrible damage (as they saw it) that was being done to the academic enterprise 
by budget reductions.43 This often involved hyperbole, as when one typical uni-
versity leader said, “The scientific and educational structure on which Ameri-
ca’s future technical competence depends is in real and desperate jeopardy. And 
what I refer to is not a distant fear; collapse is already underway.”44

When university representatives did specify why the federal government 
should support them, a couple of tactics were common. One was to argue that 
science was valuable for its own sake, rather than specifically as a means to 
economic (or other) ends. Thus in 1970 James Killian, chairman of the board of 
MIT, argued before Congress that

there is urgent need for a reaffirmation by our national and institutional 
leaders of these values that have undergirded the high achievements and 
high purposes of our society. We must reaffirm those precious qualities of 
mind which lead man to scientific accomplishment—insatiable curiosity, the 
innate desire to explore, to understand and to create, and the unalterable 
capacity for wonder. In the end these qualities and values must be implicit 
in our national consensus and in all policies and arrangements designed to 
enable science to flourish and to serve man humanely.45

Another approach was emphasizing the role of science in meeting “national 
needs,” a term that encapsulated everything from strengthening defense to im-
proving health to solving social problems. But while administrators frequently 
appealed to national needs, they were often vague about the details of how, 
exactly, academic science was going to meet them.46

Yet by the early 1970s, it was becoming increasingly clear that not only did 
universities need explicit justifications for their ongoing support, but also that 
the kinds of arguments they had been using were no longer very effective. As 
one observer of the scientific community commented in 1973, “Crying in front 
of a Congressman is like bleeding in front of a shark. . . . It’s self-defeating.”47 
Another pointed out universities’ strategic error in not focusing more explicitly 
on the contributions of academic science, noting that “relying purely on altru-
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istic rationales for the financial support of science and technology would result 
in support that is comparable to what other endeavors of our Western cultural 
heritage are receiving, such as art, music, or philosophy.”48

During the mid-to-late 1970s, policy interest in the economic role of techno-
logical innovation developed and strengthened, and by 1978 innovation argu-
ments were clearly helping to shape policy decisions. Economists and industry 
leaders were the ones at the forefront in promoting the importance of innova-
tion. But increasingly, particularly as the political effectiveness of innovation 
rhetoric became evident, university leaders also adopted the language of inno-
vation to explain what academic science had to offer their states and the nation.

By the end of the 1970s, one still sometimes saw the language of national 
needs being used, as when University of California president David Saxon em-
phasized to Congress that his goal was “to secure for the people of the country 
the best possible responses to national needs for energy, for defense, for health, 
for economic progress, and for other major concerns.”49 But when Tulane presi-
dent Sheldon Hackney testified in support of NSF in 1979, he took a different 
approach, explaining that “basic research is the spur to increased productivity 
and technological processes. It is a major contributor to our economic growth. 
Basic research, we believe, is an essential investment if we are going to retain 
our world markets and achieve continued growth without excessive inflation.”50

Similarly, when Harvard proposed in 1980 that it help start a biotech com-
pany, it emphasized to the larger public that “there is widespread concern today 
over the flagging rate of economic growth and productivity in the country. . . . 
By involving the University in the technology transfer process, we believe that 
Harvard might contribute more effectively to these efforts and thereby benefit 
the public.”51 By the following year, the startup proposal had been abandoned, 
but president Derek Bok was reiterating the role of academic science in solving 
the “fatigue and sclerosis” and “surprising lag in productivity” of the American 
economy in Harvard Magazine.52 MIT president Paul Gray picked up the theme 
that same year when he testified to Congress on behalf of the AAU in favor 
of an R&D tax credit for industry, noting that “as we look about us today we 
see that American industry faces a severe crisis brought about by rising costs, 
particularly with respect to energy; diminishing resources; declining produc-
tivity; and growing international competition,” and emphasizing the need for 
university-industry cooperation in solving these problems.53

During the early 1980s, as market-oriented practices were taking off on cam-
puses, this rhetoric became very common among university leaders. A dean 
at the University of Wisconsin, defending recent developments in university-
industry relations, argued that “if there is a ferment, it is the expectations of our 
States and our Government and our industries that each wants and needs help 
to survive in a world economy.”54 The president of Dartmouth claimed that “the 
marriage [of business and universities] is fundamental to keeping U.S. compa-
nies competitive.”55 The chairman of the chemistry department at the Univer-
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sity of Washington tied a proposed new instrumentation program at NSF to 
concerns about innovation and the economy:

The immediate consequences of [inadequate instrumentation] is a decrease 
in the innovative capacity of industry. I think that is a very important con-
sideration, because the economy is a concern for all of us, and the corporate 
members of CCR [the Council for Chemical Research, an industry consor-
tium] have felt very strongly—strongly enough to create CCR—that this is 
becoming a serious problem in the country.56

And Robert Sproull, president of the University of Rochester and representative 
of the AAU, emphasized to Congress the “Federal Government responsibil-
ity . . . to maintain the basic research component, to help the universities work 
with industry, to bring on a new generation of young people who can partici-
pate strongly in raising the productivity of the country, to develop whole new 
industries, and to assure the basic economic strength of the country.”57

Such arguments about the critical economic role of technological innova-
tion had originated with other groups and initially focused on industrial, not 
academic, innovation. But universities picked up the language and ran with 
it, and by the mid-1980s university leaders had embraced these arguments 
wholeheartedly. They seemed to believe what they were saying, too. In 1986, the 
National Governors Association surveyed leaders of states, businesses, and 
universities about the role of academic science in economic development. A 
full 67% of university leaders thought that cooperative university-industry 
research was “critical” to U.S. economic competitiveness, while only 45% of 
business leaders did.58 In fact, by the end of the decade universities had moved 
so far toward portraying themselves as economic engines that some industry 
leaders had begun to grumble that universities “exaggerate[d] their role in stim-
ulating commercial innovations,” and that “the limited role of universities in in- 
novation has not been recognized.”59 But whatever the reality of universities’ 
claims that their science drove American innovation, the rhetoric had become 
widespread.

Science Logic and Market Logic: An Uneasy Coexistence

By the second half of the 1980s, then, market logic had come to play a much 
larger role in academic science than it had a decade before. It was no longer 
unusual or, for most observers, problematic to think of science in terms of its 
economic value. Instead, people in various parts of the university had started 
to treat academic science as if its economic impact were one of its most im-
portant contributions. This was reflected both in the practices scientists and 
administrators engaged in, as they became more actively entrepreneurial, more 
collaborative with industry, and more interested in monetizing the results of 
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scientific research, and in how they justified financial support for academic sci-
ence to their government patrons.

To some extent the expansion of market logic displaced the use of science 
logic. The mission of technology transfer implied that science was not valuable 
for its own sake, or at least not nearly as valuable as it would be if it were applied 
in the outside world. And when university presidents argued their case to Con-
gress in terms of the economic contribution of academic science, this replaced 
earlier claims that the pursuit of knowledge itself was a value worthy of gener-
ous support, or that universities met “national needs” of one sort or another.

But rather than saying that market logic replaced the logic of science, it would 
be more accurate to say that as market logic strengthened within the university, 
it became a more visible and legitimate alternative to the logic of science, com-
ing to coexist uneasily with it rather than displace it. Vannevar Bush’s argument 
that science should be done without regard to its practical value—that “applied 
science drives out pure”—became less widely heard, and while some faculty 
continued to disdain involvement with the commercialization of science, such 
views became less common.

Yet other elements of the logic of science remained strong. Academics con-
tinued to value scientifically interesting work, even when it had no obvious 
practical implications. Peer-reviewed publications remained the gold standard 
of scientific research, and while patents might have become secondary indica-
tors of research productivity, they certainly did not supplant purely academic 
work. Externally, universities might justify themselves as economic engines. 
Internally, however, many scientists continued to be motivated, in Merton’s 
terms, by the joy of discovery and the desire for the recognition of their peers, 
even as more of them became interested in pursuing the commercial implica-
tions of their work as well.60

Moreover, while policy decisions had changed the environment of academic 
science in ways that encouraged the spread of market-logic practices, the limits 
to the growth of market-logic experiments that were visible in the 1950s and 
1960s did not disappear entirely during the 1970s and 1980s. The cultures of 
industrial science and academic science moved a bit closer to one another, but 
they were still quite different.61 The advances of biotechnology created com-
mercial opportunities in new fields of science, but not every field proved so easy 
to connect to the market. And government policies subsidized collaboration 
with industry and strengthened universities’ intellectual property rights, but 
the old challenge of balancing the long-term, theoretical orientation of aca-
demic science with the short-term, practical perspective of commercial devel-
opment continued to be challenging. Academic science did move toward the 
market. But it could only move so far.
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Conclusion

This book began with a puzzle. In 1961, the governor of Illinois asked the 
University of Illinois to consider how it might strengthen its contribution to 
the state’s economy. The university was not averse to playing an economic role. 
But its response—a vague committee report prescribing few real actions and 
presenting no strong vision of how to achieve the governor’s goals—reflected 
the difficulty the university had in thinking about its role as an economic actor. 
By 1999, though, when the university faced a similar request, its response was 
radically different. It leapt into action, creating and expanding initiatives de-
signed to maximize the economic impact of its scientific and technological in-
novations. What changed in the intervening decades that could explain this 
shift in behavior, itself part of a larger evolution of the relationship between 
academic science and the market?

I have argued that government decisions were the most important driver of 
this change, and that those decisions were made because a new way of thinking 
became politically important. In the late 1970s, the idea that technological in-
novation drives economic growth became increasingly influential among poli-
cymakers, giving a boost to policy proposals that could be framed as strength-
ening innovation. While academics had always experimented with activities 
that were oriented toward the market, such experiments had historically re-
mained relatively local and small in scale. The policies that were compatible 
with innovation claims, however, collectively tended to encourage activities 
that focused on the specifically economic value of academic science. They did 
this in a variety of ways: sometimes by making the products of science more 
valuable (as the Chakrabarty decision and the creation of the Court of Appeals 
for the Federal Circuit [CAFC] did), sometimes by making it easier for uni-
versities to monetize their science (as Bayh-Dole did), and sometimes by sub-
sidizing the science that industry might be interested in (as National Science 
Foundation [NSF] and state support for university-industry research centers 
[UIRCs] did). As the political effectiveness of innovation arguments became 
clear and market-oriented practices became visibly successful, more people in 
universities began drawing on market logic both as a basis for new activities 
and as a justification for existing ones. Academic science took on a new role, 
not just as a creator of knowledge or even a resource for industry, but as an 
economic engine.
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This final chapter will reexamine the evidence for that argument and compare 
the explanation I propose with alternative possibilities. Then I will take a step 
back to consider some broader implications of the story I tell about the trans-
formation of academic science, both for how we understand the changing role 
of the market in our society and for how we think about the university today.

How Academic Science Became an Economic Engine: 
Considering the Evidence

The starting point of this project was a comparison of the development of three 
specific practices in academic science that reflect a market orientation: biotech 
entrepreneurship, university patenting, and university-industry research cen-
ters. Looking at the origins and trajectories of these three should show what 
common factors, if any, led to their growth and spread. Any commonalities 
should help explain why academic science made its move toward the market at 
the time that it did. The first step toward an explanation, then, was identifying 
the historically specific reasons each practice became successful. To simplify 
comparison, I grouped these into necessary conditions and facilitating condi-
tions. Of course, making such a distinction is a judgment call, not a science, 
but it was nonetheless useful to try to identify which elements were relatively 
more or less important in driving the development of different practices, even if 
dividing them into two groups was somewhat arbitrary. Table 6.2, on page 144,  
summarizes these observations.

Initially, the diversity of contributing factors stood out more than their com-
monalities. In the biotech case, the necessary conditions included scientific 
breakthroughs, the fact that industrially relevant expertise could be found only 
in universities, the organizational model of Genentech, and a generous venture 
capital environment shaped by changes in tax and pension policy. For patent-
ing, the most important factors included the efforts of a network of government 
administrators to encourage the practice, the passage of the Bayh-Dole Act, 
and the emergence of the biotechnology industry. In the UIRC case, the most 
critical elements were NSF’s Industry/University Cooperative Research Center 
(I/UCRC) program and state funding for UIRCs. While it was evident that gov-
ernment actions played an important role in the development of each practice, 
it was less obvious that policy decisions were absolutely critical, particularly in 
the biotech case.

A consideration of the histories of each of these cases, however, reinforced 
the key role played by government decisions. By the late 1970s, one could find 
people experimenting with each of these practices in academic science, but it 
was far from clear that any of them was about to become widespread. On the 
contrary, one could identify specific barriers that appeared likely to limit their 
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development. For biotech entrepreneurship, as late as November 1977 most ob-
servers thought that Congress was about to restrict recombinant DNA (rDNA) 
research, and even after that became less likely, biotech startups were still strug-
gling to raise funding in a decidedly chilly financial environment. For patent-
ing, it was becoming evident that no more federal agencies were likely to adopt 
institutional patent agreements, and that without statutory support, universi-
ties’ ability to patent would remain fragile, as Joseph Califano’s abrupt reversal 
of National Institutes of Health (NIH) patent policy in 1977 made clear. And 
the handful of UIRCs that were established prior to 1980 were either struggling 
to maintain industry support, dependent on government support, having dif-
ficulty finding common ground between academia and industry, or all three.

Yet within a few years—by 1981 for biotech and patenting, and perhaps 1983 
for UIRCs—the tide had turned, and while the three practices were not fully 
institutionalized, the most significant barriers to their development had been 
removed and the activities were spreading rapidly. In each case, it is hard to 
imagine how the practice could have taken off in the absence of key policy 
decisions. Even when the critical environmental change was only partially the 
result of government action, as when a wave of venture capital became available 
starting in late 1978, government policies appear to have been necessary for the 
creation of the favorable conditions.

But recognizing that policy decisions played an important role, and even 
recognizing that those decisions were made within a relatively narrow band 
of time, means little if the actions taken shared nothing but their government 
origins. And on the surface, policies as diverse as a regulation governing how 
pension funds could be invested, the creation of a special court to deal with 
patents, and state decisions to fund university-industry collaboration seem 
minimally—if at all—related.

A closer look at the histories of these policy decisions, however, showed that 
they did have something in common: they were each framed in terms of the 
economic importance of innovation, a frame that was newly and powerfully 
salient in the late-1970s political climate. In some cases, the decisions were a 
direct result of emerging political interest in strengthening innovation. NSF, 
for example, initiated its I/UCRC program to forestall Congress from requiring 
that it make grants available to industry as well as universities, which it ap-
peared Congress might do because of concern with industrial innovation. And 
as states began adopting R&D-driven economic development strategies, they 
started funding UIRCs as part of that effort. In other cases, though, the poli-
cies in question had been promoted unsuccessfully in the past but were now 
given a political boost by being portrayed as helpful to innovation and thus 
the economy. Encouraging university patenting and creating a specialized pat-
ent court were both actions that specific groups had been promoting for years, 
but the new attitude toward innovation turned the tide in making them more 
broadly acceptable.
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Of course, claims about innovation were not the only political factor leading 
to any of these policies. But of the ten decisions I examine, innovation argu-
ments appear to have played a critical role in six.1 In two more, the Employee 
Retirement Income Security Act (ERISA) clarification and the Chakrabarty de-
cision, they were quite visible, but I could not find enough evidence to judge 
one way or the other their political significance. In one case, the capital gains 
tax cut, innovation arguments were used and were clearly helpful, but it seems 
possible—though not certain—that legislation might have passed even without 
the availability of the innovation frame. And in the one policy decision that 
predated the mid-1970s, that of federal administrators to create institutional 
patent agreements (IPAs), innovation arguments were not used, though sup-
porters of IPAs would later adopt such arguments as they began working for 
the passage of Bayh-Dole.

This shift in the policy environment certainly did not mean that every pro-
posal that could be framed in terms of its contributions to innovation would 
be successful. And some of the decisions examined here might have been made 
even if concern with innovation had not become widespread. Moreover, these 
innovation-oriented policy decisions were politically diverse and reflected a 
variety of philosophies about the appropriate economic role of government, 
from interventionist (the UIRC programs) to hands-off (the capital gains tax 
cut and Bayh-Dole). What they shared, however, was a focus on the economic 
value of science and technology, not its value as knowledge or even as a means 
to solve other social problems. That is, by definition innovation arguments were 
grounded in market logic. And so regardless of the political origins of these 
policy decisions or whether they were intended to push academic science to-
ward the market, their collective effect was to encourage activity that empha-
sized science’s economic contributions.

One final comparison reinforces the argument that government decisions 
made in a particular policy context were key to the changes that took place 
in academic science. In the 1950s and 1960s, one could find academics ex-
perimenting with market logic in universities, establishing industrial affiliates 
programs, industrial extension offices, and research parks, but while these 
activities spread modestly, none became very deeply rooted in this era. The 
most significant reason for this was financial: all of these practices had trouble 
securing the material resources needed to reproduce themselves and thrive 
in the long run. In a different policy environment, one could imagine forms 
of government intervention that might have made such activities work. Tax 
credits for companies participating in industrial affiliates programs or greater 
federal support for industrial extension could have helped these activities to 
expand further, for example. And indeed, in the 1980s, when interest in using 
science to drive economic development had become pervasive, government 
support did contribute to a second and much larger wave of growth for re-
search parks.



162  •  Chapter 8

But in the 1960s, policymakers did not pay much attention to the economic 
impact of science and were not creating policies with the intent of leveraging 
that impact. So while the limits encountered by the market-logic experiments 
of that era were not so different from those encountered by the experiments of 
the 1970s, government did not act to remove those limits, as it would a decade 
later. And to make the counterfactual comparison, if one imagines that biotech 
entrepreneurship, university patenting, or UIRCs had reached a critical mo-
ment in their development in the 1950s or 1960s, before innovation arguments 
had become influential, it is hard to imagine government taking the actions 
that, in reality, created such a favorable environment for their development in 
the late 1970s and early 1980s.

Reconsidering Alternative Arguments

With this evidence in mind, I will now revisit other possible explanations for 
academic science’s move toward the market and consider the extent to which 
they are consistent with the historical record. While there are elements of truth 
in each of these explanations, none fits the overall story as well as the argument 
just presented.

Government Cut Resources, so Universities Turned toward the Market

One common assumption is that the commercialization of academic science 
was the direct result of government cutbacks. After federal funding for aca-
demic R&D peaked in 1968 and failed to recover over the next several years, 
universities, accustomed to rapid growth, began to look elsewhere for support. 
They turned to industry as a new source of funding and began trying to make 
money through activities like the patenting and licensing of their research.

The kernel of truth here is that government cutbacks were painful for aca-
demic science, and did make universities more open to activities outside their 
comfort zone. But if universities looked to the market primarily because of 
stagnating federal support, we would expect to see such activities initiated by 
those particularly affected by government cutbacks, or by upper-level adminis-
trators concerned with their institution’s overall health.

This is not what happened, however. University leaders were relative late-
comers to market logic, tending to adopt it only after it had proven successful 
or lucrative elsewhere within the university, or after its political appeal had be-
come obvious. Biotech entrepreneurship was first initiated by venture capital-
ists looking for faculty partners and then, once the practice had become more 
familiar, by faculty themselves. Only once the revenue potential of biotech had 
become very clear did university administrations begin trying to secure a piece 
of it for their institutions. University patenting was driven by administrators, 
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but by mid-level research administrators, not by heads of institutions. It was 
only after Bayh-Dole that presidents and provosts widely became interested 
in expanding patenting efforts. And with a few exceptions, early UIRCs were 
initiated by faculty and industry representatives, not by university administra-
tions.2 It was not until UIRCs had already begun to spread that many universi-
ties began to lobby actively for state programs to support them.

Furthermore, the market-oriented practices that began to take off in the late 
1970s did not originate in the parts of academic science hardest hit by federal 
cutbacks. When Bruce Smith and Joseph Karlesky made their comprehensive 
survey of academic science in 1977, just as the period of federal retrenchment 
was ending, they found that funding cuts were having a significant impact 
on physics and many parts of chemistry, and to a lesser extent mathematics 
and some fields of engineering. But it was not in these areas of belt-tightening 
that market-logic activities were being initiated. The life sciences, where bio-
tech entrepreneurship was taking place, were coming off a period of “dramatic 
growth,” not cutbacks, and federal funding for rDNA research in particular was 
increasing exponentially.3 And while UIRCs were formed in a variety of fields, 
microelectronics and materials science were the most commonly represented 
(see table 6.1). These were not areas that saw large reductions in federal support 
during the 1970s.4 So while tighter budgets may have made universities more 
open to unconventional innovations in this period, these market-logic prac-
tices were not initiated because other funding sources dried up.

Industry Looked to Universities to Replace Its Own Basic Research

A second possible explanation would emphasize the role of industry in pull-
ing universities toward the market. Firms that were reducing internal spending 
on R&D during the 1970s thought they could replace expensive company labs 
with government-subsidized academic science, and so they began seeking out 
collaborations with universities.

There is some limited truth to this argument as well. Certainly, industry 
R&D spending stagnated during the 1970s. In real terms, industry spending 
on basic research peaked in 1966 and had decreased 29% by 1975, and industry 
spending on applied research and development remained essentially flat dur-
ing this period.5 In the 1970s, representatives of R&D-intensive industries were 
becoming increasingly concerned about the state of industrial innovation, and 
by the second half of the decade they were pushing hard for Washington to pay 
attention to the issue as well. And one result was the formation of groups fo-
cused on strengthening university-industry relations, like the Business-Higher 
Education Forum and the National Commission on Research, both of which 
were established in 1978.6

But while industry was paying some attention to university collaboration as a 
means to solve its innovation problems, closer relations with academic science 
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were pretty far down the industrial agenda. The industry-supported Domes-
tic Policy Review for Industrial Innovation focused on areas like patent policy 
(though not university patent policy), antitrust policy, government regulation, 
capital formation, and federal procurement.7 University relations were not 
entirely absent from the discussion, but they played a small role. Even an in-
dustry panel convened specifically to examine NSF-industry relations empha-
sized that while it would be beneficial for the agency to encourage university-
industry collaboration, government efforts “to decrease current disincentives 
and to increase direct incentives”—the panel referred here to changes in federal 
regulations, antitrust laws, patent laws, tax rules and accounting practices—“far 
outweigh[ed]” the importance of strengthening ties with universities.8

On the university side, industry interest in academia as a new, cheap source 
of R&D does not seem to have played a significant role in the expansion of 
biotech entrepreneurship, university patenting, or UIRCs. In the biotech case, 
existing pharmaceutical and chemical companies were notably slow to appre-
ciate and act on the new scientific breakthroughs being made in universities, 
which partly accounts for why the technology was developed in startup com-
panies first. In the case of patenting, industry was hardly knocking down the 
door to gain access to faculty inventions. On the contrary, Stanford’s success 
at licensing faculty inventions has often been attributed to its adoption of a 
“marketing” model of technology transfer, where the focus was on promoting 
the potential of university inventions to relatively indifferent firms.9 Similarly, 
during this era UIRCs were more frequently started when university scientists 
approached industry counterparts than the reverse, and centers had to work 
hard to maintain industry support, particularly if they were not subsidized by 
government.10 So while industry R&D cutbacks may have increased firms’ in-
terest in collaborating with universities to some extent, this renewed interest 
does not appear to have been the main driver of the expansion of market-logic 
practices in academic science.

The Advent of Biotech Gave Academic Science Something Valuable to Sell

A third story would attribute the changes in academic science to the invention 
of biotechnology. The practical, and potentially valuable, implications of scien-
tific breakthroughs in the biosciences in the 1970s created large incentives for 
academics to become involved in commercializing their research. Universities’ 
shift toward the market was thus the almost-inevitable consequence of a spe-
cific set of scientific advances.

This is a strong argument. The discoveries that led to biotechnology played a 
big role in the rise of market logic in academic science. Biotech entrepreneur-
ship obviously would not have developed without them, and many of universi-
ties’ most lucrative patents in the 1980s and 1990s were based on biotechnology 
and its products. But while advances in the biosciences clearly had practical im-
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plications, they are not a sufficient explanation for the changes that took place 
in academic science. Practical implications can be realized in a variety of ways, 
and not every potential path that biotechnology could have taken would have 
created the same financial incentives for academics to become involved in the 
commercialization process.

Much of the value of biotech, for example, depended on its techniques and 
products being patentable, which in turn depended on government decisions 
to expand the scope and strength of intellectual property rights in the early 
1980s. Furthermore, if venture capital had remained scarce in the late 1970s 
and early 1980s, it is hard to see how biotech could have developed as an in-
dependent industrial sector.11 In Britain, which had scientific leadership but 
much less venture capital, the biotech sector remained stunted in comparison 
to the one that developed in the United States. While biotechnology doubtless 
would have reached the market eventually even if venture capital had remained 
unavailable in the United States as well, alternative paths to commercialization, 
like the slower development of biotechnology in large multinationals, seem 
much less likely to have involved academic scientists in the integral, entrepre-
neurial role that they ended up taking.

Yet even if the advent of biotech was not a sufficient condition for the expan-
sion of market logic in academic science, could it have been a necessary condi-
tion? It seems likely that market logic would have been limited somewhat in the 
absence of biotechnology. But while no biotechnology would have meant no 
biotech entrepreneurship, its absence would not have stopped the development 
of other market-oriented practices. University patenting might not have ex-
panded quite as rapidly as it actually did, but patenting was already on a growth 
trajectory by the time the first biotech patent was issued in 1980, and there is 
no reason to think that it wouldn’t have kept growing even without biotech. 
There were other lucrative university inventions not based on biotechnology 
that still could have tempted universities into patenting. The development of 
nonbiotech chemotherapy drugs cisplatin and carboplatin at Michigan State in 
the late 1970s, for example, earned $160 million for the university in the 1980s 
and 1990s.12 Between examples like this and the impetus of the Bayh-Dole 
Act, patenting still would have appeared attractive to pursue even in the 
absence of biotechnology.

Beyond patenting, the absence of biotech seems even less likely to have had a 
significant impact on the spread of market-oriented activities. UIRCs were not 
typically located in biotech disciplines at all, particularly during the late 1970s 
and early 1980s. NSF’s I/UCRC program, for example, did not fund a biotech 
center till 1985, at which point it had already supported twenty centers in other 
fields.13 Nor did research parks, which experienced a period of rapid expan-
sion in the 1980s, tend to emphasize biotechnology.14 Biotechnology played an 
important and catalytic role in the expansion of market logic in academic sci-
ence. But it seems likely that market logic would have expanded substantially 
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in universities even in the absence of the biotech breakthroughs, and it seems 
unlikely that it would have had the effects on universities that it did without 
significant government intervention.

What about Legitimacy?

I approach the question of why market logic gained strength in academic sci-
ence by comparing the development of three practices that reflect that logic, 
and I emphasize that changes in resource availability and, secondarily, the reg-
ulatory environment made that strengthening possible. But one of the basic 
assumptions of institutionalism is that existing institutional arrangements con-
strain action in part by establishing norms about what kind of behavior is and 
is not appropriate. Behavior that does not conform with those norms is seen as 
illegitimate, which makes it hard or impossible to sustain.

Clearly academic science’s move toward the market was controversial when it 
began and remains somewhat controversial to the present. For the practices of 
biotech entrepreneurship, university patenting, and UIRCs to spread success-
fully and move toward institutionalization, they, and the market logic they were 
grounded in, needed to overcome perceptions of illegitimacy. But the story I 
have presented deemphasizes the role of legitimacy relative to resource avail-
ability in explaining why market-logic practices gained ground. Am I missing 
something here by minimizing illegitimacy as a barrier to the expansion of 
market-logic practices, either in the 1950s and 1960s or the 1970s and 1980s?

The process of overcoming illegitimacy may sometimes be central to ex-
plaining how a particular logic gains strength in a field. But in this specific case, 
I simply did not find evidence that the illegitimacy of market-logic practices 
was a significant barrier to their spread. Some people did resist market logic 
or find it problematic during each of these decades. But, as chapter 2 suggests, 
it was not as strongly opposed in the 1950s and 1960s as one might imagine. 
The University of Illinois committee’s 1962 survey of universities’ level of inter-
est in industry partnership showed a level of enthusiasm that surprised even 
the committee members. Similarly, Kleinman, Habinek, and Vallas’s recent 
survey of higher education publications, which begins in 1960, found market 
language present in the early years as well as later ones.15 Market logic may have 
been less legitimate than the logic of science in these decades, but it was not 
rejected entirely.

If overcoming a lack of legitimacy were critical to explaining why market 
logic gained ground in academic science when it did, one would expect to see 
that illegitimacy created problems for the market-logic experiments of the 
1950s and 1960s. But I did not find evidence that industrial affiliates programs, 
research parks, or industrial extension programs failed to thrive in this period 
because they were seen as illegitimate. If anything, the successful instances of 
such programs were held up as models for other universities to emulate before 
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resource limitations put a halt to their spread. And while the market-logic prac-
tices that began to take off in the late 1970s certainly encountered resistance 
from those who disapproved of them—the hostile reaction of many of Herbert 
Boyer’s UCSF colleagues to his founding of Genentech comes to mind—
ultimately such reactions do not appear to have slowed their development 
very much.

Indeed, what is surprising is how rapidly the new practices spread despite 
outcries about the commercialization of the university. Maybe this is because 
market logic was never all that illegitimate in academic science. Maybe it was 
because the influx of resources for market-logic practices was so great that it 
simply overwhelmed concerns about their legitimacy. Either way, while figur-
ing out how logics gain legitimacy is doubtless critical to a full understanding 
of how they gain strength in fields more generally, an increase in legitimacy 
does not appear to have been the factor that caused market-logic practices to 
spread in academic science at the moment that they did.

Speaking to Larger Conversations

The main goal of this project has simply been to understand empirically why 
academic science made its move toward the market. Academic science is an 
important social domain that has changed a great deal in the last few decades, 
and people continue to debate the meaning of those changes and how best to 
manage them. So understanding why those changes occurred in the first place 
seemed like a worthwhile endeavor.

But I also became interested in this topic because it speaks to a larger 
question—the question of how we decide what role markets and market ide-
als will play in our society. How do we decide when society is best served by 
relying on individual self-interest and exchange to allocate scarce resources ef-
ficiently, and when other means of organizing human activity are better, fairer, 
or more appropriate? It is possible to read the entire history of the industrial 
era as a story about the expansion of markets, and certainly that expansion has 
coincided with a massive increase in the average standard of living. But the last 
thirty years in particular have been marked by the extension of markets into 
more and more realms of life where they once saw little play, a development 
that has had negative as well as positive consequences. Looking at what led this 
to happen in one domain might, I hoped, shed some light on a broader trend. 
In this final section, I turn to some of these larger implications.

How Institutional Logics Gain Strength

At the most abstract level, this study tries to explain how institutional logics 
gain strength in fields. The empirical trend I just described—of the spread of 
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market ideals into more domains of social life—can be recast as a question of 
why one institutional logic, the logic of the market, has become stronger rela-
tive to other institutional logics in a variety of fields. Academic science is one 
field where this shift has occurred, as market logic has become more common 
and the logic of science has, by comparison, weakened.

Research on how institutional logics shift within fields has been moving in 
directions similar to the one I take here. A lot of work on institutional change 
has, with good reason, focused on intentional efforts, either by institutional 
entrepreneurs or social-movement-like forms of collective action, to destabi-
lize existing institutional arrangements and promote alternatives.16 But some 
authors have criticized the “‘hero’ imagery” that can go along with institutional 
entrepreneurship explanations and worried that the institutional entrepre-
neur is being invoked “as a deus ex machina.”17 Such scholars have called for 
a more distributed, less heroic notion of institutional entrepreneurship, as well 
as greater attention to the coexistence of multiple logics in a field.18 Others have 
reminded us that institutional logics do not exist only at the level of the field, 
but must be instantiated in specific practices, and have suggested a focus on 
the role of practice variation in creating institutional change.19 These observa-
tions are consistent with studies that have found institutional change emerging 
not only from the top down but also from the bottom up, as individuals work 
“under the radar,” rather than at the field level, to promote it.20

This book builds on such work. I start with the assumption that within a 
field, one can always find people experimenting with new practices as they 
pursue their goals. Drawing on Friedland and Alford’s observation that society 
makes multiple institutional logics available for individuals to use, I assume 
that while most of these innovations will use whatever logic is strong within 
their field, some will be grounded in other socially available logics.21 While the 
bulk of such innovations will remain local, or spread in a limited way, a few 
will disseminate widely and even become institutionalized practices. The ques-
tion is, under what circumstances do practices based on a non-dominant logic 
begin to grow and spread?

Institutions, by definition, constrain behavior. If one institutional logic is 
dominant within a field, one would expect practices based on other logics to 
encounter challenges—to be seen as illegitimate, or even be prohibited by or-
ganizations within the field or by the state. One would imagine that a person 
innovating with an alternative logic might experience disapproval, or profes-
sional repercussions, or simply have trouble convincing other people to partici-
pate in or adopt the new practice.

What the story of academic science suggests, however, is three things. First, 
it serves as a reminder that reproducing and institutionalizing a new practice 
requires material resources as well as sufficient legitimacy. Innovations that 
cannot gain enough material support to sustain themselves will not persist, no 
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matter how consistent they are with the dominant institutional logic. On the 
flip side, practices based on alternative logics that are only mildly or moder-
ately illegitimate may begin to thrive if the resource environment changes in 
ways that favor them. While market-logic innovations like industrial affiliates 
programs and research parks gained only modest traction in the 1950s and 
1960s, their 1970s counterparts grew rapidly after new resources to support 
them became available. This observation is consistent with Friedland and Al-
ford’s emphasis on institutional orders being material as well as symbolic, but 
the importance of resources is often overlooked in favor of an emphasis on the 
normative, cognitive, and regulatory effects of institutions.22

Second, it demonstrates that in the right resource environment, practices 
based on a nondominant logic can spread even in the absence of intentional 
efforts to promote them. Although I thought at the outset that the changes in 
academic science might be driven by a field-level project of institutional en-
trepreneurship, that turned out not to be the case. Even the individual prac-
tices I looked at did not show consistent evidence of entrepreneurial efforts to 
advance them. Some did. University patenting, for example, was actively pro-
moted by NIH’s Norman Latker and his colleagues. But others did not. Biotech 
entrepreneurship did not spread because someone evangelized on its behalf. It 
took off because a few individuals who experimented with the practice were 
extraordinarily successful and others decided to copy them. This diversity rein-
forces the point that while institutional entrepreneurship and social movement 
dynamics are undoubtedly important, and may sometimes be decisive, in insti-
gating institutional change, they are not the only thing that can drive the spread 
of a new institutional logic.

Finally, it turns our attention back to the relationship between fields, not 
only to dynamics within fields. The resource environment did not change in 
ways that favored market-logic practices for completely arbitrary reasons. It 
changed because policymakers decided that they needed to strengthen tech-
nological innovation in the hope of improving the U.S. economy. This change 
was not specifically intended to transform the field of academic science, but it 
had that effect.23 The effect was so significant partly because academic science 
is highly dependent on government for resources. But it was also significant 
because government has a unique capacity to create the rules that structure 
markets, a point I turn to in the next section.

Arguing that a change in one field is an unintended consequence of a change 
in another field is frustrating in a way. It implies that there are limits to our po-
tential ability to predict or control the outcomes of our actions, which is often a 
hope, at least in the background, of social science. The social world is complex, 
and perhaps that hope is misguided. On the other hand, though, there is still 
the possibility that we can learn, even from the unintended consequences of 
past actions, lessons that make us act more thoughtfully in the future.



170  •  Chapter 8

Government and the Market for Academic Science

As I use the concept, market logic in academic science involves treating science 
as an activity that is worthwhile because it, or what it produces, has specifically 
economic value. One can push this definition a step further, though, by actu-
ally thinking of academic science as constituting a sort of market, if a market 
that is far from perfectly competitive. Academics “sell” science, and industry 
representatives “buy” it, by licensing inventions, funding research projects, and 
supporting university-industry research centers.

Economic sociologists often talk about the embeddedness of markets, meaning 
that markets are nested within other sets of social relations that set the rules of 
those markets and shape the behavior of individuals participating in them.24 One 
of the most important ways that markets are embedded is within states, which 
create rules governing what can be bought and sold and under what conditions. 
Shifting momentarily from considering how government action strengthened 
market logic to considering how it created an actual market can shed some light 
on both the question of how governments shape markets and the limits of their 
capacity to do so. It also suggests a possible explanation for why market logic 
apparently plateaued in academic science around the year 2000.

Universities have long been interested in realizing the economic value of 
their science. Fifty years ago, universities were trying to bring in revenues by 
establishing research parks.25 Ninety years ago, universities were trying to con-
vince industry that investing in academic science would pay off, as Roger Gei-
ger and others have detailed.26 Historically, though, these efforts had limited 
success. While the culture gap between academia and industry was always a 
challenge to manage, the larger problem was that the practical benefits of aca-
demic science were too unpredictable and the payoff period too long for it to 
make sense for industry to purchase academic science in the hopes of getting a 
financial return. In the postwar decades, this meant that universities struggled 
to sell companies on the idea that they should locate in research parks, or that 
they should pay $10,000 a year for privileged access to the latest research.

In the late 1970s and early 1980s, government changed the rules in ways that 
expanded this very limited market for academic science. It did this in at least 
three ways. Some policy decisions made the products of science more valuable 
for universities. The creation of the Court of Appeals for the Federal Circuit 
strengthened intellectual property rights, and decisions like Chakrabarty made 
more research results patentable. Other policy decisions removed restrictions 
on the selling of science. The Bayh-Dole Act, for example, gave universities the 
clear right to patent and license government-funded inventions, which they 
didn’t have before. And still other policy decisions subsidized the kind of sci-
ence that industry was interested in, making it cheaper for industry to buy, as 
when state governments and the National Science Foundation channeled a lot 
of money into industrially relevant research.
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Even policy decisions less obviously related to the market for academic sci-
ence can be seen in terms of government changing the way that market oper-
ates. In 1983, Stanford president Donald Kennedy noted that

something very interesting is happening in the industrial sector . . . ; that is 
a new style of capitalization of high technology ventures. The new tax law 
changes four or five years ago have spawned a variety of new, high technol-
ogy companies in which rapid and dramatic changes of value have been as-
sociated with the early possession of an idea.

When that kind of financial incentive exists, you are going to perceive 
a migration of corporate interest to the earliest stages of this trajectory of 
innovation, because it is perceived that the great changes in the value of a 
corporate venture can take place if they are seen to possess important ideas.27

Kennedy was essentially arguing here that changed tax laws led to a perceived 
increase in the value of ideas, which in turn expanded the market for academic 
science.

Thinking of university-industry relations as constituting a market embedded 
in government rules can help to make sense of more recent developments. By 
the turn of the century, just as many observers had started to think that market 
logic might expand indefinitely in academic science, two indicators started to 
suggest that a peak had been reached.

First, the fraction of university R&D spending provided by industry, which 
had increased every year for several decades, suddenly began to decline. It 
dipped from 7.4% in 1988 to 5.1% in 2004, the lowest it had been since 1982. 
Real dollars spent by industry on academic R&D declined at a slower rate, but 
by 2003 had still dropped 8% from their 2000 peak. Since then, trends have 
reversed somewhat. But in 2008, the most recent year for which data are avail-
able, industry funding still accounted for only 5.7% of the university total—less 
than it did every year from 1985 to 2002.28

Second, the number of patents being issued to universities flattened. Univer-
sities were awarded the most utility patents, 3,698, in the year 1999. After that, 
the number fluctuated between 2,952 and 3,612, with no consistent pattern 
detectable.29 Patenting has been frequently cited as indicating a more entrepre-
neurial, market-oriented university. But this leveling trend, now a decade old, 
raises questions about how much further market activities are going to expand.

There are several reasons these indicators peaked at the time that they did. 
Congress’s initiative to double the budget of NIH between 1998 and 2003, for 
example, accounts for much of the decline in the fraction of university funding 
coming from industry.30 And the bursting of the tech bubble in 2000, followed 
by a period of recession, doubtless explains some of the real decrease in indus-
try funding between 2001 and 2004. It is also possible that this is a temporary, 
if relatively long, pause in a longer-term trend, or that universities’ economic 
activities are expanding in areas not captured by these particular indicators.31
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The story told in this book, however, suggests another explanation. Thinking 
of science’s move toward the market as the consequence of a specific set of 
government interventions that expanded that market implies that the commer-
cialization of academic science may prove more self-limiting than some hope 
and others fear.

Even if we assume, perhaps unreasonably, that universities are willing to 
sell any aspect of science for which they can find a buyer, they still cannot sell 
things for which buyers are unwilling to pay. There have been a number of in-
stances in which universities have tried to turn to the market for revenue, but 
not found interested customers. In the early 1980s, for example, a number of 
large-scale university-industry partnerships in biotechnology were launched in 
a burst of enthusiasm. But these partnerships quickly demonstrated that they 
were not paying off for the firms supporting them, and while universities were 
clearly willing to engage in this type of partnership, it did not go on to become 
commonplace.

Thus while the last several decades saw significant expansion in what aca-
demic science has to offer that the private sector can rationalize paying for, 
there are also inherent limits to this expansion. Multiple kinds of government 
decisions made this market possible. But most restrictions on universities’ abil-
ity to sell science are gone, and there aren’t a lot of other obvious interventions 
for government to make. On intellectual property rights, for example, the pen-
dulum appears to be swinging slightly toward weakening them, if anything. 
And it seems unlikely that government will step up the subsidy for industry-
oriented science in the near future.32 It is possible, of course, that a major scien-
tific breakthrough might create new commercial value in academic science the 
way that biotechnology once did. But this is an unpredictable prospect. Nano-
technology, which has been hyped as similarly transformative, has thus far had 
trouble living up to promises about its commercial potential.33 Even the biotech 
sector has had very limited profitability in the long run.34

It has been several decades since government decisions changed the market 
for academic science so substantially. Since then, an equilibrium of sorts has 
been reached: universities sell more science, and industry buys more. Govern-
ment does hold the power to transform the market for academic science once 
again if it so chooses. But this seems unlikely to happen. And barring such un-
expected intervention by government and major technological breakthroughs 
within the university itself, the level of interaction between academic science 
and the market is likely to remain fairly steady for the foreseeable future.

Academic Science, the Story of Neoliberalism, and Economic Rationalization

I have suggested that the changes that have taken place in academic science 
are just one instance of a broader shift toward markets in our society. Sociolo-
gists’ response to this observation is often to ask, reasonably enough, Then isn’t 
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this just another story about neoliberalism? The developments described in this 
book are not unrelated to conventional accounts of the rise of neoliberalism. 
But the developments in academic science cannot be explained purely in terms 
of a political shift toward free-market ideals.

The neoliberalism argument is a tricky one to engage with. The term neolib-
eralism has become, to a considerable extent, a pejorative used by the left to cri-
tique a set of unwelcome trends rather than a word used neutrally to describe a 
particular political philosophy or set of policies. This is unfortunate, as the term 
does capture an important set of developments that deserve unpoliticized study.

The word can also be poorly defined. At times it is used so broadly that it 
becomes roughly synonymous with what I refer to here as market logic, that is, 
seeing the purpose of an activity in its capacity to create economic value. For 
the sake of this discussion, however, I will use a more precise definition: David 
Harvey’s well-known formulation of neoliberalism as “a theory of political eco-
nomic practices that proposes that human well-being can best be advanced by 
liberating individual entrepreneurial freedoms and skills within a institutional 
framework characterized by strong private property rights, free markets, and 
free trade.”35 To that, I would add that neoliberalism has generally been charac-
terized by policies that include, but are not limited to, lower taxes, deregulation, 
privatization of state enterprises, reductions in welfare spending, and liberaliza-
tion of trade policy.36 Scholars have typically explained the rise of neoliberalism 
as the result of some combination of the influence of free-market economics 
(the Chicago school), conservative institution-building (through think tanks, 
magazines, etc.), the increasing political organization of business interests, the 
effects of globalization, and the structure of national political institutions.37

At first glance, it appears that the developments in academic science fit the 
label of neoliberalism pretty well. Property rights were strengthened, entrepre-
neurship was encouraged, and markets were expanded. And academic science 
today as well as the larger university has frequently been described as neoliberal 
in character.38 But upon closer look, the story of academic science complicates 
the neoliberalism story in a couple of ways.

First, the policies that moved academic science toward the market were not 
uniformly free-market in orientation. Most of them—the capital gains tax cut, 
the strengthening of intellectual property rights, the relaxation of investment 
rules for pension funds—were. But state and federal support for UIRCs, as well 
as government subsidies for research parks, encouraged a market orientation 
but were clearly interventionist. State support for university-industry collabo-
ration has even been called “probably as close to an industrial policy as we will 
see in the U.S.”39 While some might argue that UIRCs fall into a different cat-
egory than biotech entrepreneurship and patenting because their relationship 
with the market is more mediated, they nevertheless encourage a focus on the 
economic value of science, and are a product of the same political concern with 
innovation that stimulated more obviously entrepreneurial practices.
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Second, the developments that led to the popularization of the innovation 
frame were different from those that have been used to explain neoliberal poli-
cies. Most significantly, the intellectual source of the innovation framework was 
not the economics of Milton Friedman or George Stigler, but the work of schol-
ars like Kenneth Arrow and Richard Nelson. These economists were interested 
in, among other things, the ways that markets left to themselves could lead to 
suboptimal investment in research and development. While they emphasized 
the role of technological innovation in driving economic growth, they had no 
prior commitment to the belief that minimizing government intervention was 
the best way to make that happen. Their ideas were promoted in part by in-
dustry groups that argued that deregulation and tax cuts were the best way 
to stimulate innovation, but free-market policy choices were not an inherent 
implication of these economists’ work.

How then, to explain a set of developments that look broadly like neoliber-
alism, in that they imply that entrepreneurship, property rights, and markets 
are appropriate and desirable principles around which to organize academic 
science, but that do not map neatly onto conventional stories about neolib-
eralism’s rise? I suggest that there are two strands that need to be untangled 
here. One strand does line up with conventional narratives about the rise of 
neoliberalism. But a second strand also comes into play. This second strand 
reflects a dynamic distinct from neoliberalism that has independently contrib-
uted to changing the relationship between society and the market in the last 
thirty years—one that I refer to, following Max Weber, as a process of economic 
rationalization.

Some elements of the shift in academic science do fit with the usual story 
told about the rise of neoliberalism. Industry groups made strong efforts in the 
1970s to push the innovation frame, and those groups saw a particular set of 
solutions to the innovation problem—lower taxes, deregulation, stronger pat-
ent rights and looser antitrust enforcement—as appropriate. This is compatible 
with a neoliberalism narrative arguing that a conservative political movement, 
a free-market intellectual movement, and increasingly organized business in-
terests came together to gain political influence during the 1970s. The policy 
outcomes I examine that were compatible with the preferences of innovation-
focused industry groups, like the capital gains tax cut and the creation of the 
Federal Circuit, can be explained without having to challenge the broad out-
lines of this story.

But, as mentioned already, other elements of the shift in academic science, 
like the role of interventionist industrial policies and the less-than-neoliberal 
intellectual underpinnings of the new interest in innovation, do not fit a narra-
tive about the idealization of free markets so well. I suggest that these develop-
ments make more sense if one thinks of them as part of a dynamic in which 
economic issues—and in particular “the economy,” in the abstract—are placed 
at the heart of political life. As Mark Smith has amply documented, starting in 
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the 1970s political issues in the United States increasingly came to be framed in 
economic terms, a development tied to the shaky state of the nation’s economy 
as well as to rising levels of individual economic insecurity.40 This shift toward 
making the health of the economy a central purpose of government action does 
not necessarily imply the embrace of free markets for their own sake.

What it does imply, however, is a specific kind of rationalization. In Weber’s 
work, instrumentally rational action is action undertaken because it is seen 
as the most effective means to achieve a given end. It goes hand in hand with 
an increase in formal rationality, in which it becomes more possible to calcu-
late what action will be most effective, as well as the development of a body of 
technical knowledge about how means and ends are connected. The advance of 
capitalism is itself bound up with the rationalization of the economic domain, 
as individuals come to see economic action as involving calculable decisions 
made with the intent to maximize financial gain.41

What I am calling economic rationalization here, however, is not the expan-
sion of instrumental economic behavior among individuals, but rather a shift 
in substantive rationality—in the ends that are themselves seen as legitimate 
purposes of action. Here, government activities become the means to a particu-
lar end, economic growth, which can at least in theory be achieved through the 
application of a formal body of abstract knowledge about the economy.

The change in academic science, then, can be seen as resulting from the eco-
nomic rationalization of political life as much as it resulted from the grow-
ing influence of neoliberalism. The rationale for supporting academic science 
shifted away from expanding knowledge or meeting national needs and toward 
strengthening innovation and thus economic productivity. It did not matter 
that the theoretical arguments for the importance of innovation came from 
economists who had no inherent problem with government intervention in the 
economy. By explaining the role of science in driving innovation and economic 
growth, they helped to redefine the purpose of academic science in economic 
terms. This, by definition, is market logic. Thus whatever action policymak-
ers took to strengthen innovation, whether free-market or interventionist, it 
tended to encourage activity that treated science as an economic input.

Economic rationalization, then, is a move toward explaining a domain of life 
in terms of its economic role. It relies on the assumption that people of all polit-
ical stripes share the goals of economic growth and increased productivity—of 
better standards of living—an assumption that has persistently remained safe 
in a political world characterized by sharply divergent beliefs about the purpose 
and capacities of government. It also has the advantage of turning policy deci-
sions into technical questions with the potential to be solved using the tools of 
economics. If we can assume that growth and productivity are shared goals, 
and, for example, that they result from a workforce with high levels of educa-
tion, then at least in theory there should be objective answers to the question of 
what the best education policies are, answers that are not merely about politics. 
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While in reality any attempt to answer such questions will be political as well 
as technical, debating which education policies will do the most to encourage 
economic growth is nonetheless easier than arguing over whether the purpose 
of education is to create good citizens, or to provide for social mobility, or to 
give people useful skills, as well as needing to figure out how best to achieve 
that goal.

While this process of economic rationalization has been particularly pro-
nounced in academic science, it can be seen elsewhere as well. One reflection 
of the trend has been a proliferation of institutions, inventions, and human 
activities characterized as economic engines. A quick Google search on the term 
turns up a list that is startling in its range. On the first three pages one finds, in 
the following order, a public park, Moon Pies, the California Public Employ-
ees’ Retirement System, an oil refinery, U.N. peace operations, “cleantech,” 3G 
wireless, Stanford University, small businesses, hunting, race car testing, the 
University of Madison-Milwaukee, the Panama Canal, Honda imports, West-
chester Community College, and the arts.42 What is notable is how many of 
these things were not, presumably, created with the intent of stimulating the 
economy. This points to the problem with economic rationalization. While eco-
nomic growth and productivity may be worthy goals, and we all presumably 
want to be wealthier, placing them at the center of political life makes it harder 
to legitimately consider, or choose to pursue, other goals that may be equally or 
even more worthy. Is economic stimulus really the best reason we can come up 
with to have public parks, arts, or a retirement system?

For universities in particular, the effects of economic rationalization extend 
well beyond the research laboratory. Even academic science has trouble living 
up to its promises to create jobs, launch industries, and revitalize economies. 
The humanities, too, can try to sell themselves in terms of the economic value 
they create by teaching students to think critically, to write, to be creative. But is 
this enough? As former Harvard president—and early proponent of academia’s 
move toward the market—Derek Bok said in the New York Times in 2009, 
“There’s a lot more to a liberal education than improving the economy. I think 
that is one of the worst mistakes that policy makers often make—not being able 
to see beyond that.”43

However true Bok’s observation may be, though, it is not clear that there is 
much space left in American political life for seeing beyond that. Nearly 150 
years ago, the Morrill Act established the land-grant colleges in the United 
States. These were intended to “teach such branches of learning as are related to 
agriculture and the mechanic arts . . . in order to promote the liberal and prac-
tical education of the industrial classes in the several pursuits and professions 
in life.”44 The mission of the land-grant universities is a practical mission. It is 
a mission that embraces science and technology. And it is a mission with a dis-
tinctly American flavor. But while such a mission may have economic effects, 
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it is not, on its face, an economic mission. And it is one that is hard to imagine 
the nation proposing today.

Ultimately, then, I find myself ending this book on an ambivalent note. The 
average human being today has much greater material well-being than—not to 
mention double the life span of—her historical counterpart, in no small part 
because of massive increases in economic productivity. Technological innova-
tion and economic growth really do have the potential to improve people’s lives 
in truly meaningful ways. But while the dynamics of economic rationalization 
are powerful, they are also constraining. As we come to understand activities 
as economic inputs, we lose some of our ability to treat them as having other, 
noneconomic values—to choose different substantive rationalities. Perhaps it 
has come to seem like a luxury to pursue activities like science or, still more, 
the humanities on grounds other than the economic. But if we choose to accept 
that belief as reality, we should be aware that we are losing as well as gaining 
something, adding bars to the iron cage as we try to provide ourselves with bet-
ter material circumstances.

This inevitable tension is what makes economic rationalization poignant as 
well as powerful. Neoliberalism, in the sense of idealizing free markets, may 
come and go. In the wake of financial crisis, even some diehard proponents of 
the power of markets have reevaluated their stance toward laissez-faire capi-
talism.45 Economic rationalization, however, shows no signs of weakening; if 
anything, our ability to make policy decisions on grounds other than economic 
ones seems to be increasingly constrained. And as this process gains momen-
tum, it becomes easy to forget the real reason to value increasing productivity 
and an expanding economy: because they improve human well-being, not for 
their own sake. We should, however, resist this myopia. Because if we lose sight 
of the ultimate, human purpose of economic growth, we risk becoming ser-
vants of the economy, rather than allowing the economy to serve us.
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Chapter 3 
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Chapter 8 
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1.  The six were Congress’s decision not to regulate rDNA research, the passage of 
the Bayh-Dole Act, the establishment of CAFC, the creation of the I/UCRC program, 
state funding for UIRCs, and expansion of NSF support for UIRCs in the 1980s.
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(1966). The ARPA-funded Materials Research Centers, which helped hold the young 
field together, did experience some uncertainty during the Mansfield Amendment era. 
But their transfer to NSF beginning in 1972 meant that they did not suffer from the 
sharp cuts that some other research areas did. While Bensaude-Vincent notes that 
Materials Research Center faculty numbers decreased significantly during the 1970s, 
Schwartz makes clear that NSF was shifting some of its materials science funding from 
the large centers to smaller research groups, and that materials science as a field was 
not suffering from cutbacks.

5.  Data available from NSF’s Industrial Research & Development Information Sys-
tem (IRIS) database at http://www.nsf.gov/statistics/iris/ (last accessed 21 April 2011).

6.  National Commission on Research (1980), Stauffer (1980).
7.  U.S. Senate (1979c:47–111).
8.  NSF (1976:3, 10, attachment A-3).
9.  See, e.g., Wiesendanger (2000).
10.  NSB (1983b).
11.  As Stanford president Donald Kennedy noted at the time, “Sudden increases in 
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ship. Hargrave and Van de Ven (2006), Lounsbury, Ventresca, and Hirsch (2003), Rao, 
Monin, and Durand (2003), Swaminathan and Wade (2001) all take a social movements 
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17.  See, e.g., Lounsbury and Crumley (2007:993), Powell and Colyvas (2008), 
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19.  See Friedland (2009), Lounsbury (2008), Lounsbury and Crumley (2007), Miet-
tinen, Samra-Fredericks, and Yanow (2009), Purdy and Gray (2009), for example.

20.  Maguire, Hardy, and Lawrence (2004), Reay, Golden-Biddle, and Germann 
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21.  Friedland and Alford (1991:232).
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(2005) conceptualization of “linked ecologies,” although avatars and hinges do not play 
a key role in this story.

24.  See Burt (1992), Granovetter (1985), Uzzi (1997), for example, on the embed-
dedness of markets in social networks, and Block and Evans (2005), Fligstein (2001a), 
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26.  See, for example, Etzkowitz (2002), Geiger (1986:95–101), Newfield (2003).
27.  U.S. Senate (1983:80).
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32.  Rhetoric about academic science as an economic engine seems, if anything, to be 
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for regional economic development have been asked repeatedly. See, e.g., Feller, Ailes, 
and Roessner (2002), Florida and Cohen (1999), Mowery and Sampat (2006:226). Ir-
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33.  See, e.g., Ebeling (2008), Selin (2007). Berger (2007) debunks the claim—first 
set forth by NSF in 2001—that nanotechnology will be a $1 trillion market by 2015.

34.  Pisano (2006:114–115), surveying all publicly held biotech companies in ex-
istence between 1975 and 2004, claims that the biotech sector has had a profitability 
level of close to zero (where profitability is measured as net operating income before 
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losses throughout its history.”

35.  Harvey (2005:2). Campbell and Pedersen (2001:1) define it as “market deregu-
lation, state decentralization, and reduced state intervention into economic affairs,” and 
call it “a political project,” integral to which has been “a shift away from Keynesian 
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of the “Washington Consensus” are also commonly associated with neoliberalism (see 
Williamson 2004). Vogel (1998) was among the first to emphasize the positive role of 
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37.  See Prasad (2006:15–22), who herself emphasizes the structure of political insti-
tutions in causing neoliberal policies, for a review of the major perspectives.

38.  For example, see Canaan and Shumar (2008), Feller (2008), Giroux (2002), 
Lave, Mirowski, and Randalls (2010), Moore et al. (2010), Slaughter and Rhoades 
(2004).
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40.  Smith (2007).
41.  Weber (1978 [1922], 2002 [1904–1905]). See Brubaker (1984) on Weber’s use 

of the concepts of rationality and rationalization.
42.  This is a complete list based on a search of “economic engine” conducted on 

30 December 2010. I omitted instances where the site was not referring to something 
specific acting as an economic engine.

43.  Cohen (2009).
44.  Morrill Act of 1862, 7 U.S.C. § 304.
45.  Most prominently, perhaps, legal scholar and judge Richard Posner (2009).
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