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CHAPTER 1
INTRODUCTION TO
APACHE SPARK

	Theory

	This chapter provides a comprehensive introduction to Apache Spark, which is the center of focus throughout this book. Moreover, in the upcoming chapters, we will describe the Scala programming language to interact with Spark. But before we begin with Spark, let’s have a brief introduction of Hadoop and compare it with Spark.

	An Overview of Big Data

	Quick Introduction to Hadoop

	Apache Hadoop is an open source distributed framework that allows the storage and processing of large datasets (also known as the Big Data) across the clusters of commodity machines.  Hadoop overcomes the traditional limitations of storage and computation of data by distributing the data over a cluster of commodity machines making it scalable and cost-effective.

	The basic idea of Hadoop originated when Google released a white paper about Google File System (GFS) - a computing model developed by Google which was designed to provide an efficient and reliable access to data using large clusters of commodity hardware. Subsequently, this model was adopted by Doug Cutting and Mike Cafarella for their search engine called “Nutch”. Hadoop was then developed to support task and data distribution for the Nutch search engine project by Doug Cutting and Mike Cafarella. Well, what does the name Hadoop mean? There is no significance for this name and it is not an acronym either. Actually, Hadoop is the name that Doug Cutting’s son had given to his yellow stuffed elephant. Doug found this name is very unique, easy to remember and sometimes funny. Nonetheless, not only does Hadoop have such an interesting name with no significance, but its sub-projects also tend to have such names which are based on the names of animals like Pig and for similar reasons. Overall, these names are unique, not used anywhere else and are easy to remember.

	Why Hadoop?

	Companies today are realizing that there is a lot of information in the unstructured documents spread across the network. Basically, a lot of data is available in the form of spreadsheets, text files, e-mails, logs, PDFs, and other data formats that contain valuable information which can help discover new trends, designing new products, improving the existing products, knowing customers better and what not. Due to the emergence of many advanced technologies relying on the Big Data, many research studies have reported that the data explosion is increasing at an alarming rate beyond limits like never before and there are no signs of slowing down, at least in the near future. To deal with such data, we need a reliable and low cost tool to meaningfully process it. Therefore, Hadoop has been developed as a tool, which helps us to reliably process the Big Data, which is present in a variety of formats, in a very less time in a flexible and cost effective way.

	Let us see why Hadoop is so popular and what it has in store for us.

	
	● Scalable: Hadoop is scalable, meaning; we can just start from a single node server and eventually increase more nodes as we need more storage and computing power.

	● Fault-Tolerant: Hadoop helps prevent loss of data. All the data stored in the Hadoop Distributed File System (HDFS) is broken into blocks and stored with a default replication factor of 3. While processing this data, if a certain node goes off, the process does not stop but continues, as the data still exists in other nodes due to replication.

	● Flexible: Hadoop does not require schema. Furthermore, it can process unstructured, semi-structured and structured data from any kind of source or even from multiple sources.

	● Cost effective: Hadoop does not require expensive high-end computing hardware. It can efficiently work with a cluster of commodity machines by the process of parallel computing.



	 

	Quick Introduction to Hadoop Distributed File System

	Hadoop Distributed File System (HDFS) is a file system which extends over a cluster of commodity machines rather than a single high-end machine (e.g., a supercomputer). HDFS is a distributed large scale storage component and is highly scalable. Moreover, HDFS can accept node failures without any loss of data, and it is widely known for its reliability. Let us now check out why HDFS stands out of the crowd when it comes to the distributed file systems. 

	 

	
		
				Reliable Data Storage

				HDFS is very much reliable when it comes to data storage. The data stored in HDFS is replicated by a default replication factor of 3. It means that, even if a machine fails, the data is still available in two other machines. 

		

		
				Cost Effective

				HDFS can be deployed on any custom-made clusters of commodity hardware and can save us a lot of bucks. Therefore, HDFS does not require any high-end or expensive hardware to function.

		

		
				Big Datasets

				HDFS is capable of storing Petabytes of data over a cluster of machines where the size of a single file can range from Gigabytes to Terabytes. HDFS is not designed to store a huge number of small-sized files as the file system metadata is stored in the memory of NameNode.

		

		
				Streaming Data Access

				HDFS provides streaming access to data. It is best suited for batch processing of data and not suitable for interactive processing. Moreover, it is not designed for the applications which require low-latency access to data, such as OnLine Transaction Processing (OLTP).

		

		
				Simple Coherency Model

				HDFS is designed to write once and read many times access models for files. Appending the content to files at the end is supported, but files cannot be updated at any arbitrary point, and it is also not possible to have multiple writers. In addition, the files can only be written by a single writer.

		

	

	 

	Block Placement in HDFS

	Hadoop is designed in such a way that the first block replica is placed on the same node as the client, but the second replica is placed on a different rack to that of the first replica. Similarly, the third replica is placed on a random node on the same rack as the second replica. If the replication factor is more than 3, any random nodes in the cluster are selected to place the replicas. If a client running outside the cluster stores a file, a random node (which is not busy) is automatically picked to place the first replica. This way, if a node fails, the data is still available on other nodes of the cluster and if a rack fails, again, the data is still intact.

	HDFS Architecture

	HDFS is designed as a Master and Slave architecture, in which the Master node controls and assigns jobs to all its slave nodes. The following terminologies are used to describe the Master and Slave nodes:

	 

	The Master Nodes in HDFS are called:

	
	● NameNode

	● Secondary NameNode



	 

	The Slave Nodes in HDFS are called:

	
	● Data Nodes



	 

	These nodes perform the core serving roles in HDFS architecture. Let us now look in detail at the roles of each Node to better comprehend them.

	
		
				NameNode

				NameNode is a HDFS daemon which controls all the Data Nodes and handles all the File System operations such as creating a directory, creating a file or reading and writing a file. Moreover, it is also responsible for managing the File System namespace image. It holds the image in memory, representing how the File System looks like. It also maintains the meta data for all the blocks of files in the File System and tracks the replication value, so that it knows the locations of all the blocks stored on Data Nodes within the cluster. But the meta data is not stored on the disk and is recreated every time when it starts. NameNode stores all this information persistently on a local disk in the form of namespace image and edit log. The main limitation of the NameNode is that it is the single point of failure in the Hadoop cluster. Therefore, if the NameNode fails, the entire cluster fails.

		

		
				Data Nodes

				Data Nodes are the slave machines controlled by the NameNode, that actually do all the block operations. Data Nodes store and retrieve blocks when asked by NameNode and periodically inform NameNode with the lists of blocks they store by sending heartbeats. Data Nodes replicate the data physically when they are instructed by the NameNode on where and how to replicate. 

		

		
				Secondary NameNode

				Secondary NameNode, contrary to its name, is not exactly the Secondary NameNode. It is not a high availability solution and does not automatically take over the responsibilities of NameNode upon its failure. Primarily, its main role is to create a checkpoint and take the backup of NameNode periodically. More specifically, it is like a backup solution to the NameNode. The hardware specifications of the secondary NameNode should be similar to that of NameNode. Hence, in case of NameNode’s failure, the secondary NameNode can be manually configured to work as a primary NameNode. Therefore, it can be concluded that it is not a high availability solution.

		

	

	 

	Introduction to MapReduce

	MapReduce is a programming model for processing large volumes of data stored in the distributed file systems, such as HDFS. This model is designed for low level programming and thus programs are written in low level languages such as Java, Python, and Ruby etc. Let us look at the architecture of MapReduce.

	Architecture of MapReduce

	MapReduce, similar to HDFS, is a master-slave architecture but instead of NameNode in HDFS, we have JobTracker and instead of Data Nodes in HDFS, we have Task Trackers in MapReduce model. Unlike NameNode and Data Nodes, the JobTracker and Task Trackers are not physical hardware components but Java programs (called MapReduce daemons) running on their own Jave Virtual MachineS (JVMs) inside the machines.

	 

	The detail description of MapReduce daemons is given as follows:

	 

	
		
				JobTracker

				JobTracker is the MapReduce daemon which serves as a master to the Task Trackers. The role of a JobTracker is to receive job requests from the Hadoop clients and assign work to the task trackers on Data Nodes. It queries the location of data on Data Nodes and tries to assign task trackers on these Data Nodes where the data is present locally, in order to achieve data locality. If any node where the data is present locally, is busy, the JobTracker assigns tasks to another task tracker within the same rack.  Furthermore, if any task tracker fails for some reason, the JobTracker assigns the same task to another task tracker containing data, as the data is replicated across the cluster on multiple nodes.
JobTracker is the single point of failure similar to that of NameNode. If it fails, all the task trackers also fail and there will be no tasks running. Thus, it is wiser to spend more on the machine which runs JobTracker in order to decrease its chances of failure. 

		

		
				Task Trackers

				Task Trackers are slaves to JobTracker, and they perform the actual work. Task Trackers accept tasks from JobTracker and execute these tasks. The Task Trackers regularly send their statuses or progress of the tasks to JobTracker in the form of heartbeats, so that the JobTracker can know that the Task Trackers are performing as they should and they have not failed. In addition, the Task Trackers also send heartbeat messages to JobTracker about the free slots available with them for processing of any future tasks.
The failure of a Task Tracker is not as serious as that of a JobTracker as the JobTracker can always assign the failed task to an alternate Task Tracker.

		

	

	Processing Data with MapReduce

	MapReduce consists of two major phases through which the data is processed. The phases are explained below:

	 

	
	● Map phase

	● Reduce Phase



	 

	Both these phases have key-value pairs as input and output. The data types for the key-value pairs can be chosen by the developer. Moreover, the developer has also to specify a Map function and a Reducer function, which stipulate the necessary logic for processing the data in MapReduce. As their names suggest, the Map function serves as the logic to map tasks; whereas the Reduce function serves as the logic to reduce tasks.

	Let us now look at the data flow and the various stages of data processing MapReduce.

	
	● The input to map a task is in the form of a split. A split is a fixed chunk of data based on the input Format and should not be confused with an HDFS block. For clarity, the blocks belong to HDFS, whereas the splits belong to MapReduce. Block is the smallest size of data stored in HDFS, whereas a split is an input to map task. Generally, the optimal split size is equal to the block size. A single map task can process one input split at a time.



	 

	
	● The Map tasks process the splits using the Map function in parallel and produce an output. The output from the map tasks is not stored in HDFS but on the local disk because the map output is an intermediate result and there is no need to save it on HDFS with replications. The map output is only saved in the local disk until the Reducer has produced the final result. If we have specified no reducers for the job, the map output will be the ultimate result and will be stored in HDFS with replications.



	 

	
	● The output from all the map tasks is merged, sorted, and partitioned. Merging is the process where the data from all the map tasks is merged together. Similarly, sorting is the process where the map tasks output is sorted based on the key. Moreover, partitioning is a process where the data is divided based on keys, so that the values from all the keys should go to one reducer. Partitioning is useful when multiple reducers are utilized. Subsequently, the output of this Map task is fed to the reducer as an input.



	 

	
	● Then the reducer processes the map output using the reducer function and produces the desired result. Unfortunately, the reducers cannot take advantage of data locality and will be fetched across the network. Moreover, the number of reducers is not set automatically unlike mappers, as the number of mappers is automatically set based on the number of splits. The output produced by reducers is the end result and is stored in HDFS with replications.



	 

	Let us consider an example with few words to understand the concept of MapReduce in pictorial representation.

	Consider a file containing search terms for a website with each search term in a separate line as shown below:

	[image: Image]

	Let us assume that each line is an input to different map tasks. Please note that, this assumption is for a better understanding of the concept and in reality each map task processes much more data than this. The input file is broken into splits, so as to feed to the map task. The file is split line by line, as each line corresponds to a search term will be sent to the mappers. The input splits of the file are as shown below:

	[image: Image]

	 

	These input splits are further broken down into individual words and then submitted to the mapper in the form of key-value pairs. In these pairs, the key will be the word and value will be 1, as shown below:

	 

	At this point, all the intermediate data from the map tasks output goes through the shuffle and sort phase. Moreover, all the relevant words are brought together in our example as shown below:

	[image: Image]

	 

	When the intermediate data is processed through the shuffle and sort phase, the reducer starts producing the end result using the logic in the reducer function. After the shuffle and sort phase, the partitioner ensures that the key-value pairs with the same keys go to the same reducer if there are multiple reducer sets.

	[image: Image]

	 

	Subsequently, the reducer aggregates the input and produces the following output:

	 

	[image: Image]

	 

	Then the output from the reducers is concatenated to produce a single file which contains the end result. This end result is as shown below:

	[image: Image]

	In this manner, the end result shows the occurrences (i.e., frequency) of each word in a given file.

	 

	Finally, let us conclude the quick introduction on HDFS by looking at 3Vs of Hadoop, which summarize the overall capabilities of Hadoop.

	 

	3Vs of Hadoop

	Hadoop can be better described with 3Vs, which are explained as follows:

	
	● Volume: Hadoop is designed to process large volumes of data ranging from hundreds of Gigabytes to Petabytes. Currently, there are numerous datasets available in the scales of Petabyte, and Exabyte datasets are not a distant dream. Hadoop excels while processing such large volumes of data rather than small data.

	● Velocity: Hadoop is designed to ingest data at higher speeds from multiple sources. For this purpose, Hadoop utilizes the distributed framework for parallel processing which in turn reduces the time taken to complete a job. Moreover, Hadoop brings computation to data rather than bringing data to computation; a paradigm which can easily reduce the bottlenecks related to network bandwidth.

	● Variety: Hadoop can process data in a variety of forms including structured, semi-structured and unstructured data. Moreover, there are no restrictions on schema. Unlike relational database management systems, Hadoop has the schema on read capability. Therefore, no schema is required while writing to HDFS, and it can only be parsed at the read time.



	The traditional computing models lack these features, but Hadoop excels by providing us with more power to explore our data.

	Now that we have had a quick introduction to Hadoop, let us shift our focus on the main topic of our discussion: i.e., Apache Spark. 

	Introduction to Spark

	What is Spark?

	Apache Spark is an open source, fast and unified parallel large-scale data processing engine. It provides a framework for programming with distributed processing of large datasets at high speed. Moreover, it supports most popular programming languages such as Java, Python, Scala and R etc. Spark is scalable, meaning it can be executed on a single desktop machine (or a laptop) as well as on a cluster of thousands of machines. In addition, it provides a comprehensive set of inbuilt libraries which can be accessed to perform data analysis over a large dataset. However, if our requirement does not get satisfied with the inbuilt libraries, we can also write one or explore countless external libraries from many open-source communities on the Internet.

	Why Spark?

	Why use Spark when we have Hadoop? Well, Spark excels as a unified platform for processing huge data at very high speeds for various data processing requirements (it will be discussed later in this chapter). Furthermore, Spark is an in-memory processing framework, and it is considered as a successor of Apache Hadoop. Let us briefly discuss the advantages of Spark over Hadoop.

	 

	With the Hadoop ecosystem, we had a variety of frameworks for various data processing requirements. As a developer, we would use the MapReduce framework to analyze our data using any of the languages such as Java, C++, and Python etc., but a data warehouse engineer (an SQL expert), has to learn any of the aforementioned programming languages. To overcome this problem, a new framework which runs on the top of Hadoop called “Hive” had been introduced. But this also posed a problem for the ETL processing and therefore, “Pig” was introduced. Similarly, many other tools like “Giraph” and “Mahout” were introduced for graphs processing and Machine Learning, respectively. Another limitation of Hadoop is that it is only used for the batch processing and there was no way to process data in real-time. Therefore, a new framework called “Storm” was integrated with Hadoop to work with the real-time streaming data. Summarily, with so many different customized frameworks, the organizations found it extremely tough to maintain all the frameworks and track issues pertaining to them. Fortunately, all this would change with the advent of Apache Spark. As mentioned above, Spark is a unified platform which provides all these frameworks as one package with only four major components. 

	 

	Now, what actually does the in-memory processing mean? Aren’t all the applications processed in memory only? Well, yes all the applications are processed in-memory and written back to disk when processing is finished, but Spark can process data in-memory and also retain the data within the memory or write to disk. Let us understand this with a figure by comparing Spark with MapReduce.

	 

	[image: Image]

	 

	1(a) Data Processing with MapReduce

	 

	In MapReduce, the data present in HDFS or any other Distributed file system is read by a MapReduce application and is processed in memory and then written back to disk after the job is complete. If the processed data required for any further processing, it has to be read again from the disk by a MapReduce application, followed by processing in memory and then it is written back to disk. This process continues as per the requirement, as observed in Figure 1(a). The processes of reading and writing data from and to the disk increase the IO latency, and therefore the overall job duration is increased. This situation has been optimized in Spark as observed in Figure 1(b).

	 

	[image: Image]

	1(b) Data Processing with Spark

	 

	In Spark, the data is read from the disk, processed in-memory, but instead of spilling it back to disk, Spark can retain the data within the memory for further processing. Therefore, if the processed data is again required for any further processing, it is already present in the memory and the Spark application processes the data eliminating the IO latency; and therefore the overall time to process the job is significantly reduced. With this model, the processing speed has been increased up to 100 times faster as compared to MapReduce. The processed data from a Spark application can either be retained in memory or can be stored on the disk as per the requirement as shown in Figure 1(b).

	 

	The above-mentioned reasons, such as a unified platform for various data processing requirements and High Speed In-Memory processing, have gained worldwide popularity throughout the industry with almost all the major organizations switching to Spark for their data processing requirements.

	 

	Components of Spark

	Now that we understand why Spark is being used, let us dive in more and learn of the components of Spark. Let us look at each of the major Spark’s components individually and comprehend them in detail. The following Figure 1(c) depicts the components of Spark. 

	 

	[image: Image]

	 

	1(c) Components of Spark

	 

	Let us look at a brief explanation regarding these components, so that we can better understand the Spark components.

	
		
				Spark Core

				Spark Core, as the name suggests, is the core component of Spark which has all the basic functionalities for processing large datasets. Some of these functionalities include managing memory, scheduling jobs, fault tolerance, using in-memory computation, referring datasets stored in storage systems etc. In addition, the Spark Core also includes a programming abstraction (i.e., API) called Resilient Distributed Datasets (also known as RDDs), which are responsible for partitioning data across nodes on a cluster. With the help of these RDDs, the data can be transformed, collected and reduced together. These RDD APIs can be referred to by using any of the programming languages such as Scala, Python, Java and R as depicted in Figure 1(c). We shall learn more about RDDs in the upcoming chapters. 

		

		
				Spark SQL
 
 
 
 

				The Spark SQL component provides the developer with an SQL-like interface to work with huge structured data distributed over a cluster of nodes. The Spark SQL works well with structured and semi structured data. It can also work with various data sources, such as Apache Hive tables, Avro, JDBC, ORC, JSON and Parquet file formats. Moreover, Spark SQL also allows the developers to integrate the RDD APIs along with Spark SQL code in a single application. We shall learn more about Spark SQL in the upcoming chapters.

		

		
				Spark Streaming

				The Spark Streaming component deals with the processing of real time data, also known as the streaming data. The streaming data can be from a fleet of web servers, sensors, IOT devices or any other sources which have the ability to generate data. This enables Spark to ingest data as it is generated in real-time applications and perform data manipulation on that data. There are three major phases of Spark Streaming: They are called Gathering, Processing and Data Storage. In addition, Spark Streaming is also fault tolerant and scalable. This book does not cover Spark Streaming.

		

		
				Spark MLlib

				Spark MLlib (short for Machine Learning libraries) provides a platform for creating Machine Learning models for huge datasets. It contains various well-known Machine Learning algorithms, such as Regression, Clustering, Classification and Collaborative Filtering etc. Moreover, MLlib also contains lower level primitives such as generic gradient descent optimization algorithms. It also uses a linear algebra package called Breeze for numerical computing. This book does not cover Spark MLlib.

		

		
				GraphX

				GraphX deals with the processing of Graphs in a very efficient and distributed manner. GraphX extends the RDD APIs allowing a developer to create a directed multigraph with properties attached to each vertex and edge. This book does not cover GraphX.

		

		
				Cluster Managers

				Spark is all about processing massive volumes of datasets by distributing them over a number of nodes and scaling the cluster as required. To efficiently perform this sort of tasks, a cluster manager is required; and Spark has its own cluster manager called Standalone Scheduler. Moreover, Spark can also be deployed using Hadoop YARN, Apache Mesos or Kubernetes as cluster managers to schedule jobs and manage the resources of the cluster. We shall look into more about cluster managers in the upcoming chapters.

		

	

	Spark Data Storage

	Apache Spark supports major file systems such as HDFS, Amazon S3, Azure Blob etc. Moreover, it also supports the local file system for storing the data. However, using a distributed file system (such as HDFS) can leverage the power of Spark by distributing the datasets throughout the cluster.  Furthermore, Spark is also capable of dealing with various file formats, such as text, ORC, parquet etc. which we shall be covering in detail in the upcoming chapters.

	Various Spark Versions

	Apache Spark is an open source Apache Software Foundation Project which follows semantic versioning guidelines with a few deviations. All the Spark releases are versioned as [MAJOR].[FEATURE].[MAINTENANCE]: For instance, Apache Spark 1.2.1 means Spark has a Major version of 1 with Feature version as 2 and Maintenance version as 3. Please check the link in the references section to learn more about versioning in Spark.

	Although the major versions of Spark are considered as Apache Spark 1.0 and Apache Spark 2.0, however, we shall be using Apache Spark 2.4.1 throughout the book as this is the latest version at the time of writing this book.

	
LAB EXERCISE

	 

	"There are no activities required for this lab."

	 

	
SUMMARY

	Apache Spark is an open source, fast and unified parallel large-scale data processing engine. It provides a single (unified) platform for various data processing tasks such as Big Data analytics, Streaming, Machine Learning (ML) and Graph processing. It has been reported that Spark is up to 100 times faster than MapReduce due to its In-Memory processing system and lazy execution of tasks.

	Apache Spark has its own in-built cluster manager known as “Standalone Scheduler”, but it can also be deployed on various other popular managers, such as “Hadoop YARN”, “Apache Mesos” or “Kubernetes”.
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CHAPTER 2:
PROGRAMMING
WITH SCALA

	Theory

	Before we dig deeper into Spark, let us take a detour and look into the programming language called Scala, which we shall be using to write all our Spark code. This chapter covers most of the Scala basics to get started with Spark programmatically, which include the basics of Scala syntax, calling functions in Scala, using few data structures etc. It should be noted that Scala is the most popular language used to write Spark code, although Spark also supports many other programming languages such as Java, R, and Python etc.

	 

	What is Scala?

	Scala is short for Scalable Language. It is called a scalable language due to its scalability as per the user requirement. Scala is a functional as well as Object-Oriented Open Source Programming language which runs on top of a Java Virtual Machine (JVM). Scala is, as mentioned above, the most preferred programming language for Spark, as Spark itself was built with Scala. It runs on top of the JVM; therefore, we can access Java libraries within the Scala code and utilize the functionalities of Java without being limited by Scala itself.

	The compiler for the Scala code is called scalac, which compiles the Scala code to a byte code which can be understood by a JVM to process the code. This process is similar to how Java compiles its Java code by using the javac compiler to a byte code to process it on a JVM.  

	Why Scala?

	Let us now briefly look at the advantages of Scala and know why it is the best fit with Spark.

	
		
				Functional

				Scala is a functional programming language. Every function in Scala is a value. The functions in the functional programming are implemented in such a way that there are no side effects. It means that the functions only perform what they are supposed to do. They take arguments, process the logic and return results. Scala supports higher order functions which takes a function within a function. The syntax for functions in Scala is lightweight, and it supports anonymous functions, function currying and nesting of functions. Moreover, Scala has in-built support for pattern matching model, as algebraic types are used in various functional programming languages. Scala’s case classes have classes which can be instantiated, so that they can automatically generate several methods. Scala also provides Singleton objects, which represent a class that has only one instance, to the group functions that are not the members of a class.

		

		
				Object-Oriented

				Scala is also a pure object-oriented programming language where every value is an object and every operation is a method call. An object in Scala is an instance of a class. Type and behavior of the object are described by classes and Traits. Traits are similar to that of interfaces in Java. However, traits can also have method implementations as well as fields.

		

		
				Immutability

				Variables in Scala can be declared as immutable using the ‘val’ keyword. It means that once a variable is declared, it cannot be modified. Moreover, the collections in Scala are immutable by default, unlike Java, which are mutable by default.

		

		
				Type Inference

				Scala is smart enough to infer the data type. It means that we need not explicitly declare the data type of a variable while declaring or returning it in a function. Scala can determine the data type of the return type of a function based on the last expression within the function.

		

		
				Pattern Matching

				Pattern matching is a core feature of Scala. It is a process of checking for a specific pattern or a value in a given sequence of data. It is similar to that of Switch in C and Java. In Scala, pattern matching is achieved by using the match method in a root class, and then a number of cases as an argument using the case keyword to perform a pattern match.

		

		
				Interoperability

				Scala supports interoperability with Java, as we can embed the Java code within the Scala code and run its code without any issues. Scala code is compiled to a bytecode to execute it on a Java Virtual Machine (JVM).

		

	

	Data Types in Scala

	Like any other programming language, Scala also has data types, and they are very similar to that of Java. The following are the data types in Scala:

	
		
				Data Type

				Size

		

		
				Int

				4 Bytes (32 bits)

		

		
				Long

				8 Bytes

		

		
				Float

				4 Bytes

		

		
				Double

				8 Bytes

		

		
				Char

				1 bit

		

		
				Boolean

				1 bit

		

		
				String

				Dynamic

		

		
				Unit (Similar to void in Java)

				--

		

	

	Functions in Scala

	Scala is a functional programming language, and therefore, functions play a crucial role. The syntax to define a function is as follows:

	 

	def function_name(parameters: type): return_type = {

	 

	// expressions

	 

	}

	 

	
	⮚ The function in Scala is declared by using the def keyword.



	 

	
	⮚ Next, the name of the function should be specified in the lower camel case.



	 

	
	⮚ Following the name of the function are the parameters or arguments and their type for the function separated by a colon. The parameters and their types should be enclosed in the parentheses. There can be multiple parameters and each of them should be separated by a comma.



	 

	
	⮚ The return type of the function can be specified after identifying the parameters. However, the return type is optional to specify, as Scala can infer the return type by looking at the last line of expression in the function body. If the function does not return anything, the keyword unit is used as the return type. This is similar to that of void in Java.



	 

	
	⮚ Finally, the return type is followed by an ‘equals’ operator and subsequently, the body of the function is defined, enclosed in the curly braces.



	 

	We shall look at the functions in the lab exercises.

	Collections in Scala

	Collections represent a group of variable numbers of heterogeneous data items or elements stored as a single object of a similar type. They can be manipulated according to the requirement. All the operations that we usually perform on data, such as searching, sorting, insertion, manipulations, and deletion, etc. can be performed by collection.

	 

	There are two types of collections in Scala, which are described as follows:

	 

	
	● Immutable collections

	● Mutable collections



	 

	As the name suggests, the Immutable collections in Scala cannot be changed or modified once they are created, while the mutable collections can be modified after they are created.

	 

	Let us now look at a brief description of the most common collections.

	 

	
		
				List

				List is the collection of elements with similar data types represented by a linked list data structure. A List can also contain duplicate elements. Each element in the list can be accessed based on its position (index) starting from 0.

		

		
				Set

				Set is the collection of elements with similar data types but it does not contain any duplicate elements. Order of the elements inserted in a set is not maintained and therefore accessing the elements in a set based on their position (index) is not possible. Hashing techniques are used internally to store the values in the set collection.

		

		
				Map

				Map is a collection of key-value pairs, where keys are unique and their values can be retrieved based on the referenced keys. The values can also be accessed by the index of the key.

		

		
				Array

				Array is a collection of similar types of elements. An array in Scala is similar to that of Java. It is a mutable collection in Scala and its index starts with 0. Furthermore, Scala also supports multidimensional arrays.

		

		
				Vector

				A Vector is an improvised version of a List, which addresses the inefficiency in the random access on lists. Hence, vector shines where a list does not. A vector collection can have duplicates and the order of insertion of the elements is maintained.

		

		
				Tuples

				Tuple is a collection of items which can contain various types of elements. Unlike the other collections, tuples’ index starts with 1. Tuples are immutable and cannot be modified once they are set. They are frequently used in Spark.

		

	

	 

	Coding Scala

	The Scala code can be written and executed in two ways, which are described as follows:

	
	● Scala Shell (REPL)

	● Scala IDE



	 

	Scala Shell is probably the easiest way to getting started with writing the Scala code. A Scala Shell is an interactive prompt utilized to write Scala expressions and programs. Moreover, the Scala Shell is sometimes also referred to as REPL which is short form for the read–eval–print loop.

	Another way to write Scala code efficiently is to use a Scala plugin with any of the popular Integrated Development Environments (IDEs) such as IntelliJ, Eclipse, and NetBeans etc. In this book, we shall be using the IntelliJ IDE in all the upcoming chapters.

	Conclusion

	This concludes the theory part of Programming with Scala. Let us now proceed to the Scala labs to get our hands dirty and start programming with Scala.

	Please note that this chapter has not been designed to make us a Scala expert. This is only designed as an introduction to Scala by covering the basic topics and to get us started with Apache Spark. Please refer to the References section to learn more about Scala. 

	
	 

	
AIM

	The aim of the following lab exercises is to install Scala and perform various exercises by writing Scala code in order to get our hands on Scala.

	The labs for this chapter include the following exercises:

	
	● Downloading and Installing JDK

	● Downloading and Installing Scala

	● Getting started with Scala basics

	● Learning the Loops concept

	● Getting familiar with Functions

	● Getting Familiar with Collections



	 

	Moreov,er we need the following packages to perform the lab exercise: 

	
	● Java Development Kit (JDK)

	● Scala



	 

	
LAB EXERCISE 1: PROGRAMMING WITH SCALA

	
		Download and install JDK

		Download and install Scala

		Scala Basics

		Loops

		Functions

		Collections



	 

	Task 1: Download and Install JDK

	Step 1: From the terminal, run the following commands to install the Java Development Kit (JDK).

	 

	$ sudo apt-get update

	 

	This will update the package index. We might be asked to enter our password after we run this command. 

	 

	Step 2: After we run the above command, we run the following command to actually download and install JDK.

	 

	$ sudo apt-get install default-jdk

	 

	[image: Image]

	 

	 

	The prompt asks to hit ‘Y’ after running the above command as shown in the screenshot. Hit ‘Y’ from your keyboard to continue with the installation process and finally hit the Enter key. This will download and install JDK on your machine.

	 

	[image: Image]

	 

	The installation process may take some time depending on your internet connection and PC specifications. Please allow it to download and install completely. You should see the following message, after the installation is complete.

	 

	[image: Image]

	 

	Step 3: Execute the following command to check if Java has been installed successfully. The terminal should show the Java version as depicted in the screenshot.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	$ java –version

	 

	[image: Image]

	 

	Task 1 is complete!

	 

	Task 2: Download and Install Scala

	Now that we have successfully installed Java, we are ready to install Scala and start writing some Scala code.

	 

	Step 1: Run the following command from the terminal to install Scala:

	 

	$ sudo apt-get install scala

	 

	[image: Image]

	 

	The command prompt will ask you to hit ‘Y’ after running the above command, as depicted in the screenshot. Hit ‘Y’ from your keyboard to continue with the installation and finally hit the Enter key.

	 

	Step 2: Verify your Scala installation version by running the following command.

	 

	$ scala -version

	 

	[image: Image]

	 

	Step 3: After the installation is completed successfully, type scala in your terminal, and a Scala prompt will appear.

	 

	$ scala

	 

	[image: Image]

	 

	This process completes the Scala installation. The scala prompt is the interactive shell where you can write and excecute the Scala code. This interactive shell is also known as REPL.

	 

	Step 4: We can now start writing the Scala code. Let us start by printing the classic “Hello world!” from the shell. To do this, simply type the following code and hit enter on your keyboard.

	 

	scala> println(“Hello World!”)

	 

	[image: Image]

	 

	 

	As we can see from the screenshot, the output appears below immediately as soon as we hit the Enter button.

	 

	Step 5: To quit the Scala REPL, we can use the following command:

	 

	scala> :q

	 

	[image: Image]

	 

	We are now back to the terminal prompt.

	 

	Task 2 is complete!

	Task 3: Scala Basics

	Let us now familiarize ourselves with Scala and start writing some basic Scala code in order to get acquainted with the Scala syntax and basic programming constructs.

	 

	Step 1: Fire up your terminal and go into the Scala console by entering scala and hitting the Enter button. Once you see the Scala prompt, enter the following piece of code and hit the Enter Button.

	 

	scala> val name: String = “Learning Voyage”

	 

	 

	[image: Image]

	 

	The above line of code is utilized to declare an immutable variable named name of type String which has a value of Learning Voyage. The keyword val is used to declare an immutable variable. When val is utilized, the created variable can no longer be changed or modified. Generally, Scala encourages the immutability whenever possible. This can help us track our code easily and the values do not get modified accidentally while referring them programmatically. Unlike other languages, the name of the variable is declared first and then the data type is declared separated by a colon (:) in Scala. 

	 

	We can now use the variable name and use it inside the println function as depicted in the figure below. This will print the value (String) associated with the variable (which is Learning Voyage in this case) to the console.

	 

	scala> println(name)

	 

	[image: Image]

	 

	We can check if the declared variable is immutable by trying to append a new String to the name variable which we created previously as shown below.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	scala> name = name + “ Inc”

	 

	[image: Image]

	 

	As we can see from the screenshot above, it throws an error saying reassignment to val, which implies that we cannot reassign or modify an immutable variable.

	 

	Step 2: There might be scenarios where we would want to modify a variable. For that we can create a variable using var keyword instead of the val keyword as shown below.

	 

	scala> var newName: String = “Learning”

	 

	scala> newName = newName + “ Voyage”

	 

	scala> println(newName)

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	As we can see in the screenshot, we have concatenated a new string to the same variable and printed out the new string to the console using mutability. But it should only be used when there is an absolute requirement in a certain application.

	 

	Step 3: We can also apply a workaround to use the transformations on immutable objects to create new immutable objects and achieve the same result as we normally get by using the mutable objects. 

	 

	scala> val name: String = “Learning”

	 

	scala> val newName: String = name + “ Voyage”

	 

	scala> println(newName)

	 

	[image: Image]

	 

	As we can see from the screenshot above, we have applied the transformations on the immutable objects and achieved the same result as using the mutable objects.

	 

	Step 4: Let us now look into more data types as discussed in the Data Types in Scala section and observe how they can be created.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	scala> val num: Int = 255

	 

	The above piece of code creates an immutable variable num of the type Integer with a value of 255. Similarly, we can create an immutable variable of all the other data types as shown below.

	 

	scala> val longNum: Long = 89416414

	 

	scala> val decimal: Double = 85.5545

	 

	scala> val decimalf: Float = 54.24f

	 

	scala> val letter: Char = ‘f’

	 

	Please note that there are only single quotes for the Char type, whereas there are double quotes for the String type.

	 

	scala> val lieDetector: Boolean = true

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	 

	Please note that the data type name in Scala starts with an upper case letter unlike the other programming languages. However, we do not even have to specify the data type. Scala is smart enough to infer the type based on the value. We need not explicitly specify the data type while declaring a variable as shown below.

	 

	scala> val num = 256

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	As we can see from the screenshot above, Scala has automatically inferred the type of the variable as Int.

	 

	We can also do this for a String or any other data type as shown below.

	 

	scala> val name = “Learning Voyage”

	 

	scala> val decimal = 25.3545

	 

	[image: Image]

	 

	Step 5: Let us now look at the various ways of printing to the console. Using all the variables we had created in the previous step, let us concatenate them all in one string using the ‘+’ symbol as shown below.

	 

	scala> println(“Printing to console using concatenation: ” + name + num + longNum + decimal + decimalf + letter + lieDetector)

	 

	[image: Image]

	 

	This concatenation works but the output is not formatted correctly, because we have not used spaces to separate the variables. We can add a white space as a string after each variable, but it will become a lengthy process if we have too many variables. 

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	Therefore, in order to overcome this issue, we can substitute the variables within a string using an $ prefix in the print statement before the double quotes as shown below. Each variable has a $ prefix.

	 

	scala> println(s“Printing to console using variable substitution: $name $num $longNum $decimal $decimalf $letter $lieDetector”)

	 

	[image: Image]

	 

	Not only can we substitute the variables, but we can also replace expressions within the print statements enclosed in the curly braces.

	 

	scala> println(s“Four divided by two is ${4/2}”)

	 

	[image: Image]

	 

	The Scala language also supports the printf statements similar to that of Java. All we have to do is to use an f prefix in the printf statement. An example of this process is given below:

	 

	scala> printf(f“Printing the value of a double with 2 decimal places $decimal%.2f”)

	 

	[image: Image]

	 

	Task 3 is complete!

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	Task 4: Loops

	Loops are an essential part of any programming language and it is no different with Scala. Let us now look at the loops concept and write some code to familiarize ourselves with loops:

	 

	Step 1: Let us start the loops concept with the if loop. Fire up the Scala console if you have not done already, and type in the following code.

	 

	scala> val numOfKids = 3

	 

	scala> if (numOfKids > 2) println (“They are Phoebe Buffay’s kids.”) else println (“Parent unknown!”)

	 

	[image: Image]

	 

	As we can see from the screenshot, the console only prints out the statement which is true based on the condition.

	 

	We can also write the if loop in the REPL in multiple lines using the paste mode as shown below. From the Scala prompt, enter the following command and hit the Enter button.

	 

	scala> :paste

	 

	This takes us to the paste mode with a prompt to enter our code as shown in the screenshot.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	We can now enter Scala code in multiple lines. Once we are done with our code, let us press Ctrl + D to come out of the paste mode and execute the code.

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	val numOfKids = 3

	if (numOfKids > 2) {

	println(“They are Phoebe Buffay’s kids.”)

	} else {

	println(“Parent unknown!”)

	}

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	The code is executed as soon as we have exited from the paste mode and the result is displayed as depicted in the screenshot above.

	 

	Step 2: Let us now look at the ‘for’ loops. Enter into the paste mode and execute the following code:

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	for (i <- 1 to 5) {

	val sum = i + i

	println(sum)

	}

	 

	The syntax for the ‘for’ loop is a bit unusual. We start the ‘for’ loop with the for keyword and assign a range of 1 to 5 both inclusive to the variable i. The <- symbol is the range operator in Scala. Basically, it means that the range of values between 1 and 5 are being assigned to the variable i  as a list of 1, 2, 3, 4, 5 and the loop is iterated through these values. Next, we declare a variable called sum and add each value 1 through 5 with itself. Finally, we print the sum of values by using the print line statement. The result is displayed with each value in a new line as shown in the screenshot below.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	If we do not want the last iteration to be included, we can use the keyword until instead of to. For example,

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	for ( i <- 1 until 5) {

	val sum = i + i

	println(sum)

	}

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	We can also use an ‘if’ statement within the ‘for’ loop as shown below.

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	val friends = List(“Chandler”, “Monica”, “Rachel”, “Ross”, “Joey”, “Phoebe”)

	for(friend <- friends if friend == “Chandler”){

	println(s“The king of sarcasm is $friend”)

	}

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	In this example, we are looping through a list of collections called friends, with an if condition. We filter out all the items except for one element and substitute the variable in the print statement. Please note that we are using the double equals operators to compare the two strings.

	 

	Step 3: Let us now look at while and do while loops. The while construct is similar to that of any other programming language. However, in functional programming, the use of while loops is usually discouraged. 

	 

	Enter into the paste mode and execute the following code.

	 

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	var friends = 0

	 

	val names = List(“Chandler”, “Monica”, “Rachel”, “Phoebe”, “Ross”, “Joey”)

	 

	println(“The names of friends are:”)

	 

	while (friends < 6){

	 

	println(s“${names(friends)}”)

	 

	friends += 1

	 

	}

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	In the code above, we have first declared an Integer variable with a value of 6 and then a list of names of type String. Next, we print out a header, so that the output makes sense and then write the While loop. The loop starts with a keyword while, and then the condition inside the parentheses. The condition we set here is to continue the loop until the value of friends is less than 6. Subsequently, we use the String interpolation to substitute the variables within the print statement. Please note that we have utilized the curly braces, as we have substituted a variable named friends as a value to the variable names, so that every time the loop runs, we are accessing each element of the list by its index starting from 0. Finally, we increment the variable friends with 1.

	 

	The while loop runs every time the condition is satisfied and only comes out of the loop if the condition is false.

	 

	Now, enter into the paste mode again, and execute the following code to perform a do while loop.

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	var i = 0

	 

	do{

	 

	i += 1

	 

	println(i)

	 

	} while (i < 5)

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	The difference between while and do while loops is that any expression within the do clause runs at least once, irrespective of the condition in the while clause.

	 

	Step 4: Let us now look at the pattern matching, which is a core feature in Scala. Pattern matching is similar to that of switch statement in other languages.

	 

	Enter into the paste mode, and execute the following code:

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	val job = “Transponster”

	 

	job match {

	case “Masseuse” => println(“That’s Phoebe”)

	case “Chef” => println(“That’s Monica”)

	case “Executive” => println(“That’s Rachel”)

	case “Transponster” => println(“That’s Chandler”)

	case “Actor” => println (“That’s Joey”)

	case “Paleontologist” => println(“That’s Ross”)

	case _ => println(“Unknown job role”)

	}

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	 

	In the code above, we have created a new variable called job which has a value of Transponster. Subsequently, we use the match keyword to match the job variable with a list of cases. As we can see from the screenshot, the value of job is correctly matched and the output is printed. The last case statement with an underscore (_) is a wild card operator. It is used so that, if none of the cases match, the default case is executed in the loop. Moreover, please note that there are no break clauses in Scala, similar to that of Java. Scala has an in-built fall through the mechanisms and hence there are no break statements required.

	 

	Task 4 is complete!

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	Task 5: Functions

	Task 1: Let us first create a function which does not have any parameters or a return type. Enter into the paste mode in the Scala console and execute the following code:

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	def hello = {

	println(“Hello there!”)

	}

	 

	Now, exit out of the paste mode and simply call this function by its name.

	 

	hello()

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	As we can see from the screenshot above, Scala has automatically inferred the return type as unit which implies that there is no return type. As described earlier, Unit is similar to that of Void in Java.

	 

	Step 2: Let us now create a function which takes parameters and has a return type.

	 

	scala> :paste

	//Entering paste mode (ctrl-D to finish)

	 

	def married(name: String, times: Int): String = {

	return name + “ has married ” + times + “ times”

	}

	 

	Now, exit out of the paste mode and simply call this function by its name.

	 

	married(“Ross”, 3)

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	Please note that the return type (which is String in this case) and the keyword return are optional. Scala can determine the return type based on the last expression in the function body as shown below.

	 

	[image: Image]

	 

	Step 3: Let us now look at Higher Order Functions, which are the special types of functions which take other functions as their parameters. Let us understand them with the following example:

	 

	In the Scala console, enter the following code:

	 

	scala> def squared (num: Int) : Int = {

	num * num

	}

	 

	We can call the function square to see if it works. For example,

	 

	Scala> squared(5)

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	 

	[image: Image]

	 

	Now, let us pass this function as a parameter to another function.

	 

	scala> def highSquared(num: Int, func: Int => Int): Int = {

	func(num)

	}

	 

	Here, we have defined a function named highSquared which takes two parameters and returns an Int. One of these parameters is an integer named num and the other one is a function named func which takes a parameter of type Int and returns an Int. In the function body, the function func takes the value of num and returns its value. Let us invoke this function.

	 

	scala> val result = highSquared(4, squared)

	 

	scala> println(result)

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	Step 4: We can also use the function literals in the parameters instead of using the function name as shown below.

	 

	scala> highSquared(6, x => x * x)

	 

	[image: Image]

	 

	In the example above, we have used a function literal instead of referring to the name of another function. Basically, it does the same thing as we performed in the previous step, but in a different way. This methodology is often used in Spark and it is very imperative that we must understand what is going on here.

	 

	Task 5 is complete!

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	Task 6: Collections

	Let us now look at a few collections in Scala.

	 

	Step 1: Let us create a list and apply various transformations or operations over it.

	 

	scala> val shows: List[String] = List(“F.R.I.E.N.D.S”, “The Big Bang Theory”, “Game of Thrones”, “Breaking Bad”, “The Mentalist”)

	 

	Mentioning the type of list is optional in Scala, as it can infer the type automatically. We can simply type “val shows = ” and continue with the list.

	 

	Let us now print the list.

	 

	scala> println(s“Some of the popular TV shows are: $shows”)

	 

	[image: Image]

	 

	Furthermore, we can access the individual items in the list using their indices.

	 

	scala>println(s“The TV show at position 0 is ${shows(0)}”)

	 

	scala>println(s“The TV show at position 1 is ${shows(1)}”)

	 

	scala>println(s“The TV show at position 4 is ${shows(4)}”)

	 

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	 

	Let us now learn how we can access the first and the rest of the elements by using head and tail.

	 

	scala>println(shows.head)

	 

	scala>println(shows.tail)

	 

	[image: Image]

	 

	Let us now use foreach to print each element in the list.

	 

	scala> shows.foreach(println)

	 

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	Let us now utilize the map function to convert all the show titles to the lower case.

	 

	scala> shows.map(show => show.toLowerCase)

	 

	[image: Image]

	 

	These are only a few transformations, we can apply over a list. However, there are so many more transformations and operations we can apply on. From the Scala console, simply type the list of the name and the dot operator as shown below and press tab key on your keyboard. The console should display a long list of transformations we can apply on our list.

	 

	scala> shows.<press tab key>

	 

	 

	 

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	 

	If we are not sure what a function does, we can simply type its name after the dot operator and press the tab button twice. The console will automatically show us what the function expects us to pass in. For example,

	 

	scala> shows.reduce<press tab key twice>

	 

	[image: Image]

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	We can play around these different transformations, and search them over the internet, if we do not understand any of them.

	 

	Step 2: Let us now look at the map collection. Let us first create a map of elements.

	 

	scala> val couples = Map(“Chandler” -> “Monica”, “Ross” -> “Rachel”, “Phoebe” -> “Mike”)

	 

	Now that we have a map collection, let us try to access the value by the key.

	 

	scala> println(couples(“Chandler”)

	 

	[image: Image]

	 

	As we can observe from the screenshot above, we were able to access the value based on its key.

	 

	But if we try to access a value for a non-existing key, an exception is thrown as depicted in the screenshot. 

	 

	scala> println(couples(“Joey”)

	 

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	 

	[image: Image]

	 

	To overcome this problem, we can use the getOrElse method and specify a default value when the key does not exist.

	 

	scala> val unknown = util.Try(couples(“Joey”)) getOrElse “Not Known”

	 

	 

	scala> println(unknown)

	 

	[image: Image]

	 

	We can play around with Map, as we did with the lists and explore all the transformations and operations, we can perform on the Map objects.

	 

	Step 3: Let us now create a tuple and see how we can access its elements.

	 

	scala> val showInfo = (1994, “Friends”, 8.8, 2011, “Game Of Thrones”, 9.4, 2010, “Sherlock”, 9.1)

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	As we can see from the screenshot above, a tuple can contain various types of elements. Moreover, we need not explicitly specify the data types for the elements, as Scala can infer the data types automatically.

	 

	Let us now access the elements of the tuple based on its index. Please remember that the index of a tuple starts with 1 and NOT with 0.

	 

	scala> println(showInfo._1)

	 

	scala> println(showInfo._5)

	 

	[image: Image]

	 

	We can also access the elements of a tuple and print them out to the console as shown below.

	 

	scala> println(s“${showInfo._5} is the highest rated show with “${showInfo._6} rating.”)

	 

	JDK D/I & Ins  >> Scala D/I & Ins  >>  Scala Basics

	 

	Loops

	Functions

	Collections

	 

	[image: Image]

	 

	As always, we can play around with tuples and practice as much as possible.

	 

	Task 6 is complete!

	 

	Note: This chapter does not cover everything from Scala. There are numerous other topics. Therefore, please check the references section to learn more about Scala.

	 

	
LAB CHALLENGE

	 

	
	● Write Scala code to perform basic mathematical operations, such as additions, subtractions, multiplication and division.

	● Write a Scala program to print all the data types using various print techniques.

	● Write a Scala program to list all the natural numbers below 10 which are the multiples of 3 or 5. Consequently, we will get 3, 5, 6 and 9. The sum of these multiples is 23.

	● Write a Scala program to list the Fibonacci sequence, whose values do not exceed two million.



	 

	 

	
SUMMARY

	Scala is a Functional as well as Object Oriented Open Source Programming language which runs on top of the Java Virtual Machine (JVM). In this chapter, we have learned why we need Scala and its various features, such as Functional Programming and collections etc.

	In the labs, we have learned to install JDK and Scala to our machines and learned the Scala basics, loops, functions and collections.

	 

	
REFERENCES

	 

	
	● https://www.scala-lang.org/

	● http://allaboutscala.com/



	 

	 

	 

	


CHAPTER 3:
HANDS ON SPARK

	Theory

	It is now time to get our hands on Spark. In the previous chapters, we have covered the Introduction to Spark and focused on the basics of Scala programming Language. In this chapter, let us take a deep dive into the internals of Spark and learn how Spark works. Later in the labs, we will be installing Spark on our machines and run the Spark code.

	Introduction to RDD

	As mentioned in Chapter 1, the Resilient Distributed Dataset (also known as RDD) is the basic data structure of Spark, which is an immutable and fault tolerant collection of elements. It can be computed and stored in parallel over a cluster of machines. Let us look at each word in RDD individually and try to understand it in detail.

	 

	Resilient: The RDDs are fault tolerant to any data loss. Any loss in data due to the hardware failure, network issues, or data corruption can be recovered by using the RDD lineage graph or DAG. 

	 

	Distributed: A basic property of the RDDs can be distributed over a cluster of machines in memory.

	 

	Dataset: The RDDs can be created with any of the datasets, such as a text file, JSON, CSV, and database file via JDBC etc.

	 

	An RDD can be created in two ways. We can use the parallelize keyword on an existing collection or use the process of referencing data in an external storage system, such as HDFS, shared storage system, HBASE or any other data source offering a Hadoop InputFormat.

	 

	There are two operations which can be applied on an RDD: they are Transformations and Actions. Transformations is the operation where an RDD is transformed into one or more RDDs, whereas Actions are the operations where a result is returned after computing an RDD. 

	 

	We shall look at RDD in more detail in the next chapter. Let us now look at the architecture of Spark.

	 

	Architecture of Spark

	As we know from Chapter 1, Spark is a unified parallel large-scale data processing engine. To achieve parallelism for processing large volumes of data efficiently and with fault tolerance, Spark framework had been developed. But how does the Spark system work?

	 

	Let us understand the basics of data processing, so that we would know the importance of processing data in parallel manner. Consider processing data on your Personal Computer (PC). You have a text file of size ranging from a few MBs to a few hundred MBs. You can easily load this file to your PC and do various operations such as searching, sorting and filtering without any issue. Now, consider a plethora of text files each ranging from a few hundreds of MBs to a few hundreds of GBs, or even a few hundreds of TBs. Let alone processing such a big data, it becomes even harder to store those files in the first place. As a result, this becomes a bottleneck for your PC. You now have only two options. You can either increase the specifications of your PC, or process a percentage of files on multiple computers. The first option is not feasible as you cannot keep on upgrading hardware to a single computer. Therefore, the second option looks more feasible. But how will you coordinate the processing on each PC to be efficient and accurate? How do you ensure that the data processed on one computer is not processed on another? How do you collect the results and merge them accurately? What happens if a certain computer in your network stops working due to a hardware problem?

	 

	Apache Spark is the answer for all these questions. Spark takes care of managing the group of computers (nodes) called clusters and coordinating the tasks on these nodes to process data.  Spark utilizes a cluster manager to manage a cluster. As witnessed in Chapter 1, there are various cluster managers such as Spark’s standalone cluster manager, YARN, Mesos and Kubernetes etc. The cluster manager takes care of managing and coordinating the Spark applications.

	 

	As we have already learned, Spark is a master-slave architecture. There is one Master node and several worker nodes. The master node is simply called the Driver Program as it contains the program or the application which we develop to process the data. The Driver Program consists of an object known as the Spark Session, which provides access to all the underlying hardware for the Spark job. Therefore, we can think of Spark Session as a gateway to access all the Spark functionalities similar to a database connection. 

	[image: Image]

	3(a) Spark Architecture

	Prior to Spark 2.0, SparkContext was the entry point or a gateway for any Spark application. RDD was one of the main APIs of Spark which could be accessed through SparkContext. Similarly, to access other APIs other contexts were required, and the developers had to create various contexts, such as SQL Context for Spark SQL, Hive Context for Hive queries and Streaming Context for Spark Streaming. Thus, a level of abstraction called Spark Session was introduced which includes all the APIs mentioned above in a single object without the necessity to create multiple contexts. We shall look at these APIs in detail in the upcoming chapters. 

	 

	The driver executes commands in the driver program whereas, the cluster manager manages the resources on the cluster. As we discussed earlier, the cluster manager can be Spark's standalone cluster manager, such as YARN, Mesos or Kubernetes etc.

	 

	The slaves are the worker nodes which are known as Executors in the Spark. As the name suggests, executors are the workhorses of Spark and are responsible to perform the tasks assigned to them by the Driver program. There can be any number of executors in a Spark cluster depending on the requirement. Since Spark is scalable, we can add more executors as our data increases. 

	 

	The Spark session is responsible to break the job and distribute the work to the executors, whereas the cluster manager allocates resources for the Spark job on the executors. Once the executors finish processing the job, the cluster manager collects the processed data and reports it back to Spark.

	 

	Let us now look at a job workflow in Spark.

	Job Workflow in Spark

	The following is a job workflow in Spark.

	 

	
	● A job is submitted by a client to the Spark cluster. The driver takes the code and converts it to a Lineage Graph. This is the logical execution plan.



	 

	
	● In the next step, the Lineage Graph is converted to a physical execution plan or DAG where a bunch of tasks are created to run on the executors. All the optimizations to execute the job are performed at this step.



	 

	
	● Subsequently, the driver contacts the cluster manager to allocate resources to execute these tasks. The cluster manager launches executors on behalf of the driver. The driver then starts the tasks to the allotted executors based on the data placement. The executors send their respective heartbeats to the driver while executing the tasks.



	 

	
	● The driver monitors the progress of each task running on the executors, and if a task fails on the executor, it is again restarted on another executor.



	 

	
	● Once all the executors complete their tasks, their respective results are sent back to the driver through the cluster manager.



	 

	We have found some new terms in this chapter, such as the Directed Acyclic Graph (DAG) and the RDD Lineage Graph. Please, do not worry about them, as we will be looking at them in detail in the next chapter and they will make more sense then.

	 

	Let us now move to the labs and install Spark and Intellij IDE to write Spark code.

	



	
AIM

	The primary aim of the following lab exercises is to install Spark and Intellij IDE. Moreover, we shall also perform various exercises by writing Spark code, so that we can get our hands on Spark.

	The labs for this chapter include the following exercises:

	
	● Downloading and Installing Spark

	● Installing Spark on Multi-Node Cluster

	● Creating RDDs from Spark-Shell

	● Learning basic RDD Operations

	● Downloading and Installing IntelliJ IDEA

	● Configuring the IntelliJ IDEA



	 

	We need the following packages to perform the lab exercise: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 2: HANDS ON SPARK

	[image: Image]

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	 

	
		Download and install Spark

		Installing Spark on Multi-Node Cluster

		Creating RDDs from Spark-Shell

		Basic RDD Operations

		Download and Install IntelliJ IDEA

		Configuring IntelliJ IDEA



	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Task 1: Download and Install Spark

	Note: Java Development Kit (JDK) is a prerequisite to install Spark. Make sure that you have already installed it if you have not performed Lab Exercise 1. Please follow the steps in Task 1 of Lab Exercise 1 and then come back here to Install Spark.

	 

	Step 1: Please verify if your machine has Java installed by executing the following command as shown below:

	 

	$ java –version

	 

	[image: Image]

	 

	We can see the version displayed in the terminal as shown in the screenshot above. If we do not see the Java version displayed, our machine does not have Java installed. Please install JDK before continuing to the next step.

	 

	Step 2: Let us install Spark in the Standalone mode. Navigate to the download URL below, select the latest stable version for Spark (which is Spark 2.4.2 at the time of writing this book) and select the package type which is pre-built for Apache Hadoop 2.7 and later. After selecting it, click the link as shown in the screenshot below to download Spark.

	 

	Download URL: http://spark.apache.org/downloads.html

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	After clicking the download URL, you will be taken to a page with mirror site for downloading Spark. Click the mirror link as shown below and your download should start. The downloading process may take some time depending upon your internet connection.

	 

	[image: Image]

	 

	Step 3: The downloaded file will be saved to the Downloads directory by default. Execute the following command to change the directory to Downloads folder.

	 

	$ cd Downloads

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Once we are in the Downloads directory, we may optionally check if Spark has been downloaded using the ls command.

	 

	$ ls

	 

	[image: Image]

	 

	Now that we are sure that we have the Spark tar file, untar the Spark tar file to /usr/share directory using the command below:

	 

	$ sudo tar –xvf spark-2.4.2-bin-hadoop2.7.tgz –C /usr/share

	 

	[image: Image]

	 

	The file will begin to untar to /usr/share directory as depicted in the screenshot above. We can verify the same by executing the following command below:

	 

	$ cd /usr/share

	 

	$ ls sp*

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	As we can see from the screenshot above, the Spark directory has been listed.

	 

	Let us make a softlink to the Spark directory, so that we do not have to refer to Spark with the complete name as above. Moreover, this is also useful for future updates. Execute the following command:

	 

	$ ln –s spark-2.4.2-bin-hadoop2.7 spark

	 

	Now we run the following command again to check if we were able to create the softlink successfully.

	 

	[image: Image]

	 

	Step 4: Let us now set up the environment variables for Spark by executing the following command:

	 

	$ sudo vi ~/.bashrc

	 

	[image: Image]

	 

	The file should open as shown in the screenshot below.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	Now press the ‘’' key to edit the file and append the following environment variable at the end of the file:

	 

	SPARK_HOME=/usr/share/spark

	Export PATH=$SPARK_HOME/bin:$PATH

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	After we have finished appending the text above, we can hit the Esc button on our keyboard to stop editing and then press Shift - Z - Z to exit out of the editor by saving the changes. (Please see that we need to press Z twice while holding Shift key.)

	 

	Now reload the modified .bashrc file by using the following command:

	 

	$ source ~/.bashrc

	 

	[image: Image]

	 

	Step 5: Let us now test the Spark installation by accessing the Spark Shell by executing the following command.

	 

	$ spark-shell

	 

	Once we run the above command, a screen similar to the screenshot below shows the confirmation of the successful installation of Spark.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	Task 1 is complete!

	Task 2: Installing Spark on Multi-Node Cluster

	In the previous task, we have installed Spark on a single node. Let us now look at the steps for installing Spark on a Multi-Node cluster. Thus, in this task, we will install Spark on multiple nodes. For this purpose, we can use a cloud-based platform such as Amazon AWS. In this case, we shall be setting up a cluster of 3 nodes: 1 Master and 2 Slaves.

	 

	Step 1: Let us first install Spark on the Master node. Edit the host file by executing the following command, and adding the IP address of master and slave nodes.

	 

	$ sudo vi /etc/hosts

	 

	We will be shown an editor as shown below. 

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	Append the IP address of the master and the slave nodes to the hosts file as follows:

	 

	<Master IP>      master

	<Slave01 IP>      Slave01

	<Slave02 IP>      Slave02

	 

	Please replace the <Master IP>, <Slave-1 IP> and <Slave-2 IP> with their respective IP addresses as shown below.

	 

	[image: Image]

	 

	Save and close the file in order to return to the console.

	 

	Step 2: Install JDK and Scala by following the steps in the previous exercise. Please note that we can only proceed to the next step after installing JDK and Scala.

	 

	Step 3: Let us now configure SSH, so that the nodes can connect with each other. Execute the following command to Install Open SSH Server-Client.

	 

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	$ sudo apt-get install openssh-server openssh-client 

	 

	[image: Image]

	 

	Generate the key pairs by executing the command below:

	$ ssh-keygen -t rsa -P ""

	 

	Next, set up the passwordless SSH by copying the public key .ssh/id_rsa.pub from Master to the .ssh/authorized_keys of Slave nodes.

	 

	Once copied, we should be able to SSH to the slave nodes without being prompted for password.

	 

	Step 4: In this step, we shall download and install Spark. Let us follow the steps in the previous task till step 4 to install Spark before continuing with this step. Once we are able to set up the environment variables, let us execute the following command to edit the spark-env.sh file. The file is present in the $SPARK_HOME/conf/ directory.

	 

	$ cp $SPARK_HOME/conf/spark-env.sh.template $SPARK_HOME/conf/spark-env.sh

	 

	[image: Image]

	 

	$ sudo vi $SPARK_HOME/conf/spark-env.sh

	 

	Once we are in the editor, let us append the following parameters to the file.

	 

	export JAVA_HOME= /usr/lib/jvm/java-11-openjdk-amd64/bin

	SPARK_WORKER_CORES=16

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Please note that our Java path might be different. Please run the following command to know the Java directory path.

	 

	$ update-alternatives --list java

	 

	Step 5: Finally, create a file named slaves in the $SPARK_HOME/conf/ directory.

	 

	$ sudo vi $SPARK_HOME/conf/slaves

	 

	Now, add the following entries in the slaves file.

	 

	Slave01

	Slave02

	 

	This completes the Spark installation on the Master node. We now have to install it on the Slave nodes.

	 

	Step 6: Please repeat the steps 1 and 2 of this task on each Slave node. Once we are done with the steps 1 and 2, let us create a tar file of Spark installation by executing the following commands.

	 

	$ tar -zcvf spark.tar.gz /usr/share/spark

	 

	The tar file is saved to the home directory when we run the command above. Copy the tar file from the Master node to all the Slaves on the cluster. 

	 

	After we have copied the tar file to slaves, untar the Spark tar file on all the slaves of the cluster by utilizing the following command:

	 

	$ tar –xvf /usr/share/spark.tar.gz

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	With this, we have successfully installed and configured Spark. We are now ready to start executing the Spark in distributed mode.

	 

	Step 7: We can now start the Spark daemons by running the following command from the Master node:

	 

	$ /usr/share/spark/sbin/start-all.sh

	 

	We can also stop the Spark daemons by running the following command from the Master node:

	 

	$ /usr/share/spark/sbin/stop-all.sh

	 

	We may also choose to start and stop the Master and Slave nodes by running the following commands:

	 

	$ /usr/share/spark/sbin/start-master.sh

	$ /usr/share/spark/sbin/start-slaves.sh

	 

	$ /usr/share/spark/sbin/stop-master.sh

	$ /usr/share/spark/sbin/stop-slaves.sh

	 

	This task was created for the information purposes only and we do not have to use the multi node cluster for the rest of the exercises.

	 

	Task 2 is complete!

	Task 3: Creating RDDs from Spark-Shell

	Now that we have Spark installed in our machines, let us begin coding with Spark. As a first step in our journey with Spark coding, let us look at the different ways to create an RDD.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Step 1: Let us create an RDD by using the parallelize keyword. Fire up the spark-shell from the terminal, and create a list as shown below.

	 

	$ spark-shell

	 

	scala> val friends = List(“Chandler”, “Rachel”, “Phoebe”, “Joey”, “Ross”)

	 

	Now, let us use the parallelize keyword and create an RDD for the list, we have created above.

	 

	scala> val friendsRDD = sc.parallelize(friends) 

	 

	[image: Image]

	 

	Now we have created our first RDD successfully. Please note that we are using the sc which is the object of SparkContext. The sc object is automatically created when we launch the Spark Shell as depicted in the screenshot below. This is the reason we are able to access sc and use SparkContext.

	 

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	Step 2: Let us now create an RDD using a file from the file system. We shall be utilizing the textFile API to create an RDD from the file system. First, download the file ratings.csv from the URL below and save it to the home/chapter_3 folder. (Please create a folder named chapter_3 in the home folder.)

	 

	ratings.csv - http://bit.ly/2L8IEBS

	 

	Each line of this file represents the rating of one movie by a user, and has the following format: userId, movieId, rating, timestamp.

	 

	scala> val ratings = sc.textFile(“chapter_3/ratings.csv”)

	 

	[image: Image]

	 

	Step 3: We can now create a new RDD from the existing RDD. For instance, let us count the number of ratings in the ratings RDD we had created in the previous step.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	scala> val count_ratings = ratings.count

	 

	[image: Image]

	As we can see from the screenshot above, the count of all the records (ratings) present in the RDD has been returned as a new RDD called count_ratings.

	 

	Step 4: Moreover, we can also create an RDD from data present in the Hadoop Distributed File System (HDFS) using the same textFile API. But instead of a local path, we have to provide a HDFS path.

	 

	scala> val ratings = sc.textFile(“hdfs://dev_server:9000/file.txt”)

	 

	Similarly, the RDD is created using the data from HDFS and then we can continue to apply the transformations and actions.

	 

	Task 3 is complete!

	Task 4: Basic RDD operations

	 

	Step 1: Let us start learning the basic RDD operations in Spark by creating an RDD from a collection as we did in the previous task.

	 

	scala> val letters = List(f, a, g, f, c, a, b, n, d, b)

	 

	scala> val lettersRDD = sc.parallelize(letters)

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	[image: Image]

	 

	Step 2: We can access the first element of the RDD using the first method as shown below.

	 

	scala> lettersRDD.first

	 

	[image: Image]

	 

	As we can see from the screenshot above, the first element in the RDD has been returned.

	 

	We can also use the take(n) method to read the n elements from our RDD, where n is the number of elements starting from the 1st element we want to read.

	 

	scala> lettersRDD.take(4)

	 

	[image: Image]

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	But if we want to view all the elements in the RDD, we have to use the collect method as depicted in the screenshot below. Please note that using collect on a large dataset is not recommended, as collect will bring all the data of an RDD to the driver program and load it in its memory. 

	 

	scala> lettersRDD.collect

	 

	[image: Image]

	 

	Step 3: Let us now use a filter function using the ‘contains’ method and filter out an RDD which satisfies the filter criteria. Let us create a new list as shown below and then filter out a string:

	 

	scala> val friends = (“Monica”, “Chandler”, “Ross”, “Phoebe”, “Rachel”, “Joey”)

	 

	scala> val friendsRDD = sc.parallelize(friends)

	 

	scala> val chandler = friendsRDD.filter(name=> name.contains(“Chandler”))

	 

	scala> chandler.collect

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	The filter function we have used above is a Higher Order Function which takes another function as a parameter and returns an RDD of type String. The name => name.contains(“chandler”) is similar to a function in Scala as depicted below.

	 

	scala> def find(name: List[String]): Boolean = {

	name.contains(“Chandler”)

	}

	 

	Let us call the function with the parameter friends which is a List of type String.

	 

	scala> find(friends)

	 

	[image: Image]

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	The code is given below.

	 

	friendsRDD.filter(name=> name.contains(“Chandler”))

	 

	is the same as the following code,

	 

	def find(name: List[String]): Boolean = {

	name.contains(“Chandler”)

	}

	friendsRDD.filter(find)

	 

	Step 4: Let us now use a map function on the friendsRDD and output a tuple with the first character in each element and the name itself.

	 

	scala> val pairs = friendsRDD.map(name => (name.charAt(0), name))

	 

	With this process, the pairs RDD gets created. Now let us use the foreach keyword to print each element of the pairs RDD.

	 

	scala> pairs.foreach(println)
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	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	As we can observe from the screenshot above, we have used the map function to create a tuple with the first character of the name of each element and name itself in the friendsRDD. The first character is obtained by calling the function called charAt which takes the number to access the position of a character from a String.

	 

	If we think this is a bit complicated to understand, let us look at another example with a simple map function. Let us create a List of few numbers and create an RDD from that list as shown below:

	 

	scala> val num = List(1, 2, 3, 4)

	scala> val numRDD = sc.parallelize(num)

	 

	Now let us write a map function which takes the numRDD and gives a squaredRDD as shown below:

	 

	scala> val squaredRDD = numRDD.map(x => x * x)

	 

	scala> squaredRDD.foreach(println)

	 

	[image: Image]

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	numRDD.map(x => x * x)

	is same as

	 

	def square(x: Int): Int = {

	x * x

	}

	numRDD.map(square)

	 

	Step 5: For the numRDD we had created in the previous step, let us utilize the reduce function to add all the numbers.

	scala> val sumRDD = numRDD.reduce((a, b) => (a + b))

	[image: Image]

	Similarly, we can also utilize the reduce function to multiply all the numbers in numRDD.

	 

	scala> val mulRDD = numRDD.reduce((a, b) => (a * b))

	[image: Image]

	 

	These are a few basic RDD operations. We shall learn more operations in detail in our next chapter which is entirely dedicated to RDDs. 

	 

	Task 4 is complete!

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Task 5: Download and Install IntelliJ IDEA

	Till now, we have been writing our code in the Spark Shell, which is great for the development of applications with small datasets. But in the real time, we may be utilizing an Integrated Development Environment (also known as IDE) for developing our Software applications. 

	 

	We shall be using IntelliJ IDEA to write and execute the Spark-Scala code throughout the lab exercises. In this task, we shall download and install the IntelliJ IDEA and then install the Scala plugin, so that we can write the Scala code.

	 

	Step 1:  Navigate to the following URL from your web browser and click on the “Download” button for the Community edition as depicted in the screenshot below.

	 

	http://bit.ly/2V1HFYO

	[image: Image]

	The file should begin to automatically download to the Downloads folder. It might take some time depending upon your internet connection.

	 

	 

	 

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	Step 2: Once the download is complete, open the terminal and execute the following commands to untar. We shall be extracting the tar ball to the /opt directory.

	 

	$ sudo tar –xzf Downloads/ideaIC-2019.1.1.tar.gz –C /opt
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	Please note that our versions of IntelliJ might be different. Please replace the version correctly.

	 

	Step 3: Now let us execute the following command to install IntelliJ:

	 

	$/opt/idea-IC-191.6707.61/bin/idea.sh

	 

	Please note that our path or the version might be different.

	 

	We should now see a prompt asking to import settings. Hence, simply click “OK”.
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	Step 4: We should now be prompted with a Privacy Policy window. Click on the check box to accept the policy and click on “Continue” button as depicted in the screenshot below.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs
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	Configure IntelliJ
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	In the next prompt, click on “Don’t Send.”
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	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op
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	Configure IntelliJ

	 

	Step 5: You will now be prompted to select a theme. Please select a theme you are comfortable with and click on the “Skip remaining and Set Defaults” button as shown in the screenshot.
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	We should now see the welcome screen as shown below:

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	This concludes the installation process of IntelliJ IDEA. But to execute the Spark Scala code, we need to install the Scala plugin.

	 

	Step 6: Click on the “Configure” button as depicted in the screenshot and click on “Plugins” in the dropdown menu.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op
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	Configure IntelliJ
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	Step 7: The marketplace for the plugins will be opened. Click on the “Install” button for “Scala” plugin as depicted in the screenshot. If we do not see “Scala” right away, we can search for “Scala” in the search bar above and then click the “Install” button.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	This action should begin the download process. Once it is downloaded, we will be asked to restart the IDE. Please click on the “Restart IDE” button. Click “Restart” in the confirmation pop-up.
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	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op
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	Configure IntelliJ

	 

	The IDE will now restart and show the welcome screen again. With this, we have successfully installed IntelliJ IDEA with Scala plugin.

	 

	Task 5 is complete!

	Task 6: Configuring Intellij IDEA

	 

	Step 1: Click on the “Create New Project” button on the welcome screen.
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	Step 2: We will then be taken to the “New Project” screen. Click on Scala in the left panel, select “SBT” and then click “Next” as shown in the screenshot below.

	[image: Image]

	 

	Step 3: After clicking “Next” in the previous step, we will be prompted to enter the project name. Enter the project name as “Spark”. Let us ensure that the JDK, SBT and Scala versions are selected automatically as depicted in the screenshot. Moreover, check the “Sources” checkbox for both SBT and Scala if they are not already checked. Finally, click on the Finish button.
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	RDD op
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	Configure IntelliJ
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	Step 4: We will now be taken to the IDE interface. Click on the “Project” as shown in the screenshot if it is already not open.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	Expand the Spark project by clicking on the small triangle to the left of it, if it is not already expanded, and double click on the build.sbt file as depicted in the screenshot.
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	Step 5: Now go to the Maven Repository for Spark by using the URL below:

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ

	 

	http://bit.ly/2UQvnNU

	 

	Click on the Spark Project Core link as depicted in the screenshot.
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	Next, select the version of Spark you have installed. We have installed Spark 2.4.2 in this book and hence we will be clicking on the 2.4.2 link for Spark. Please select the correct version as per your installation.

	[image: Image]

	 

	Now, select SBT tab and copy all the lines of code for SBT and paste them into the build.sbt file.
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	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	Go back to the Maven Repository page and copy paste the Spark Project SQL libraries as well in the build.sbt file. Finally, click on the “Import Changes” to finish the configuration.

	 

	We can add new libraries if required by following the same procedure.

	 

	Sparks/I & Ins  >> Sparks D/I & Ins  >>  Creating RDDs

	 

	RDD op

	IntelliJ D/I Ins

	Configure IntelliJ
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	We are now ready to write our first Spark program! 

	 

	Task 6 is complete!

	 

	
SUMMARY

	 

	Resilient Distributed Dataset (also known as RDD) is the basic data structure of Spark, which is an immutable and fault-tolerant collection of elements which can be computed in parallel over a cluster of machines.

	Spark has a master-slave architecture, and it consists of a Driver Program as the Master and executors as Slaves. A cluster manager is used to manage the resources across the cluster.

	In the labs, we have installed Spark to our machines and learned the basic RDD operations. Moreover, we have also installed and configured IntelliJ IDEA as IDE for our Spark code.

	 

	
REFERENCES

	 

	
	● https://spark.apache.org/



	 

	 

	


CHAPTER 4:
INTERNALS OF SPARK

	Theory

	In the previous chapter, we described a brief introduction to the Resilient Distributed Datasets (RDDs). Let us now delve deeper and learn more about RDDs, which are the fundamental data structures of Spark as they provide the core abstraction. Moreover, let us look in detail what goes on under the hood when we submit a Spark job.

	 

	Let us recall what we have learned in the previous chapter. We discussed that an RDD is a collection of records (elements) which are distributed across the memory of nodes of a cluster and is tolerant to data loss. Moreover, RDDs are immutable and cannot be modified once they are declared. In addition, RDDs are evaluated by Spark lazily. Below are the characteristics of RDDs, which have been explained in detail.

	Characteristics of RDD

	 

	
		
				Immutability

				As discussed earlier, RDDs are immutable and cannot be changed once declared. However, an RDD can be transformed to a new RDD by applying operations.

		

		
				In-Memory

				RDDs are computed In-Memory where the data is retained within the memory instead of spilling the data to disk. The methods cache() and persist() are utilized to retain the data in memory. Please check “Why Spark” in Chapter 1 for the detailed information.

		

		
				Lazy

				RDDs are evaluated lazily, which means that when a transformation is applied to an RDD, it is not evaluated immediately but is only evaluated when an action is applied to the transformations.

		

		
				Tolerant

				RDDs are tolerant to the data loss, and any data loss can be rebuilt using the lineage graph. 

		

		
				Partitions

				RDDs are broken down into logical chunks called partitions and are distributed across the nodes in a cluster. Basically, the partitions help achieve parallelism.

		

	

	 

	RDD Operations

	There are two types of operations that can be applied on RDDs. They are known as the Transformations and Actions. Let us now look at them in detail.

	RDD Transformations

	Transformations are the operations where a new RDD is created from an existing RDD by applying a function. The existing RDD is not modified, as it is immutable. Therefore, a transformation is applied on an existing RDD and a new RDD is created. Transformations are lazy, as a transformation applied to an RDD is not evaluated until an action is called. Each transformed RDD indicates a pointer to a parent RDD. All these pointers along with the RDD dependencies are logged in a graph called the Lineage Graph, which creates a Logical Execution Plan. Whenever we perform a transformation or a series of transformations, they are not applied on the data right away but they are logged in the Lineage Graph as mentioned above. We shall look at Lineage Graph in the next section. The examples of transformation functions are map, flatMap, filter, reduceByKey, join, union, and sample etc.

	 

	There are two types of transformations, which can be applied on an RDD. They are described as follows:

	 

	Narrow Transformations: The transformations where the data required to perform a transformation exists in a single partition and no data is shuffled from other partitions are called Narrow Transformations. The examples of Narrow Transformations are map and filter etc.

	 

	Wide Transformations: The transformations where the data required to perform a transformation has to be shuffled across various partitions are known as Wide Transformations.  The examples of Wide Transformations are groupByKey and reduceByKey etc.

	RDD Actions

	Actions are the operations where the actual processing of data happens. They are either used to display or store the final result to a location. The transformed RDDs are evaluated once an action is called, triggering the execution using a lineage graph. The examples of actions include collect, count, countByValue, take, and top etc.

	 

	The transformations and actions help improve efficiency by lazy evaluation.

	Lineage Graph

	In the previous section, we learned that the transformations are applied to RDDs in order to create new RDDs, which are not evaluated immediately, but lazily. When a transformation function is applied to an existing RDD, a new RDD is created with a pointer to the parent RDD. These pointers are logged to a Lineage Graph along with the dependencies of all the RDDs. Let us consider an example to understand this well.

	 

	
	● A new RDD is created by using the textFile API. Let us call this RDD1.

	● A flatmap function is applied on RDD1, to create a new RDD called RDD2.

	● A filter function is applied on RDD2, creating a new RDD called RDD3.

	● Finally, the result (RDD3) is stored by using the saveAsTextFile API, which is an action.



	 

	The first three operations in the above example are the transformations, which are not evaluated immediately, but lazily and the last operation is an action. The action triggers the evaluation of RDDs and the result is stored to the disk. The Lineage Graph for the operations above should look as shown below.
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	4(a) Lineage Graph

	 

	The Lineage Graph helps in recovering from the data loss in partitions of an RDD, as it has to simply perform the transformations again for the lost partition of an RDD. Consider the example above. If RDD3 is lost; Spark can simply apply the transformation on RDD2 and recover it. This feature of Spark helps in being fault tolerant without having to replicate data on multiple nodes as HDFS. This is how Spark is tolerant to the data loss.

	Directed Acyclic Graph

	Directed Acyclic Graph (also known as DAG) is a graph with vertices and edges connecting each other in a non-circular manner. In simple words, DAG is a graph with dots and lines pointing to other dots in one direction where the lines do not form circles to go back to the same dots. An example of a DAG is a Tree Graph. Look at the Fig 4(a) below to better understand a DAG.

	 

	[image: Image]

	 

	4(b) Directed Acyclic Graph

	 

	 

	As we can observe from Fig 4(a), each node (dots or circles with a number) points to another node in one direction (directed) and none of the nodes have pointers back to the same node (acyclic).

	 

	But what does DAG have to do in the context of Spark? Well, Spark uses DAG to optimize and efficiently run the Spark jobs. As we have learned, DAG is a graph with vertices and edges connecting each other in a non-circular manner. In Spark, RDDs are the vertices and the operations, which we apply on the RDDs, are the edges. As we have witnessed in the Lineage Graph above, each operation is directed to another. In other words, each vertex directs an edge to another vertex. 

	 

	Nevertheless, how is a DAG different from Lineage Graph? A Lineage Graph is a logical execution plan while a DAG is a physical execution plan. DAG consists of various stages, to optimize the execution plan by reducing the data shuffling between the nodes. In Spark, the DAG Scheduler is responsible to implement these stages of DAG. The following steps show how the DAG Scheduler implements these stages:

	 

	
	● Spark creates the Lineage Graph, which is the logical execution plan when the code is submitted.



	 

	
	● The Lineage Graph is submitted to the DAG scheduler by Spark to prepare the physical execution plan.



	 

	
	● The DAG Scheduler splits the graph in various stages, which are grouped together based on the transformations. All the narrow transformations are pipelined together as the first stage and all the wide transformations, which require shuffling, are grouped as the next stage.



	 

	
	● Subsequently, the stages are passed on to the Task Scheduler, which launches the tasks by contacting the cluster manager.



	 

	
	● Finally, the tasks are executed by the executors to produce the final result.



	 

	Let us understand this concept with an example. Consider a sample Spark code where we load a file to create an RDD by using textFile API and apply a map function to transform that RDD. Then we create a new RDD by using parallelize. We now have two RDDs. We join them by using the join function and filter the data by using the filter function. Finally, the RDD is stored to the disk by using the saveAsTextFile API.
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	4(c) Stages in DAG 

	 

	
	● The first two operations are narrow transformations, which include reading the file by using textFile API and map function. These operations do not require the data to be shuffled. Therefore, this is considered as Stage 0. 



	 

	
	● The next stage is Stage 1, where we use parallelize to create a new RDD. 



	 

	
	● After creating the RDD, the next operations are wide transformations, which include a join function to join two RDDs. Actually, we are joining the two RDDs we had created from the textFile and parallelize. After joining, we also perform a filter operation and save the file using saveAsTextFile API. These operations require the data to be shuffled across the cluster from various nodes. This stage will be called Stage 2.



	 

	Stage 0 and Stage 1 are executed in parallel, as they are not dependent on each other's outcome. However, Stage 1 can be processed without having to wait for the outcome of Stage 0. The data required to fulfill the operations in Stage 0 and Stage 1 is not shuffled from the other nodes and so the tasks within these stages are executed in parallel. However, Stage 2 is dependent on the outcome of both Stage 0 and Stage 1 and hence it can only be executed after both these stages have provided the result. The data is shuffled from the other nodes across the cluster to fulfill the join operation. Finally, the operations in sequence after the join operation are executed one after the other in the same stage as they are dependent on the outcome from the operations prior to them and provide the final result.

	 

	This concludes the theory part of Chapter 4.

	 

	
AIM

	 

	The aim of the following lab exercises is to start writing Spark code and execute it within IntelliJ IDEA, and look at the Spark web interface.

	The labs for this chapter include the following exercises:

	
	● Creating a new package in IntelliJ IDEA

	● Spark Program – Loading Data

	● Spark Program – Performing Operations

	● Spark Program – Saving Data

	● Spark Program – Lineage Graph

	● Spark Web Interface



	 

	We need the following packages in order to perform the lab exercise: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 3: SPARK PROGRAM

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	
		Creating a new package in IntelliJ IDEA

		Spark Program – Loading Data

		Spark Program – Performing Operations

		Spark Program – Saving Data

		Spark Program – Lineage Graph

		Spark Web Interface



	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	Task 1: Creating a new package in IntelliJ IDEA

	 

	Step 1: Open Intellij IDEA, which we had learned to install in the previous exercise. If you cannot find it, click on the Apps menu on your desktop as shown in the screenshot.
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	Now, click on the IntelliJ IDEA icon as shown in the screenshot. You can also search for IntelliJ IDEA if you are unable to find it in the Apps menu. Once IntelliJ IDEA is loaded, right click on the icon, which is present in the left task bar and click on “Add to Favorites.” This way, you can quickly access when you need it the next time instead of repeating all this process repeatedly.

	 

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	We can see an interface as depicted in the screenshot below.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Step 2: Expand the src folder by clicking on the caret. You should now see a main folder. Expand it as well, and you should see a folder called scala.
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	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	Step 3: Now, right-click on the scala folder and hover over New, and click on Package as depicted in the screenshot below.
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	You will be asked to enter a name for your package. We may enter any name. For instance, we have named our package as training. After entering the name, click on the OK button to finish creating a package. You should now see a package as below the scala folder as depicted in the screenshot.
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	Task 1 is complete!

	 

	Package in IDE  >> Loading Data  >>  Perform Ops
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	Task 2: Spark Program – Loading Data

	 

	Step 1: Let us now write Spark code in IntelliJ IDEA to count each word in a given file. Right-click on the package, which you had created in the previous step and hover over New and then click on Scala Class.
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	Step 2: You will be prompted with a pop up manu, which will ask you to enter the name of your Scala class. Please enter wordCount and then click on the dropdown for Kind and select Object as depicted in the screenshot below.
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	Step 3: Click OK and you can see a new tab open on the right side, along with the Scala object in the left panel as shown in the screenshot below.

	 

	[image: Image]

	 

	You should see that the name of the package and the object should be pre-populated in the IDE editor.

	 

	Step 4: Now that we have an editor for writing the Spark code, the first thing we need to do is to include the import statements from the Spark libraries. This program requires the following imports:
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	The first two import statements are utilized to import the Spark packages and the last import statement is used to set the logging level for our Spark application.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops
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	[image: Image]

	 

	Please ensure that you enter the import statements above the object line as shown in the screenshot above.

	 

	Step 5: Once we have the required imports, we can write the main function similar to that of Java. This is the starting point for the compiler to execute our program. 

	 

	def main(args: Array[String]): Unit = {

	 

	The main function takes an argument args, which is an Array of String type and does not return anything. Moreover, Unit represents no return value similar to void in Java. It is optional to mention the return type.
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	Step 6: Let us declare the level of logging in order to log the error only and the fatal messages.

	 

	Logger.getLogger("Org").setLevel(Level.ERROR)
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	This step is not mandatory and we can skip it if we want all the logs.

	 

	Step 7: Let us now create a SparkContext object, so that we can access all the Spark functionality.

	 

	val sc = new SparkContext("local[*]", "WordCount")

	We are creating an immutable variable called sc, which contains the SparkContext object. Inside the SparkContext object, the first parameter tells Spark if we would want the program to be executed in local or in a distributed mode. In our case, since we are working locally, we will be using local[*]. The [*] tells Spark to utilize all the CPU cores available locally in our machine. The next parameter is just the name of our app, which is the WordCount.
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	Please note that IntelliJ IDEA automatically prepends the names of the parameters based on what we enter.

	 

	Step 8: Now, we have created an object named SparkContext. We can now utilize this object and load data using the textFile API as we had done in the Spark Shell. 
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	Please download a text file from the URL below and save it in the path IdeaProjects/Spark/chapter_4/treasure_island.txt. Please create new directories as required, and the IdeaProjects folder is present in your Home folder.

	 

	treasure_island.txt - http://bit.ly/2LBFLtt

	 

	Once you have the file downloaded and saved in the desired location, write the following line of code to load the file to create an RDD.

	 

	val data = sc.textFile(“chapter_4/treasure_island.txt”)

	 

	With this process, we have successfully created an RDD using the text file.

	 

	[image: Image]

	 

	This step completes the process of creating a SparkContext object and creating the first RDD by loading the data using the textFile API.

	 

	Task 2 is complete!
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	Task 3: Spark Program – Performing Operations

	 

	In the previous task, we successfully created an RDD. Now let us use the RDD and apply operations to count the number of words in a file.

	 

	Step 1: We have an RDD, which contains text in lines. Let us split the lines to words by using the flatMap function. This function is used to remove a level of nesting. The flatMap function is a combination map and flatten functions, where the map function is applied first followed by the flatten function.

	 

	val words = data.flatMap(line => line.split(" "))

	 

	The above piece of code splits each line into a separate word. The logic applied to split the line is by a white space character. The flatMap function takes the data RDD and splits each line of word by a space character.

	 

	As a lab challenge, apply a map function to see how the output looks like instead of a flatMap function. After you see the output from the map function, apply the flatten function to compare the result of flatMap function and the result of map and flatten function individually.
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	Step 2: At this point, we have each word in a row. In order to count the occurrences of each word, we have to map it to a key-value pair where the key is the word itself and the value will be number 1.

	 

	val wordskv = words.map(word => (word, 1))
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	Here we utilize a map function to create a key-value pair for each word where the key is the word and value is the literal number 1. With this operation, we end up having a tuple of word and the literal number 1.

	 

	Step 3: Now that we have tuples, all we need to do is to add the values (literal number 1) for the same key. To achieve this, we utilize the reduceByKey function. As the name suggests, the reduceByKey function takes a key and applies the operations to its values.

	 

	val count = wordskv.reduceByKey((x,y) => x + y)

	 

	The above line of code takes the wordskv RDD and applies the reduceByKey function to perform a sum of all the values for a key. In this manner, we end up with a tuple where the first element is the word and the second element is the number of occurrences for that word.

	 

	 

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	The reduceByKey function is similar to the reduce function which we learned in the previous chapter. The difference is that the reduceByKey function performs the reduce operation on values for a given key in a tuple while reduce function is applied for all the elements in the collection. 
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	Step 4: In the previous step, we completed all the transformations. Let us now perform an action to print out the result to the console by using the following line:

	 

	count.collect.foreach(println)

	We can now simply use collect to collect the final RDD, which is count, and use foreach with println to print out each record in the RDD to the console. This actually triggers the program to evaluate. All the transformations before this action are only logged in the Lineage Graph to achieve the lazy evaluation.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	This completes our first-ever Spark program. All we need to do is to execute it.

	 

	Step 5: To run this program within the IDE, simply click on the play button and Run program as depicted in the screenshot. Subsequently, the program is compiled and executed.

	 

	[image: Image]

	 

	Once we click on the play button, the IDE starts executing the program by first compiling and then displaying the result at the bottom. The execution may take some time based on the hardware configuration of your machine. Once the program has been executed successfully, you should see exit code: 0 as shown in the screenshot below. If it shows exit code: 1, there might be a mistake somewhere in the program. Please go back, correct it and then execute the program again.
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	To view the result, scroll up the console until you see text in white as shown in the screenshot. Following is the output result showing each word in the text file with the number of its occurrences.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Task 3 is complete!

	Task 4: Spark Program – Saving Data

	 

	The output displayed in the console is useful during the development process, but in the real-time scenarios, we would want the output to be saved. 

	 

	Step 1: We shall be using the saveAsTextFile API to save the output of our program to the disk. Simply replace the collect statement from the previous task with the following line of code:

	 

	count.saveAsTextFile(“chapter_4/word_count/output”)

	 

	In this way, we can save our output to the following path IdeaProjects/Spark/chapter_4/word_count/output. We need not create the directories word_count and output, as they are automatically created. In fact, the compiler throws an error if the output directory is already present.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Step 2: Now execute the program as you did in the previous task and check the output directory. You should see two files: part-00000 and a _SUCCESS file. The output is saved in part-00000 file.
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	Open the part-00000 file in a text editor and you should see the result as depicted in the screenshot below.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Task 4 is complete!

	Task 5: Spark Program – Lineage Graph

	 

	Let us now check the Lineage Graph for our Word Count program.

	 

	Step 1: To check the Lineage Graph for our Word Count program, we should use the toDebugString method. To do so, simply replace the saveAsTextFile line from the previous task with the following code:

	 

	count.toDebugString.foreach(print)

	 

	Please note that we have utilized print inside foreach and not println.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Step 2: Run the program as you did before and you should see the output as shown below.

	 

	[image: Image]

	 

	As we can observe from the screenshot above, the toDebugString method displays the Lineage Graph. The indentations in the last four lines specify the shuffle boundary. It means that there was no shuffle of data for these operations: map, flatmap, and teftFile. On the other hand, the reduceByKey operation involves shuffling of data.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	The number inside the parenthesis denotes the number of parallel tasks. In our case, it is only 1. The higher number denotes a higher level of parallelism.

	 

	Task 5 is complete!

	 

	Task 6: Spark Web Interface

	 

	We can access the Spark web interface to monitor the execution of Spark applications through a web browser. The web interface can be accessed by navigating to the following URL:

	 

	http://[driverHostname]:4040

	 

	The driverhostname is usually an IP address in the real-time environment and 4040 is Spark's port by default. 

	 

	Step 1: Open a terminal and start the spark-shell by entering the following command:

	 

	$ spark-shell

	 

	The Spark shell shows you that the web interface is available at the following URL as shown below:

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Your driverHostname might be different. If a port is being utilized by another application, Spark increases the port by 1 until an open port is found. For example, if 4040 is already occupied, it will increase the port number to 4041.

	 

	Step 2: Now open your web browser and navigate to the web interface URL displayed in your Spark Shell. You can see the Spark web interface as depicted in the screenshot below.
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	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	Since there is no job running, you will be unable to see any metrics.

	 

	Step 3: Let us run a job. Create a List of few numbers and create an RDD from that list as shown below.

	 

	scala> val num = List(1, 2, 3, 4)

	scala> val numRDD = sc.parallelize(num)

	 

	Now let us write a map function, which takes the numRDD and gives a squaredRDD as shown below.

	 

	scala> val squaredRDD = numRDD.map(x => x * x)

	 

	scala> squaredRDD.foreach(println)

	 

	After you see the output in the console, navigate back to the browser and refresh the Spark web interface. Thereafter, you will see a completed job as depicted in the screenshot below:
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	Step 4: You can click on the collect link below the Description column and you will be taken to stages. Click on the collect link again to check more information as shown in the screenshot below.

	 

	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface
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	Step 5: Click on the DAG Visualization link in order to view the DAG.
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	Package in IDE  >> Loading Data  >>  Perform Ops

	 

	Saving Data

	Lineage Graph

	Web Interface

	 

	Step 6: Click on the Executors link in the navigation bar to monitor the executors as shown below:
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	Task 6 is complete!

	 

	
SUMMARY

	 

	In this chapter, we have learned the Characteristics of RDD extensively. Moreover, we have described the types of operations we can apply on RDD. Furthermore, we have comprehensively studied the Spark architecture by discussing the Lineage Graph and DAG.

	In the labs, we wrote our first Spark program in Intellij IDEA and learned to execute it. In addition, we have also looked at the Spark web Interface.
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CHAPTER 5:
RDD KEY-VALUE PAIRS
& CACHING

	Theory

	In the previous chapter, we learned the internal execution of a Spark job and executed our first Spark program through the IntelliJ IDEA. In this chapter, let us learn about RDDs of key-value pairs. 

	Paired RDD

	An RDD containing key-value pairs is known as Paired RDD. They are the most frequently-used data structures in Spark to perform aggregations. Moreover, they are beneficial during the joins where two RDDs are joined based on the same key. In Task 3 of the previous lab exercise, we have already learned to create a Paired RDD. We have used a map function to map each word to a key-value pair where the key is the word itself and the value is number 1. Subsequently, we applied reduceByKey function, which can only be applied on a Paired RDD.

	 

	The simplest way to create a Paired RDD is by using the map function as observed in the previous lab exercise. All we need to do is map an RDD as a tuple and Spark will automatically consider the tuple as a key-value RDD or paired RDD. Next, we can apply transformations to the key-value pair RDD as per the requirement. A paired RDD can have a complicated data structure associated with it as well. We can utilize the nesting within the tuple for a key and value. All it needs to have is a key and a value at the top level to be qualified as a Paired RDD.

	Paired RDD Transformations

	The functions, which are utilized for a standard RDD, can also be employed for Paired RDD. However, since the Paired RDDs are in the form of tuples, we need to apply functions that deal with a key-value pair rather than individual elements. The following are the few transformation functions, which can be applied on the paired RDDs. 

	 

	
		
				reduceByKey

				The reduceByKey function is used to combine all the values of a given key using an associative function. The syntax for the reduceByKey function is rdd.reduceByKey((x,y) => x + y). The x and y in the syntax above do not represent a key-value pair. Instead, they represent two values of a given key on which the commutative and associative functions are applied at a time. The result of the first two values of the key is then combined with the third value for the key and so on for all the values of a given key. The reduceByKey function is a wide transformation, as it requires shuffling of data across the nodes of a cluster.

		

		
				sortByKey

				The sortByKey function is utilized to sort all the values of a given key. The syntax for sortByKey is rdd.sortByKey(). 

		

		
				groupByKey

				The groupByKey function is similar to that of reduceByKey function. It is used to group all the values of a given key in the form of an iterator. The syntax for groupByKey is rdd.groupBykey(). The groupByKey function is also a wide transformation, as it requires shuffling of data across the nodes of a cluster.

		

		
				mapValues

				The mapValues function is used to transform all the values and keep the key as-is without changing. It is only applied on the values. Therefore, the mapValues function is used to transform the values only and the key is not transformed. The syntax for the mapValues function is rdd.mapValues().

		

		
				flatMapValues

				The flatMapvalues function is similar to that of the mapValues function but it also applies the flatMap function over the mapValues function.  It is a combination of the mapValues and flatMap functions. The flatMap function is useful to break down the collections into elements of the collection after the mapValues function is applied.  

		

		
				keys

				The keys function is used to return a new RDD of all the keys from the Paired RDD. The syntax for keys is rdd.keys.

		

		
				values

				The values function is used to return a new RDD of all the values from the Paired RDD. The syntax for values is rdd.values.

		

		
				 

				 

		

		
				 

				 

		

	

	Two Paired RDD Transformations 

	Like the single-paired RDD transformations, we can also perform transformations on the two-paired RDDs. An example of such two paired RDD transformation is join. The following are functions that can be performed with two paired RDDs.

	 

	
		
				join

				The join is similar to that of SQL style join, which is used to join two paired RDDs based on a common key. This join action performs an inner join on the two-paired RDDs. The syntax of join is rdd1.join(rdd2).

		

		
				rightOuterJoin

				Given the two-paired RDDs, rdd1 and rdd2, the rightOuterJoin function is used to join these two RDDs where the key is present in rdd1. The syntax of rightOuterJoin function is rdd1.rightOuterjoin(rdd2).

		

		
				leftOuterJoin

				Given the two-paried RDDs, rdd1 and rdd2, the leftOuterJoin function is used to join these two RDDs where the key is present in rdd2. The syntax of the leftOuterJoin function is rdd1.leftOuterjoin(rdd2).

		

		
				subtractByKey

				The subtractByKey function is used to produce a new RDD by removing the elements, which have the same key on both the paired RDDs. The syntax of subtractByKey is rdd1.subtractByKey(rdd2).

		

		
				cogroup

				The cogroup function is used to group data from both the paired RDDs, which have the same key. The cogroup function is similar to that of Full Outer Join in SQL but instead of flattened result of each line per record, we get an iterable interface with cogroup function. Subsequently, we can either tokenize the records or perform other operations as per the requirement. The syntax for cogroup function is rdd1.cogroup(rdd2).

		

	

	 

	Paired RDD Actions

	In addition to transformations, we also have actions that can be applied on paired RDDs. These actions, as observed earlier, trigger the evaluation of a Spark job. All the regular actions, which are applied on RDDs, can be applied on the paired RDDs.  Let us look at the actions for paired RDDs.

	 

	
		
				countByKey

				The countByKey function gives back an RDD with the count of values for each key. This function is very useful when we just need to count the values for each key in the paired RDD. The syntax for the countByKey function is rdd1.countByKey().

		

		
				collectAsMap

				The collectAsMap function is similar to the collect function, but collectAsMap goes a step ahead to return the results for paired RDD as a Map collection. Since this will be a map collection, all the duplicate keys are removed and the result contains the paired RDD with unique keys. Please be informed that when we use the collectAsMap function similar to collect, all the data is shuffled to the driver. We only use this function, when we know that we have enough driver memory to accommodate all the data. The syntax for collectAsMap is rdd.collectAsMap().

		

		
				lookup(key)

				The lookup(key) function is used to look up values corresponding to a key. This provides an efficient way to get values based on the key. The syntax for the lookup(key) function is rdd.lookup(key).

		

	

	 

	RDD Caching and Persistence

	RDD Caching and RDD Persistence play very important role in processing data with Spark. With caching and persistence, we are able to store the RDD in-memory, so that we do not have to recompute or evaluate the same RDD again, if required. This is an optimization technique, which helps to complete jobs more quickly by saving the evaluation of RDD in memory. We learned this characteristic of RDD in the previous chapter. 

	 

	Let us understand this better with an example. The default behavior is that an RDD is computed every time an action is called on the RDD. Look at the following piece of code below.

	 

	scala> val data = sc.textFile(“/some/path/records.txt”)

	 

	The above line simply loads a text file using the textFile API and stores it to an RDD called data.

	 

	scala> data.take(5)

	 

	The above code utilizes the take() function to return first five elements of the RDD. This is an action, which triggers the evaluation. The RDD data is now computed by loading it from the file system and then the action is performed. 

	 

	Now, let us say that we need to count the elements in our RDD. 

	 

	scala> data.count()

	 

	We are now running a new action, which is causing the RDD to compute again by loading it from the file system and then the action count is performed. As we can observe, we are evaluating the RDD twice. This takes lot of time if the data volume is very big. To overcome this problem, we have the cache() and persist() methods which can be cache or persist the RDD in memory or on the disk. 

	 

	The difference between cache() and persist() methods is that the cache() uses the default storage level of StorageLevel.MEMORY_ONLY, while the persist() method can have the combination of various storage levels as observed below.

	 

	Persistence Storage Levels

	 

	
		
				MEMORY_ONLY

				This is the default storage level. The RDD when cached is stored in memory only. If the RDD does not fit in the memory, few partitions, which do not fit, are computed on the fly when an action is called. The RDDs are stored as the deserialized Java objects.

		

		
				MEMORY_AND_DISK

				This storage level uses the disk to store few partitions of RDD if they do not fit in the memory. Therefore, instead of recomputing the RDD partitions, which do not fit in memory, they are spilled to disk. The RDDs are stored as deserialized Java objects.

		

		
				MEMORY_ONLY_SER

				This storage level is the same as MEMORY_ONLY but RDDs are stored as serialized Java objects. Serialization is more space efficient when it is compared to the deserialized objects; however, it is CPU intensive operation.

		

		
				MEMORY_AND_DISK_SER

				This storage level is same as MEMORY_AND_DISK but RDDs are stored as serialized Java objects in memory. The partitions, which do not fit in the memory, are spilled to the disk.

		

		
				DISK_ONLY

				In this storage level, the RDDs are stored to the disk only and not in memory. This requires low space when compared to persisting in memory but is CPU intensive.

		

		
				MEMORY_ONLY_2, 
MEMORY_AND_DISK_2,
MEMORY_ONLY_SER_2,
MEMORY_AND_DISK_SER_2,
DISK_ONLY_2

				All these levels are same as above but they store the RDD partitions with the replication factor of 2. It means that each partition is stored on two nodes of a cluster with replication.

		

	

	 

	Let us go back to our example and observe how we can use cache() and persist() methods.

	 

	scala> val data = sc.textFile(“/some/path/records.txt”)

	 

	Once we load the file using the TextFile API, we can now cache or persist the data RDD. Before we can cache or persist, we have to import the following.

	 

	scala> import org.apache.spark.storage.StorageLevel

	 

	Subsequently, we use the cache() method, if we need the default implementation of storage only.

	 

	scala> data.cache()

	 

	However, if we want to use the various storage levels as explained above, we have to use the persist() method and specify the desired storage level. Therefore, the code looks like:

	 

	scala> data.persist(StorageLevel.MEMORY_AND_DISK_SER)

	 

	At this point of time, we have simply specified out storage level for persistence. The actual persistence happens when the action on the RDD is called.

	 

	scala> data.take(5)

	 

	After this action is completed, the RDD is stored in the memory and any partitions that do not fit in memory are spilled to disk. When we trigger another action as below, the RDD will not be computed again as it is already computed and persisted. This process reduces the total time taken to complete the job without having to compute the same RDD repeatedly.

	 

	scala> data.count()

	 

	It is also possible to remove the persisted RDDs manually. We simply have to use the unpersist() function to the RDD we want to unpersist.

	 

	scala> data.unpersist()

	 

	However, if we choose not to remove the persisted RDDs manually, Spark automatically removes the partitions based on the Least Recently Used (LRU) cache policy, when there is too much data cached in memory. Therefore, we need not worry about breaking a job when memory is full.

	 

	At this stage, we conclude the theory for this chapter.

	 

	 

	
AIM

	 

	The aim of the following lab exercises is to start writing Spark code in Intellij IDEA to learn about the Paired RDDs.

	The labs for this chapter include the following exercises:

	
	● Creating a Tuple

	● Creating a Paired RDD

	● Performing operations on Paired RDD

	● Performing more operations on Paired RDD

	● Performing Joins on Paired RDD

	● Performing Actions on Paired RDD



	 

	We need the following packages to perform the lab exercise: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 4: PAIRED RDD – HANDS ON

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	
		Creating a Tuple

		Creating a Paired RDD

		Performing operations on Paired RDD

		Performing more operations on Paired RDD

		Performing Joins on Paired RDD

		Performing Actions on Paired RDD



	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Let us start this exercise by executing a program, which computes the average rating provided by a user for a list of movies.

	Task 1: Creating a Tuple

	 

	Step 1: Download the ratings.csv file from the URL below. This file contains four columns: userId, movieID, rating and timestamp.

	 

	ratings.csv - http://bit.ly/2QmnAH9

	 

	Please save this file in the IdeaProjects/Spark/chapter_5 folder. (Please create a folder named chapter_5 in the home folder.)

	 

	Step 2: Open IDE, right-click the training package that you had created in previous exercise and hover over New and then click on Scala Class. When prompted, enter avgRatings as the name, and click on the dropdown for Kind and select Object. Enter the imports as depicted below.

	 

	import org.apache.spark._
import org.apache.spark.SparkContext._
import org.apache.log4j._
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 3: Let us now write a function to parse the records and extract the fields of our interest. For our program, we are only interested in the userId and ratings fields. The function will split a line of input into a tuple of (userId, ratings).

	 

	Let us name the function parseRecords.

	 

	def parseRecords (rows: String): (Int, Float)={

	This function takes each line of input as an argument and returns a tuple of an integer and a float.
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	Step 4: Now, using the split function, we split each field in the record by a comma, as we know that each field in our record is separated by a comma.

	 

	val records = rows.split(",")
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 5: Now that we have split the records, all we have to do is to extract the required fields and convert the userId to integer and ratings to float types.

	 

	val userId = records(0).toInt
val ratings = records(2).toFloat

	 

	The records variable contains four fields. We can simply access them based on the index starting from 0. Therefore, we simply extract the userId which is the first field to the variable userId and ratings which is the third field to the variable ratings.
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	Step 6: Finally, we simply have to return the userId and ratings to complete our function.

	 

	(userId, ratings)
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	This creates a tuple of userId and ratings. We can use this tuple to create our Paired RDD in the next task.

	 

	Task 1 is complete!

	 

	Task 2: Creating a Paired RDD

	 

	Let us now write the main function for our program where we create our Paired RDD and perform operations over the Paired RDD.

	 

	Step 1: Write the following main function and error log level as shown below.

	 

	def main(args: Array[String]): Unit = {

  Logger.getLogger("Org").setLevel(Level.ERROR)
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 2: Create a SparkContext object as we had learned in the previous exercise. Enter the master as local to use all the cores and the name of the app as Average ratings by users.

	 

	val sc = new SparkContext("local[*]", "Friends By First Name")

	 

	Now that we have the SparkContext object created, let us load our file using the textFile API.

	 

	val data = sc.textFile(“chapter_5/ratings.csv”)
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	We now have an RDD loaded.

	 

	Step 3: Finally let us create our pairedRDD. To do this, we have to pass the parseRecords function as an argument to the map the higher order function, so that all the records in the data RDD are parsed as per the logic in our parseRecords function. The following line of code performs this task.

	 

	val RDDPair = data.map(parseRecords)
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	That is it. We now have our Paired RDD. We can optionally look at the RDDPair by simply printing it out to the console by using the code below.

	 

	 RDDPair.collect.foreach(println)

	 

	PS: Using collect is not recommended if your data volume is very big. When collect is used, all the data is shuffled to the driver node and if there is not enough memory available in the driver node, the job will throw a memory exception error.

	 

	Once you write this line of code, run the program by clicking the play icon and then clicking on the Run option as shown below. Please ensure that you have the appropriate closing flower braces at the end of the code.

	 

	[image: Image]

	 

	You should have the output in the console with the key-value pairs as shown in the screenshot below.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	The first element in each tuple is the key (userId) and the second element in the tuple is a value (ratings).

	 


Task 2 is complete!

	Task 3: Performing Operations on Paired RDD

	 

	Before proceeding with this task, please comment out or remove the following statement from the previous task.

	 

	RDDPair.collect.foreach(println)

	 

	We can put comments in Scala using the characters ‘//’ preceding the comment as shown below. These kinds of comments are called single line comments.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions
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	We can also use the multi-line comments by using characters ‘/*’ and ‘*/’ around the comment.

	 

	/*
This is a multi-line comment.
Which can span multiple lines.
Like this.
*/

	 

	Step 1: At this point, we have a Paired RDD with userId as key and ratings as value. We now have to compute the sum of user ratings and divide them by the number of ratings, so that we can get the average rating by a user.

	 

	To achieve this, we must first compute the number of ratings by a user using the mapValues function. 

	 

	val mappedRatings = RDDPair.mapValues(x => (x,1))

	 

	This transformation converts each rating value to a tuple of (ratings, 1). Therefore, we will be having our Paired RDD as (userId, (ratings, 1)).

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions
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	You may optionally print out the mappedRatings to the console as in the previous task, to check how the result is displayed.

	 

	Step 2: Next, we shall be using the reduceByKey function to sum up all the ratings and all the instances for each userID, by adding all the rating values and 1's, respectively.

	 

	val totalRatings = mappedRatings.reduceByKey( (x,y) => (x._1 + y._1, x._2 + y._2))

	 

	The result is in the form of (userId, (totalRatings, totalInstances))
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 3: Finally, we can now compute the average of the ratings by userId again by using the mapValues function. The average is calculated by dividing totalRatings by totalInstances.

	 

	val avgRatings = totalRatings.mapValues(x => x._1/x._2)

	 

	[image: Image]

	 

	We now have the average rating of each user.

	 

	Step 4: We can now use the collect function to compute the final result from the RDD and display it on the console using the following line of code. This action triggers DAG and the job is executed.

	 

	avgRatings.collect.foreach(println)
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	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 5: Run the program by clicking on the play icon and Run option as depicted in the screenshot below.
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	Once the job is finished, check the output in the console as shown in the screenshot below.
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	Step 6: We can also sort the result on either column by using the sortBy function as shown below.

	 

	val sorted = avgRatings.sortBy(x => x._2)

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	The above line is utilized to sort the second field, which is the value (Average rating) in the ascending order by default. The sorted result is as shown below.

	 

	[image: Image]

	 

	However, if we want to sort it in descending order, we can simply use the dash (-) symbol as shown below.

	 

	val sorted = avgRatings.sortBy(x => -x._2)

	 

	We will have the results sorted in descending order when we run the program as shown below.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	We can also sort the result by the key by referring to the first element in the sortBy function or by simply using the sortByKey function key as shown below.

	 

	val sorted = avgRatings.sortByKey()

	 

	[image: Image]

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Finally, we can sort the results in the descending order when the sortByKey function is used by passing the argument as false for the function.

	 

	val sorted = avgRatings.sortByKey(false)

	 

	Task 3 is complete!

	Task 4: Performing more Operations on Paired RDD

	 

	In the previous tasks, we have only performed a couple of operations on the Paired RDDs. Let us now look at some more operations that we can perform on Paired RDDs.

	 

	Step 1: Download the tags.csv file from the URL below. This file contains four columns: userId, movieID, tag and timestamp.

	 

	tags.csv - http://bit.ly/2YTVGFk

	 

	Please save this file in the IdeaProjects/Spark/chapter_5 folder. (Please create a folder named chapter_5 in the home folder.)

	 

	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter tags as the name, and click on the dropdown for Kind and select Object. Enter the required imports as depicted in the screenshot below.

	 

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	Step 3: Write the recordsParser function as in the previous task. For this task, let us extract the movieID and tag fields. The recordsParser function is as shown below.

	 

	def parseRecords (rows: String): (Int, String)={

	val records = rows.split(",")

	val movieID = records(1).toInt
val tags = records(2).toString

	(movieID, tags)

	}

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	Step 4: Create a Paired RDD as in Task 2 by writing the main function, and setting the error log level (optional), creating a SparkContext object and loading the file using the textFile API.

	 

	def main(args: Array[String]): Unit = {

  Logger.getLogger("Org").setLevel(Level.ERROR)

	 

	val sc = new SparkContext("local[*]", "Paired RDD Operations")

	 

	val data = sc.textFile(“chapter_5/tags.csv”)

	 

	Now create an RDD pair by parsing the data RDD using the recordsParser function.

	 

	val RDDPair = data.map(parseRecords)

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	We now have our paired RDD. Let us use some operations in the next step on our Paired RDD.

	 

	[image: Image]

	 

	Step 5: Now that we have our Paired RDD, let us group all the tags by movieID using the groupByKey function.

	 

	val grouped = RDDPair.groupByKey()

	 

	[image: Image]

	 

	Let us now print out the result of the grouped RDD to the console.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	 

	grouped.collect.foreach(println)

	 

	The output is as shown in the screenshot below with all the tags for a movie grouped together.

	 

	[image: Image]

	 

	We may optionally convert the values from compactBuffer to a list by simply mapping the output and converting them to a List as shown below.

	 

	val flattened = grouped.map(x => (x._1, x._2.toList))

	 

	flattened.collect.foreach(println)

	 

	 

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	Step 6: We can also extract the keys and values to separate RDDs as shown below.

	 

	val RDDKeys = flattened.keys

	 

	RDDKeys.collect.foreach(println)

	 

	[image: Image]

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Similarly, we can extract the values by using the code below.

	 

	val RDDValues = flattened.values

	 

	RDDValues.collect.foreach(println)

	 

	[image: Image]

	 

	Task 4 is complete!

	Task 5: Performing Joins on Paired RDDs

	 

	So far, we have worked on single paired RDDs. In this task, let us look at two paired RDDs by performing joins.

	 

	Step 1: Download the ratings.csv file from the URL below. This file contains four columns: userId, movieID, rating and timestamp.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	ratings.csv - http://bit.ly/2QmnAH9

	 

	Please save this file in the IdeaProjects/Spark/chapter_5 folder if not saved already in the previous tasks.

	 

	Step 2: Download the movies.csv file from the URL below. This file contains three columns: movieID, movieName and genre.

	 

	movies.csv - http://bit.ly/2EJj0Os

	 

	Please save this file in the IdeaProjects/Spark/chapter_5 folder. 

	 

	We shall join these datasets based on the movieID.

	 

	Step 3: Create a new object in the IDE and name it joins. Import all the required import statements as shown below. Next, let us declare a case class with fields according to the columns in both the files, along with their data types.

	 

	import org.apache.spark._
import org.apache.log4j._

object joins {

	 

	case class ratings(userId: Int, movieID: Int, rating: Float, timestamp: String)

	
case class movies(movieID: Int, movieName: String, genre:String)

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions
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	Step 4: Now, let us load both the files using the textFile API and split the fields by a comma delimiter. We shall be using the map function to split the fields for every record in the RDDs.

	 

	def main(args: Array[String]): Unit = {

  Logger.getLogger("Org").setLevel(Level.ERROR)

val sc = new SparkContext("local[*]", "Joins")

	 

	val rating = sc.textFile("chapter_5/ratings.csv").map(x => x.split(','))
val movie = sc.textFile("chapter_5/movies.csv").map(x => x.split(','))

	 

	By splitting the fields, we can refer them individually while creating a Paired RDD.

	 

	[image: Image]

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 5: Now that we have both the datasets loaded and separated by comma delimiter, let us create a tuple of two elements (Paired RDD) so that we can perform a join on both the RDDs based on key. The key here is the movieID.

	 

	To create a tuple, we utilize the map function with the first element (key) of the tuple as movieID, which is second field in the rating RDD and first field in movie RDD. The second element (value) of the tuple will be the entire records from both the RDDs.

	 

	 

	val rating_record = rating.map(x => (x(1).toInt, ratings(x(0).toInt, x(1).toInt, x(2).toFloat, x(3).toString)))

val movie_record = movie.map(x => (x(0).toInt, movies(x(0).toInt, x(1).toString, x(2).toString)))

	 

	[image: Image]

	 

	Step 6: The next step is to perform the join as shown below.

	 

	val joined = rating_record.join(movie_record)

	 

	Now we can simply collect the results and print them to the console.

	 

	joined.collect.foreach(println)

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	The output with the joined results can be observed in the screenshot below.

	 

	Similarly, we can perform the rest of the joins, such as left outer join and right outer join.

	 

	It is recommended to perform joins using the dataframes rather than RDDs as it can have the benefit of catalyst optimizer when performed using dataframes. We shall look at dataframes in our upcoming chapters.

	 

	Task 5 is complete!

	 

	Task 6: Performing Actions on Paired RDDs

	 

	Let us now perform actions on the Paired RDDs and look at caching and persisting RDDs. In addition, let us continue the program from the previous task and apply actions over them.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	Step 1: We shall be using the joined RDD for all the actions we perform in this task. Since we shall be using this RDD more than once, let us persist with it before performing these actions, so that the application does not process all the transformations repeatedly whenever an action is called.

	 

	joined.persist(StorageLevel.MEMORY_AND_DISK_SER)

	 

	We might see an error about the missing import. If so, please add the following import to the list of imports.

	 

	import org.apache.spark.storage.StorageLevel

	 

	We may use our desired level of persist storage level above.

	 

	Step 2: Let us first use the countByKey function to check the number of ratings per movie on our joined RDD.

	 

	val count = joined.countByKey()

	 

	Let us print the count to the console using the println function and run the program. We should see the result as shown below with count of reviews for each movie shown as a Map collection.

	 

	println(count)

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	[image: Image]

	 

	Step 3: Let us now use the collectAsMap function on the joined RDD.

	 

	val mappedCol = joined.collectAsMap()

	println(mappedCol)

	 

	The result is returned as a Map collection with all the duplicate keys removed.

	 

	[image: Image]

	 

	Step 4: Finally, let us utilize the lookup(key) function to lookup value for a key in our joined RDD.

	 

	Creating Table  >> Creating RDD Pair  >>  Pair RDD Op

	 

	More Op.

	Pair RDD Joins

	Pair RDD Actions

	 

	val look = joined.lookup(25)

	println(mappedCol)

	 

	[image: Image]

	 

	The result is shown as an ArrayBuffer for all the values of the key.

	 

	Task 6 is complete!

	 

	 

	
LAB CHALLENGE

	 

	
	● As a continuation to Task 5, please perform the other joins (Right Outer and Left Outer joins), which we have learned in theory. 



	 

	 

	
SUMMARY

	 

	In this chapter, we have comprehensively studied the RDD key value pairs. We have learned the types of operations we can apply on Paired RDDs; moreover, we discovered the caching and persistence.

	In the labs, we created a Paired RDD and applied transformations and operations on the Paired RDDs.
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CHAPTER 6:
SHARED VARIABLES

	Theory

	 

	Spark provides two different abstractions as low-level APIs. We have been looking at RDDs, which are the low-level Application Programming Interfaces (APIs) for Spark so far. In this chapter, we shall be looking at the Distributed Shared Variables, which are also other types of low-level abstractions for Spark. Let us learn what are the Distributed Shared Variables and why we should use them.

	What are Shared Variables?

	The Shared Variables in Spark are the variables, which are used to perform operations in parallel. When a job is run in Spark, the functions of that job are run in parallel as tasks on various executors of the cluster. The variables used in the functions are sent to each task each time the variable is required. Each task gets a copy of the variable in serialized form and changes made to these variables are not propagated back to the driver or to other tasks in executors processing them. This default behavior works well when the requirement does not have to manipulate the variables or if the variables are shipped only once. However, this is not the case all the time and is inefficient to ship a copy of variable and deserialize it every time it is required during the job, especially if the value is considerably large. 

	Why Shared Variables?

	As explained in the previous section, in order to overcome the inefficiency of shipping the variables every time to executors, and to overcome the inability of propagating the updates of variables back to the driver or executors, we use the Distributed Shared Variables.

	 

	There are two types of Distributed Shared Variables supported by Spark.

	 

	
	● Broadcast Variables

	● Accumulators



	 

	Let us look at each of them in detail and try to understand them better with an example in the lab exercises.

	 

	Broadcast Variables

	Broadcast variables are the shared variables, which allow Spark to send large values efficiently in an immutable (read-only) state to all the worker nodes. These variables can be utilized one or more times during Spark operations. The broadcast variables are sent to the worker nodes only once and are then cached to the worker nodes’ memory in the deserialized form. These variables are very useful when the Spark job consists of multiple stages and multiple tasks in those stages require the same variable. Broadcast Variables overcome the inefficiency of shipping the variables every time to executors.

	 

	If not for broadcast variables, the required variable should be shipped to executors running the tasks every time it is referenced, cache it in the executor’s memory and then deserialize it. All this accounts to an overhead and hampers the job performance. Instead of shipping the variable every time it is required during the multiple stages, it can be simply accessed any number of times without any overhead as it is available locally when the Broadcast Variables are used. An example for the Use Case of broadcast is a look-up table or a feature vector in machine learning algorithm.

	 

	Using Broadcast Variables does not mean that the data is not transmitted across the network. However, unlike transmitting the data every time the variable is referenced in the “regular” variables, the data is only transmitted once, saving network bandwidth and executor resources.

	Optimizing Broadcast Variables

	It is imperative to optimize Broadcast Variables with compact and fast data serialization when large values are used to broadcast. Not doing so will result in network bottlenecks, if the value takes too much time to serialize and transmits over the network. Using the correct serialization library helps to improve the job performance in an efficient manner.

	 

	The default serialization library, Java Serialization, provides fast and compact serialization for almost everything except arrays of primitive types. We can use a different serialization library to optimize our broadcast using the spark.serializer property, or we can implement our own user-defined serialization as per the requirement.

	 

	We shall be looking at an example program using Broadcast variables in the lab exercise for this chapter.

	Accumulators

	Another kind of the Distributed Shared Variables are Accumulators. They are most commonly used in error handling, i.e., to implement custom counters to count the events that occur during the job execution. Let us learn about Accumulators in detail.

	 

	As the name suggests, Accumulators are used to accumulate values to implement counters and aggregations. Since accumulation involves updating the values, they are mutable (writable), unlike the Broadcast Variables, which can be updated by tasks running on various nodes and can be read by the driver program. Accumulators overcome the inability of propagating the updates of variables back to the driver. Spark has the support for numeric type Accumulators by default, but we can also develop Accumulators for other types as well.

	 

	We can create an accumulator variable by using the accumulator method provided by the SparkContext object. The accumulator method takes two arguments. The first argument is the initial value for the accumulator, and the second argument is the name we can specify for the accumulator, which is displayed in Spark web UI. The second argument is optional and the method is valid with only one argument, i.e., the initial value for your accumulator. The initial value can be incremented by tasks locally by using the add method or += operator. The driver then globally increments all the accumulated values from tasks. The driver uses the value method to read the accumulated value.

	 

	Accumulators are efficient because no data is shuffled across the network. All the data is processed locally in the executor nodes by tasks. However, it is not recommended to utilize the Accumulators when the locally accumulated data is large and does not fit the memory of the driver. The regular RDD transformations should be used in such cases.

	Points to remember when Accumulators are used

	
	● Accumulators should be used within the action operations only. If they are used within transformations, there is no guarantee that the final results are accurate. Since transformations are executed lazily whenever an action is called, the Accumulators are processed more than once and so the result would be incorrect.



	 

	
	● Accumulators are evaluated in the driver node since it is not associated with an RDD. The rule of thumb is that any code associated with RDD is evaluated in executors and the code, which is not associated with an RDD, is evaluated in the driver node.



	 

	We shall be looking at Accumulators with respect to Spark version 1.x and Spark version 2.x in the lab exercises to understand the concept better. We shall also look at creating a custom Accumulator.

	Scala Monadic Collections

	Now that we are looking at error handling in Spark, let us discuss the Monadic Collections in Scala, which are used for error handling.

	 

	There are three Monadic collections in Scala, which are used in error handling in functional programming, similar to try catch blocks in Java exception handling. However, in functional programming, we have to return something while try catch blocks in Java do not return anything. Therefore, Monadic collections help us to follow the rules of functional programming while implementing error handling.

	 

	Unlike the traditional collections such as List, Map, Set etc., which can contain multiple objects, Monadic collections only contain two objects and can only return one object at a time. Let us look at these collections in detail.

	Either Monadic Collection

	The Either collection contains two objects called Left and Right object. They work in the following manner: we can implement a condition in Either and return the Left object in case of errors if the condition in Either is not satisfied and return the Right object in case of the condition in Either is satisfied. Please remember that Left for errors and Right for no errors is just a convention. We can use vice-versa as well. We shall look at this collection in our lab exercise.

	Option Monadic Collection

	The Option Monadic Collection helps us deal with the NullPointerException. As explained earlier, Option Monadic Collection also contains two objects called Some and None. Let us create a case class, which stores the employee information.

	 

	scala> val welcome: Option[String] = Some(“Welcome to Learning Voyage”)

	 

	We can now retrieve the value using the get method as String is wrapped into an option.

	 

	scala> welcome.get

	 

	Similarly, we can also set the None object to the variable as shown below.

	 

	scala> val welcome: Option[String] = None

	 

	Since there is no value set for our variable, we can use the getOrElse method to set a value on the fly as shown below.

	 

	scala> welcome.getOrElse(“Ernesto Lee Website”)

	 

	This is a very basic example of using the Option collection. We can use it in a variety of cases like pattern matching and case class etc.

	Try Monadic Collection

	The Try Monadic Collection is similar to that of Either which contains two objects, namely Success and Failure objects. As the name suggests, the Success object returns the value if the condition in Try succeeds, else the Failure object is returned with the exception.

	 

	Please check the References section to learn more about Monadic Collections in Scala.

	 

	This concludes the theory for this chapter.

	 

	 

	
AIM

	 

	The aim of the following lab exercises is to start writing Spark code in Intellij IDEA to learn about Broadcast Variables and Accumulators in 1.x and 2.x as well as custom Accumulators.

	The labs for this chapter include the following exercises:

	
	● Using Accumulator Method

	● Implementing Record Parser

	● Implementing Counters

	● Implementing Accumulators V2

	● Implementing Custom Accumulators

	● Using Broadcast variables



	 

	We need the following packages to perform the lab exercise: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 5: SHARED VARIABLES – HANDS ON

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	
		Using Accumulator Method

		Implementing Record parser

		Implementing Counters

		Implementing Accumulators V2

		Implementing Custom Accumulators

		Using Broadcast Variables



	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	Let us start this exercise by looking at Accumulators.

	 

	Task 1: Using Accumulator method

	 

	In this task and the next two, we shall be looking at Accumulators API in Spark 1.x to count the number of malformed records and separate the malformed records from the good records.

	 

	Step 1: Download the ratings-malformed.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	Ratings-malformed.csv - http://bit.ly/2WuTese

	 

	Please save this file in the IdeaProjects/Spark/chapter_6 folder. (Please create a folder named chapter_6 in the home folder.)

	 

	Please note that this file is different from the file we used in the previous lab exercises. This file has malformed records.

	 

	Step 2: Open IDE, right-click the training package that we had created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter counters as the name, click on the dropdown menu for Kind, and select Object. Enter the imports as shown below.

	 

	import org.apache.spark._
import org.apache.spark.SparkContext._
import org.apache.log4j._

	 

	Step 3: Now write the main function along with the error log level setting as always.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	def main(args: Array[String]): Unit = {

  Logger.getLogger("Org").setLevel(Level.ERROR)

	 

	Moreover, create a SparkContext object and enter the master as local to use all the cores and the name of the app as Counters.

	 

	 

	val sc = new SparkContext("local[*]", "Counters")

	 

	The code so far should look like the one in the screenshot below.

	 

	[image: Image]

	 

	Step 4: Now that we have the SparkContext object created, let us load our file by using the textFile API.

	 

	val data = sc.textFile(“chapter_6/ratings-malformed.csv”)

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	[image: Image]

	 

	The aim of this task is to count the number of malformed records. However, what is the process of deciding which records are good and which are malformed? To answer this question, we need to have a look at our input file. Open the file, which you have downloaded in step 1 for this task.

	 

	You will be able to see that the file contains four fields as explained in Step 1. However, there are many records, which are missing some fields as depicted in the screenshot below.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	[image: Image]

	
In order to count and separate the good records from bad records, we make use of Accumulators.

	 

	Step 5: The next step is to use the Accumulator method in the SparkContext object and pass its arguments. The arguments are the initial value of zero (0) and the name of our accumulator as bad records.

	 

	val badRecords = sc.accumulator(0, "bad records")

	 

	You will see a warning “Symbol Accumulator is deprecated.” You may ignore this warning, as this is an older Accumulator API for Spark 1.x.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	With this process, we have successfully set the initial value for the accumulator and named the counter as bad records. We can now write a logic on how to determine good and bad records. We can achieve this by writing a recordParser object and defining a parse method within the object. Let us see that in the next task.

	 

	[image: Image]

	 

	We shall come back to this program in Task 3, once we figure out how to separate the bad records from the good records, so that we can count the number of bad records.

	 

	Task 1 is complete!

	Task 2: Implementing Record Parser

	 

	Step 1: To implement a record parser, we shall create yet another Scala object and name it as recordParser. Please follow the steps associated with creating a new Scala object. No imports are required for this object.

	 

	We should end up with the object as shown below.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	[image: Image]

	 

	 

	Step 2: Let us first create a case class to store all our good records as shown below.

	 

	case class records(userId: Int, movieId: Int, rating: Double, timeStamp: String)

	 

	[image: Image]

	 

	Step 3: Let us now define a parse function, which takes input record of type String as argument. The return type is an Either Monadic collection, which either returns String as Left object or a records case class as Right object.

	 

	Do not worry if you do not understand this as of now. All this makes sense when you look at the rest of the code.

	 

	def parse(record:String):Either[String, records]= {

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	Next, let us declare an array variable of type String and name it fields, so that we can split the incoming records based on a comma. This way, we can access each field individually, and we can know the number of fields in each record.

	 

	val fields: Array[String] = record.split(",")

	 

	[image: Image]

	 

	Step 4: This is the step where we perform the error handling by using an ‘if’ loop. The condition for ‘if’ loop will check if a record has four fields by using the length method.

	 

	If there are four fields in a record, we simply access each field based on its index and store it in the case class records by using the Right object. If there are less than four fields, we pass the record as it is by using the Left object.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	if (fields.length == 4)
     {
      val UserId: Int = fields(0).toInt
      val movieId: Int = fields(1).toInt
      val rating: Double = fields(2).toDouble
      val timeStamp: String = fields(3)
 

	Right (records(userId: Int, movieId: Int, rating: Double, timeStamp: String))
    }
    else{
           Left(record)
    }
  }
}

	 

	Please ensure that you correctly enter all the opening and closing flower brackets if you encounter an error.

	 

	[image: Image]

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	Let us now go back to the previous program counters and refer to this object there.

	 

	Task 2 is complete!

	Task 3: Implementing Counters

	 

	Step 1: Navigate back to the counters object in IDE and continue from where we left in Task 1.

	 

	Step 2: Let us now write a foreach action, which parses each row through our recordParser object, which we had implemented in the previous task.

	 

	data.foreach(row => {
  val parsedRecords = recordParser.parse(row)
  if(parsedRecords.isLeft){
    badRecords += 1
  }
})

	 

	We then write an ‘if’ condition to check if the record is a left object, i.e. a bad record. If it is, we simply increment the value of badRecords variable, which we had declared in task 1 by 1.

	 

	We can use the ‘isLeft’ method to check if it is a Left object and ‘isRight’ method for Right object.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	[image: Image]

	 

	Please note that we are using the foreach function, which is an action and not a transformation. As learned in the theory section, Accumulators should always be specified in the action part and not in the transformations. This way, we can ensure that our accumulator is only processed once and the value is accurate.

	 

	At this point, we have successfully implemented the counters based on our requirements. All we need to do now is to get the final accumulated value.

	 

	Step 3: Let us use the println function to print the number of bad records in our input dataset.

	 

	println("The number of bad records in the input are  " + badRecords.value)
  }

}

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	To retrieve the value from our accumulator, which is badRecords, we use the value method. We cannot directly retrieve the value just by using the badRecords variable when it comes to the Accumulators.
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	Step 4: Finally, let us run our code and check the output. We should see the number of bad records as shown in the screenshot below.
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	With this process, we have successfully implemented the Accumulators using Spark 1.x API.

	 

	Step 5: Remember that we have also wrapped all the good records in the Right object. We can use it in our ‘if’ condition with else object here as well.
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	else {
  val goodRecords = parsedRecords.right.map(x => (x.userId, x.movieId, x.rating, x.timeStamp))
  goodRecords.foreach(println)
}

	 

	We are declaring a new variable called goodRecords and simply extracting (map) the fields from the Right object by using the right method. Finally, we can print them out to the console in the next line.
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	Step 6: Let us now execute the code, and observe the good records as shown in the screenshot below.

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	[image: Image]

	 

	We have successfully implemented Accumulators and separated the good records from the bad records.

	 

	Task 3 is complete!

	Task 4: Implementing Accumulators V2

	 

	Please can observe that this is an implementation of Accumulators in Spark 2.x. There will be some code related to the dataframes, which we have not yet covered. However, we should not be worried. Just look at the implementation of Accumulators V2 and after we cover the dataframes, it all makes sense. 

	 

	Step 1: We shall be using the same file we used in Task 1 for this task as well, since we are accumulating the bad records in the input data.
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	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter countersV2 as the name, click on the dropdown menu for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession

	 

	Since we are working on Spark 2.x, we have to import a SparkSession object instead of a SparkContext object. The SparkContext object is wrapped within the SparkSession object. The SparkSession object is used to read the data.
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	Step 3: Let us now write our main method and create a SparkSession object so that we can access Spark functionality. Please note that we have not covered this topic but just think of this as if we are creating a SparkContext object.

	 

	def main(args: Array[String]) {

	 

	val sparkSession = SparkSession.builder

	.master("local[*]")

	.appName("Bad record counter V2")

	.getOrCreate()

	 

	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	We have created a SparkSession object by using the SparkSession.builder method, specified the execution environment as local by using all the cores in our CPU and finally named our application as Bad record counter V2. The getOrCreate method gets an instance of the SparkSession object if it is already available, or otherwise, it creates one.
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	Step 4: Let us now declare our Accumulator object. In Spark 2.x, it is a bit different from what we had seen in Spark 1.x. There are two types of Accumulators, which we can utilize in Spark 2.x: They are called the longAccumulator and doubleAccumulator. As their names suggest, a longAccumulator is used for Long data type and doubleAccumulator for Double data type. 

	 

	We shall be using the longAccumulator in our code, as we only need the count of type Long. 

	 

	val badRecords = sparkSession.sparkContext.longAccumulator("Bad Records")
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	The longAccumulator object is wrapped in the sparkContext object, which in turn is wrapped with the SparkSession object. The initial value for longAccumulator is set to zero (0) by default. We need not initiate it as we did in Spark 1.x API for the Accumulator. All we need to do is to set a name for our Accumulator. We have named it Bad Records. Nonetheless, we can use any name as we like.

	 

	Step 5: The next step is to read the input data. Please note that this is a different API in Spark 2.x to read the data, and we have not covered it yet. For now, just think of this as a way to read the input data. Moreover, we also need an import for implicits.

	 

	import sparkSession.implicits._

	 

	val options = Map("header" -> "false", "InferSchema" -> "true")

	
val data = sparkSession.read.text(“chapter_6/ratings-malformed.csv”).as[String]
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	Step 5: Now, let us write a foreach statement to take each record from the input data, split it by a comma and test it against a condition. If the records do not contain four fields, we increment the badRecords variable by one using the add method as shown below.

	 

	Since we know that our records contain four fields and if there are less than four fields in a record, we treat it as a bad record.

	 

	data.foreach(record => {
  val fields = record.split(",")

	
  if (fields.size != 4)

	badRecords.add(1)
})
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	Accum Method  >>  Record Parser  >>  Implem Counters

	 

	Accum V2.

	Custom Accum

	Broadcast Variables

	 

	Step 6: Let us now write a print statement to print out the number of bad records in our input data.

	 

	println("The number of bad records in the input are  " + badRecords.value)
  }
}
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	With this, we have successfully implemented Accumulators for Spark 2.x.

	 

	Step 7: Finally, let us execute our code. We should see the results as shown in the screenshot below.
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	Task 4 is complete!
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	Task 5: Implementing Custom Accumulators V2

	 

	In the previous tasks, we have witnessed how to use Spark’s built-in Accumulators. Let us now look at the steps to implement customized Accumulators in Spark 2.x.

	 

	Let us implement a Custom Accumulator, which counts the number of times each movie has been rated. We can achieve the same by using the map transformation and then applying the reduceByKey action. Then this will have the data shuffled across the nodes of the cluster. However, when we use Accumulators, the data is not shuffled across the clusters as each executor processes it locally and has its own local accumulator. The only data shuffled across the cluster is the count from each local accumulator, which is only a few bytes. The local count from all the executors is aggregated by the global accumulator in the driver, thus providing the final result.

	 

	Step 1: Download the ratings_head.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	Ratings_head.csv - http://bit.ly/2X3r2wb

	 

	Please save this file in the IdeaProjects/Spark/chapter_6 folder.

	 

	Step 2: Open IDE if not already, right-click the training package that you had created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter CountByMovie as the name of the Class. Please note that we are creating this class for this particular task only, and not an object. Enter the imports as shown below.

	 

	import org.apache.spark.util.AccumulatorV2
import scala.collection.mutable.HashMap
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	The first import is version two of the Accumulator. The second import is a mutable HashMap, as we are storing our movies and a total number of ratings as key and value, respectively. In this case, we explicitly import the HashMap collection, or else we would end up having an immutable HashMap when we declare one.
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	Step 3: We now have to extend our class to inherit AccumulatorV2 and then specify the input and output. The input to our Accumulator would be a tuple (movieId and count), processed by each task (local accumulator) on executors, and the output is a HashMap, which is aggregated by the global accumulator on driver.

	 

	class CountByMovie extends AccumulatorV2[(Int, Int), HashMap[Int, Int]]{

	 

	You may ignore the red error asking to implement the merge method under the class name for now. This error will be gone once we implement all the methods in the code.
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	Step 4: Let us now declare a private HashMap variable called the movieCount, which holds the final count of our CountByMovie Accumulator.

	 

	private val movieCount = new HashMap[Int, Int]()

	 

	Next, we have to implement a reset method available in the AccumulatorV2 class to reset the accumulator value to zero.

	 

	def reset() = {
  movieCount.clear()
}
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	Step 5: Subsequently, we implement the add method to specify the aggregation logic for local accumulators, i.e., the tasks that run on executors. All the tasks running on the executors will run the method to aggregate data locally.
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	def add(tuple: (Int, Int)): Unit = {
  val movieId = tuple._1
  val updatedCount = tuple._2 + movieCount.getOrElse (movieId, 0)

  movieCount += ((movieId, updatedCount))
}

	 

	The add method takes two arguments as key and value. The key, which is the first argument, is the movieId, and the second argument, the count of the movieId, is value. We simply extract them into their respective variables and add them to the movieCount Hashmap. Moreover, the getOrElse method is used to get the value of count, if it exists, or set a value for that movie as zero, and add them with the current count and previous count to get the updated count.
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	Step 6: The next step is to implement the merge method that actually aggregates all the values from executors and provides the final count.
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	def merge(tuples: AccumulatorV2[(Int, Int), HashMap[Int, Int]]): Unit = {

  tuples.value.foreach(add)

}

	 

	def value() =  movieCount

	 

	 

	When all the tasks complete the execution, the final results from all the executors are then sent to the driver where the merging happens. The merge method takes an AccumulatorV2 as an argument, which takes a tuple and returns a HashMap as output. The merge method is called on all the local accumulators from the tasks processed in the executors. Therefore, we use the add method inside the foreach function.

	 

	Since we had declared the HashMap as private, we can only access it through the value method. The value method is used to get the current value in our accumulator.

	 

	To summarize, the merge method takes an accumulator as an argument and merges all the local accumulators, which were processed in the executors by tasks, based on the logic in add method, into the global accumulator. Moreover, the value method is utilized to get the current value of the HashMap variable movieCount.
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	Step 7: Next, there are a couple of methods required to complete our implementation of the custom accumulator. They are the isZero and the copy methods.

	 

	def isZero(): Boolean = {
  movieCount.isEmpty
}

	 

	def copy() = new CountByMovie

	 

	The isZero method returns a Boolean by checking if the accumulator value is zero or not, whereas the copy method is used to create a new copy of our accumulator object.

	 

	These are the abstract methods, which must be implemented in our code as they are defined in the base class. They are utilized while aggregating the value in the accumulator.
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	The error for the class name should be gone now. With this process, we have successfully implemented our Accumulator V2. We can now use this custom accumulator in our main program.

	 

	Step 8: Create a new object by right-clicking the training package, which you had created in previous exercises and hover over New and then click on the Scala Class. When prompted, enter countByMovieMain as the name, click on the dropdown menu for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession

	 

	Let us first create a case class with all our fields for the input data outside the object as shown in the screenshot below.

	 

	case class Movies(userId: Int, movieId: Int, rating : Double, timeStamp: String)
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	Step 9: Let us now write our main function and create a SparkSession object. 

	 

	def main(args: Array[String]) {

  val sparkSession = SparkSession.builder.
    master("local[*]")
    .appName("Count By movieId")
    .getOrCreate()

	 

	Next, let us create the Accumulator object and register it using the register method as shown below. We have to register our Accumulator since it is a custom accumulator. However, in case of built-in accumulators, we do not require registration.

	 

	val countByMovie = new CountByMovie()

	sparkSession.sparkContext.register(countByMovie)
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	Step 10: Let us now write some code to read the input data. We also need to import the implicits.

	 

	import sparkSession.implicits._

	 

	val options = Map("header" -> "true", "inferSchema" -> "true")

	
val data = sparkSession.read.format("com.databricks.spark.csv")

	.options(cvsOptions)

	.load(input)

	.as[User]

	 

	Do not worry if this code does not any make sense. Just think of this as a way to read the input data, as we used to do with the SparkContext object in the previous exercises. Everything should start to make sense once we cover the next couple of chapters.
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	Step 11: Let us now apply our custom accumulator in the foreach higher order function and print the results to console.

	 

	data.foreach(record => {
      countByMovie.add((record.location, 1))
    })

    println(countByMovie.value.toList)

  }
}
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	Here, we are passing our data through the foreach function, where our custom accumulator named, countByMovie is applied with the add method. We specify the movieId as the field for which the aggregations must be performed. Finally, we can access the result by calling value method on our custom accumulator and convert it to a List.

	 

	Step 12: Let us now run the program. We should see the output with count for each movie in a List collection as depicted in the screenshot below.
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	Please be careful while using the accumulators. If the output generated from the accumulator is a large volume of data, we should not use the accumulators. Instead, we should use the transformations as per requirement. In this case, the result of accumulator is just movies and their counts. It is not a huge data. We have achieved our result without shuffling the data across the network, which is usually the case with transformations.

	 

	Task 5 is complete!
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	Task 6: Using Broadcast Variables

	 

	Let us now look at another type of Distributed Shared Variable called the Broadcast variable. Let us use our movies dataset, which we have been using throughout this course, and evaluate the number of ratings for each movie. We shall be using the movies.csv and ratings.csv files during this task. Moreover, we will broadcast the movies.csv file to look up with the movie Id in ratings.csv file.

	 

	Step 1: We will need two files for this lab exercise. Please download and save these files to the IdeaProjects/Spark/chapter_6 folder, if not saved already.

	 

	ratings.csv - http://bit.ly/2QmnAH9

	 

	This file contains four columns: userId, movieID, rating and timestamp.

	 

	movies.csv - http://bit.ly/2EJj0Os

	 

	This file contains three columns: movieID, movieName and genre.

	 

	Step 2: Open IDE, right-click the training package, which we had created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter ratingsByMovies as the name, click on the dropdown for Kind and select Object. We will need the following imports for our Spark App.

	 

	import org.apache.spark.SparkContext
import scala.io.Source

	 

	The first import is required to create the SparkContext object, whereas, the second import is a Scala-specific import, which helps us to read the movies.csv file.
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	Let us now define a function, which would load the movie names to a Map object.

	 

	def loadMovieNames(): Map[Int, String] = {

  var movieNames: Map[Int, String] = Map()

	
  val data = Source.fromFile("chapter_6/movies.csv").getLines()
  for (record <- data) {
    val fields = record.split(',')
    if (fields.length > 1) {
      movieNames += (fields(0).toInt -> fields(1))
    }
  }
  movieNames
}

	 

	We are defining a function called loadMovieNames, which does not take any arguments and returns a Map object, which maps Int to String. Subsequently, we declare a movieNames variable of type Map which maps Int to String and initialize it as an empty map.

	 

	Next, we load the data from our file by using the Source.fromFile method and call getlines method to get each line based on /n character. Next, we iterate through each record in our input data by using the ‘for’ comprehension, and split each field based on comma, as we are aware that our fields are delimited by a comma. Next, we check if each record has two fields and finally map movie Id with the movie name, by adding the fields to movieNames Map object. Finally, return the Map object as required by our function.
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	Step 3: Let us now write our main function, create a SparkContext object and declare our broadcast variable.

	 

	def main(args: Array[String]): Unit = {


  val sc = new SparkContext("local[*]", "Ratings By movie ")

  val broadNames = sc.broadcast(loadMovieNames)

	 

	We can create a broadcast variable by calling the broadcast method on our SparkContext object. Subsequently, we pass our loadMovieNames function as a parameter to the broadcast method since loadMovieNames function returns a Map object. In this manner, we have the Map object broadcasted to all the nodes of the cluster.
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	Step 4: Let us now load our ratings.csv file and create an RDD. Next, we split the records based on comma and extract the movieId field. Subsequently, we use the map function to create a pairedRDD of movie Id and its count by 1, so that we can count the number of times each movie is rated in the next step.

	 

	val data = sc.textFile("chapter_6/ratings.csv")
val records = data.map(x => (x.split(",")(1).toInt, 1))

	 

	 

	[image: Image]
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	Step 5: Now that we have a pairedRDD, we can use the reduceByKey function to count the number of times each movie is rated as shown below.

	 

	val count = records.reduceByKey((x,y) => x + y)

	 

	Let us now sort the count, i.e., second field in descending order, so that the highest number of rated movies are on the top of our result.

	 

	val sorted = count.sortBy(-_._2)

	 

	Step 6: Finally, let us use the broadcast variable to explore the name of movie based on its movie Id. We use the ‘-‘ symbol to sort in the descending order.

	 

	val sortedMoviesWithNames = sorted.map(x => (broadNames.value(x._1), x._2))

	 

	We are using the map of higher order function to look up the value of the second field from the broadcast variable, which is the movie name, and the second field in our sorted RDD, which is the count. We use the value method to get the value in the broadcast variable. The compiler searches the movie Id with its movie name, and provides us with the name of the movie as the first field in the result and count as the second field.
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	Let us print out the result to the console.

	 

	sortedMoviesWithNames.collect.foreach(println)
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	Step 7: Let us now run our program and check the results. We should see the output as shown below.
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	Task 6 is complete!

	 

	 

	
SUMMARY

	 

	In this chapter, we have learned the Distributed Shared Variables in detail. Moreover, we explored various types of Accumulators including, Accumulators V2, Custom Accumulators, and Broadcast Variables. Finally, we learned about Scala’s Monadic collections for error handling.

	In the labs, we learned to program and utilize various Accumulators, such as Accumulators V2, Custom Accumulators, and Broadcast Variables.
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CHAPTER 7:
SPARK SQL

	Theory

	 

	Until this point, we have been working with RDDs in this book, which are the low-level APIs and basic data structures of Spark. Let us now explore Spark SQL and understand what it is and why it is used in Spark.

	Types of Data

	Before we dig into Spark SQL, let us first look at various types of Big Data available. Primarily, it can be classified in three types.

	 

	
		
				Structured Data

				Structured data is the type of data, which has a schema associated with it. All the attributes, such as data type and data size etc. related to the data are already available. Usually, this data is stored in tables with table names and their corresponding column headers. An example of unstructured data is Relational Database Management System (RDBMS) which includes Oracle, MySQL, IBM DB2, Microsoft Access etc.

		

		
				Semi Structured Data

				In case of semi-structured data, the associated schema is not completely available. This type of data does not qualify to be stored in a database as there is no data type for the fields, but it will still make sense with appropriate delimiters, which differentiate between the lines and fields. A few examples of semi-structured data is CSV, TSV, XML, and JSON etc.

		

		
				Unstructured Data

				Unstructured data is the type of data, which does not have any kind of schema associated with it. The examples of unstructured data are presentations, word processing documents, audio, video files, and webpages etc. Since there is no associated structure, it gets tough to analyze such data. Many advanced technologies such as Artificial Intelligence (AI) and Machine Learning (ML) are used to analyze the unstructured data.

		

	

	 

	Spark SQL treats both the structured and semi-structured data as the structured data. Hence, this is different behavior when compared to the traditional database management systems like MySQL and Postgress etc.

	What is Spark SQL?

	Spark SQL is a library or module of Spark, which provides SQL style programming to process the structured data. Spark SQL runs on top of Spark by wrapping the entire Spark core APIs into a high-level abstraction. Moreover, Spark SQL provides optimizations to run the jobs faster which lacks in Spark core, thereby making Spark even more efficient. Since Spark SQL is syntactically similar to SQL, it is easier for developers, who already work on SQL, to become productive and faster with fewer efforts. Spark SQL was implemented to overcome the disadvantages of running Apache Hive on top of Spark.

	Why Spark SQL?

	The following are the advantages of using Spark SQL.

	 

	
	● Spark SQL is popular due to its provision for the developers with easy-to-use APIs with support to various data sources. Spark SQL provides interfaces for programming languages and query languages, which include SQL and HiveQL, helping developers to get productive in no time.



	 

	
	● A wide variety of file formats, such as CSV, Avro, Json, Parquet, and ORC etc. are supported by Spark SQL. Moreover, it also supports almost all the relational databases with JDBC connectivity, which include MySQL, Postgress, and Oracle to name a few. In addition, NoSQL data stores, such as Hbase, Cassandra, and EasticSearch are also supported with Spark SQL.



	 

	
	● Spark SQL can also be easily integrated into other Spark libraries, which include Spark ML, GraphX, and Spark Streaming.



	 

	
	● Spark SQL efficiently processes the structured data by advanced optimization techniques, such as cost based optimizer, in-memory columnar caching, and code generation, and reduced disk IO. 



	Spark SQL Architecture

	The Spark SQL architecture consists of the following components:

	 

	
		
				DataSource API

				The Data Source API is the universalAPI to load and store the structured data. This is similar to the textFile, binaryFile, Sequence File APIs in Spark core (RDD). Instead of numerous APIs for different formats of data, we have Data Source API, which can load and store structured data. Data Source API has built-in support for JDBC, Hive, Avro, JSON, and Parquet, etc. Data Source API can automatically infer schema without the user explicitly mentioning the schema. Moreover, we can also specify the schema using Data Source API.

		

		
				Data Frames

				Data Frames are similar to the advanced version of RDDs. Data Frames are distributed collection of data represented in the form of rows and named columns. All the features of RDDs also apply to Data Frames. They are distributed, lazy, can be cached and are immutable. In other words, Data Frames are similar to that of tables in RDBMS but with more advanced capabilities. Since Data Frames are similar to that of RDBMS tables, we can simply run SQL like queries on our Data Frames, and have the data processed on our Spark cluster in a distributed manner. 

		

		
				SQL Interpreter & Optimizer

				The queries on Data Frames are run in SQL, which is a high-level language. Therefore, we need an SQL Interpreter or an SQL Parser, which will interpret or parse our SQL queries.  The Optimizer in Spark SQL is called Catalyst. The Catalyst optimizer works on the SQL Data Structure trees and transforms the logical plan to an optimized plan, which in turn will be transformed to a physical plan. In simple terms, this component helps us process our Big Data in an efficient and optimized way.
 
Please check the link in References section to learn more about SQL’s Catalyst Optimizer.

		

		
				Spark SQL Thrift Server

				The Spark SQL Thrift server is used as an abstraction layer to connect Spark SQL with various Business Intelligence (BI) tools. The Spark Thrift Server is similar to that of Hive Thrift Server. Therefore, instead of running queries from BI tools via Hive Thrift server as Map Reduce jobs, we can utilize the Spark Thrift Server and use Spark’s features. Since Spark is faster than Hadoop Map Reduce, we can have our queries processes faster in an efficient manner. The BI tools can be connected with Spark by using the JDBC or ODBC drivers. For example, Tableau can be connected to Spark SQL by using the ODBC driver and then run the queries from Tableau on Spark.

		

		
				Tungsten

				Tungsten is a Spark SQL component, which helps in memory tuning and optimization of Spark jobs. Tungsten’s memory management is developed to address the drawbacks in JVM’s memory management. With Catalyst and Tungsten, the Spark SQL jobs are much faster and efficient as compared to RDDs.

		

	

	 

	That is all regarding the theory for this chapter. Let us now proceed to our lab exercises and get our hands dirty with Spark SQL.

	 

	 

	
AIM

	The aim of the following lab exercises is to start writing Spark SQL code in IntelliJ IDEA to learn about Data Frames.

	The labs for this chapter include the following exercises:

	
	● Creating Data Frame by using Data Source API

	● Creating Data Frame from an RDD

	● Creating Data Frame using StructType

	● Querying data by using Spark SQL

	● Joins by using Spark SQL

	● Operations by using DataFrame API



	 

	We need the following packages to perform the lab exercises: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 6: SPARK SQL – HANDS ON

	Creating DF  >>  DF for RDD  >>  DF StructTy
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	Ops Using DF API

	 

	
		Creating Data Frame by using Data Source API

		Creating Data Frame from an RDD

		Creating Data Frame by using StructType

		Querying Data by using Spark SQL

		Joins by using Spark SQL

		Operations by using DataFrame API
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	Let us start this exercise by loading a file using Data Source API.

	Task 1: Creating Data Frame using Data Source API

	 

	Step 1: Download the us-500.csv file from the URL below. This file contains twelve columns: first_name, last_name, company_name, address, city, country, state, zip, phone1, phone2, email, and web.

	 

	us-500.csv - http://bit.ly/2LmgDW2

	 

	Please save this file in the IdeaProjects/Spark/chapter_7 folder. (Please create a folder named chapter_7 in the home folder.)

	 

	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter users as the name, click on the dropdown for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession

	 

	Since we are using SparkSession object to initiate our Spark Session, we need not import the SparkContext object as we did in the previous exercises. The SparkContext object is wrapped within the SparkSession object in Spark 2.x version.

	 

	[image: Image]
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	Step 3: Let us now write the main function for our program and create a SparkSession object as shown below.

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("Users")
    .master("local[*]")
    .getOrCreate()

	 

	We are calling the builder method on SparkSession object to build a Spark Session. Next, the appName and master methods are utilized to specify the name of our app and mode of execution (local or cluster), as we did while creating a SparkContext object. Finally, we use the getOrCreate method to get a SparkSession if there is one already or create a new SparkSession if it does not exist.
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	Step 4: Let us now load our file using the code as shown below.

	 

	val users = spark.read
  .format("csv")
  .options(Map("inferSchema" -> "true", "header" -> "true"))
  .load("chapter_7/us-500.csv")

	 

	We call the read method on our SparkSession object spark, which we created in the previous step, and specify the csv as format for our file using the format method. Next, we use a Map object to specify that our input file contains a header, and also ask Spark SQL to infer schema. Since Map contains key-value pairs, the keys are to specify properties and the values are true for both. Finally, we specify the path of our file by using the load method. Please note that we use options method (plural) to specify more than one option by using a Map object. If we only want to specify one option, we should use option method (singular). 
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	Step 5: We now have successfully created a DataFrame named users. Let us now print it to the console along with the schema.

	 

	   users.printSchema()

	
   users.show()
 }

	 

	}

	 

	We call the printSchema method to display the inferred schema and show method to display our DataFrame. Please note that when we use show method, only first 20 records in the DataFrame are shown. We can pass an integer for a number of records in the show method. For example, to show 40 records we can use something like this users.show(40)
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	The show method is an action, and so this is the point where the DAG is actually executed. 

	 

	Step 6: Let us execute this program and check the output. We should see the schema as shown below.
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	As we can see, the schema has been correctly discovered by Spark for every column in the DataFrame. Please note that if a column has values of more than one data type, Spark will infer it as String.

	The output of DataFrame users is as shown below.

	 

	[image: Image]

	 

	Creating DF  >>  DF for RDD  >>  DF StructTy

	 

	Spark SQL.

	Spark SQL Joins

	Ops Using DF API
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	As we can observe from the screenshot above, the header is displayed correctly along with the records.

	 

	Step 7: We can also select only one or multiple columns from the DataFrame and have it shown by using the code below.

	 

	users.select("last_name").show()
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	The output is as shown in the screenshot below.
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	Selecting multiple columns.

	 

	users.select("first_name”, “last_name").show()
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	We simply call the select method on the users DataFrame and pass the required columns as arguments. Afterwards, we call the show method as usual.

	 

	We can load data to Spark using this same method for any format like JSON, Parqet, ORC, and Avro, etc. Please check the link in the References section for more info.

	 

	Task 1 is complete!

	Task 2: Creating DataFrame from an RDD

	 

	We can also create a DataFrame from an RDD. Let us see how to achieve this.

	 

	Step 1: Download the mlb_players.csv file from the URL below. This file contains six columns: name, team, position, height, weight, and age.

	 

	mlb_players.csv - http://bit.ly/2JhzVJj

	 

	Please save this file in the IdeaProjects/Spark/chapter_7 folder. 

	 

	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter rddToDf as the name, click on the dropdown for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession
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	[image: Image]

	 

	Step 3: Let us now create a case class, so that we can define schema to our DataFrame. The names, which we specify for the attributes of case class object, will get mapped as column names for our DataFrame. This will make sense when we execute the program.

	 

	case class Players(player_name: String, team: String, position: String, height: Int, weight: Int, age: Double)

	 

	Step 4: Let us now write the main function for our program and create a SparkSession object as depicted below.

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("RDD to DataFrame")
    .master("local[*]")
    .getOrCreate()
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	Step 5: Since our aim is to convert an RDD to a DataFrame, we must use the textFile API in the SparkContext object to read the file and create an RDD.

	 

	val input = ss.sparkContext.textFile("chapter_7/mlb_players.csv")

	 

	We now have an RDD created. However, the file contains a header with column names. We must first remove the header. We can achieve that by calling the first method on our RDD and then remove it by using the filter method as shown below.

	 

	val header = input.first()
val records = input.filter(x => x != header)

	 

	The first line of code takes the first record from the RDD, which in our case is the header or column names; and subsequently, we simply filter out the header from input RDD. Now, we just have the records RDD without the column names.
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	Step 6: The next step is to split the fields separated by commas, so that we can assign each individual field to its appropriate case class field.

	 

	val fields = records.map(record => record.split(","))

	 

	Now that we can access individual fields by their position, let us assign them to the case class Players, using the map function as shown here:

	 

	val structRecords = fields.map(field => Players(field(0).trim, field(1).trim, field(2).trim, field(3).trim.toInt, field(4).trim.toInt, field(5).trim.toDouble))

	 

	We call the trim method on all the fields to remove leading and trailing white spaces, and cast height, weight and age fields to Int, Int and Double, respectively.
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	Step 7: We now have our data in structured columns with named records. We can now simply convert it to a DataFrame by using toDF method. 

	 

	However, before we can use the toDF method, we need to import the implicits as shown below.

	 

	import ss.implicits._

val recordsDf = structRecords.toDF()

	 

	We now have our DataFrame recordsDf created from RDD.
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	Step 8: Let us now call the show method on our DataFrame and execute the program.

	 

	recordsDf.show()

  }

}

	 

	The output is as shown in the screenshot below.
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	Task 2 is complete!
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Task 3: Creating Data Frame using StructType

	 

	In the previous task, we have created a DataFrame from an RDD. We have used a case class and toDF method to achieve the same. However, there are some limitations to using the case class method. The case class cannot have more than 22 arguments. If our data has more than 22 fields, it becomes hard to create a DataFrame from RDD by using case class and toDF method.

	 

	To overcome this limitation, we have a createDataFrame method, which takes an RDD and schema as parameters to create a DataFrame. Let us create a DataFrame by using the createDataFrame method.

	 

	We shall be using the same input file mlb_players.csv for this task as well. However, you are highly encouraged to use another input file and play around.

	 

	Step 1: Open IDE, right-click the training package that you have created in previous exercise and hover over New and then click on Scala Class. When prompted, enter createDf as the name, click on the dropdown for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession
import org.apache.spark.sql.Row
import org.apache.spark.sql.types.{DoubleType, IntegerType, StringType, StructField, StructType}

	 

	[image: Image]

	 

	Creating DF  >>  DF for RDD  >>  DF StructTy

	 

	Spark SQL.

	Spark SQL Joins

	Ops Using DF API

	 

	Step 2: Let us now write the main function and create SparkSession as we already did in the previous tasks.

	 

	def main(args: Array[String]): Unit = {

  val ss = SparkSession
    .builder()
    .appName("Rdd to DataFrame")
    .master("local[*]")
    .getOrCreate()
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	Step 3: The next step is similar to what we have done in the previous task. We load the input file using the textFile API, extract the header and filter it out by using the filter method. Next, we split the fields based on comma delimiter.

	 

	val input = ss.sparkContext.textFile("chapter_7/mlb_players.csv")
val header = input.first()
val records = input.filter(x => x != header)
val fields = records.map(record => record.split(","))
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	Step 4: Now, instead of mapping the fields to a case class as in the previous task, we map the fields to a Row object. This Row object is an ordered collection of fields, which can be accessed by index or position. It is similar to a row in a table.

	 

	val structRecords = fields.map(field => Row(field(0).trim, field(1).trim, field(2).trim, field(3).trim.toInt, field(4).trim.toInt, field(5).trim.toDouble))

	 

	We now have our fields as rows. All the fields are assigned and casted as we did in the previous task.

	 

	Step 5: Now that we have rows, let us create a schema. We can create schema by using the instance of StructType object. The StructType object contains StructField objects, which take parameters as name of the column, type of the column and an optional Boolean specifying if the column contains null values. In addition, the data type must be defined as StringType, IntegerType, and DoubleType etc.
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	val schema = StructType(List(
  StructField("player_name", StringType, false),
  StructField("team", StringType, false),
  StructField("position", StringType, false),
  StructField("height", IntegerType, false),
  StructField("weight", IntegerType, false),
  StructField("age", DoubleType, false)
))

	 

	We have specified the StructFields as a List inside the StructType object.
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	Step 6: Finally, we can use our RDD, which is a structRecords and schema as parameters for the createDataFrame method to create a DataFrame.

	 

	val recordsDf = ss.sqlContext.createDataFrame(structRecords, schema)

	 

	Since createDataFrame is a method of sqlContext object, we call sqlContect on our SparkSession object and then call createDataFrame method.
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	Let us use the show method to check the created DataFrame by using createDataFrame method.

	 

	recordsDf.show()

  }

}
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	Step 7: Let us finally execute our program and check the output. The output is as shown in the screenshot below.
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	We have successfully created our DataFrame by using the createDataFrame method.

	 

	 

	Task 3 is complete!

	Task 4: Querying data using Spark SQL

	With Spark SQL, we can process data in two ways. The first way is to use the Spark SQL data manipulation language, which are essentially the traditional SQL queries in RDBMS. We can simply perform operations by using SQL queries and obtain the result. The second way is to use the DataFrame API, which is the DataFrame Data Manipulation language. 

	We can use any of these methods to process our data based on our levels of comfort. Both the APIs are optimized and are efficient. Let us first use the SQL queries to process data in this task and look at few operations we can perform.

	 

	Step 1: We shall be using the file us-500.csv for this task as an input source. Please create a new object and name it sqlQueries. But first, perform all the steps you performed in Task 1. Your program should look something like the screenshot shown below.
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	Step 2: Let us first assign a view for our DataFrame, so that we can execute queries against it. In simple words, we are just creating a table for our DataFrame, so that we can reference it while we run SQL queries against it. 

	 

	users.createOrReplaceTempView("users")

	 

	We are using the createOrReplaceTempView method to create a temporary table named users if it does not exist, or replace a view if it already exists with the same name. This temporary table is available until the SparkSession is active; once it finishes, the table will not be available anymore. Hence, the name is given as the temp view. We can also persist the table using saveAsTable method.
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	Step 3: Let us now run some queries. First, let us execute a basic query to select all the users from the table who belong to the state of Florida.

	 

	val foridaUsers = spark.sql("SELECT * FROM users WHERE  state = \”FL\”")

	 

	We use the sql method in our SparkSession object, which is spark, and enter the following query. We have simply entered a query to select all the records from our users table who belong to state of Florida (or FL). Since the values of State are in the form of String, we have to enclose them in double quotes and use the escape character ‘\’.

	 

	Next, we can simply call the show method on floridaUsers DataFrame to check the results.

	 

	results.floridaUsers.show()
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	Run the program and you should have the result as shown in the screenshot below with the top 20 users who belong to State ‘FL’.
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	You can also use the collect, foreach and print methods to print all the records as we used to in the previous exercises.

	 

	Step 4: Let us now run a query to check the count of total users who belong to the state of “New Jersey.”

	 

	val totalUsersNJ = spark.sql("SELECT count(*) AS NJ_Count FROM users WHERE state = \”NJ\”")

	totalUsersNJ.show()

	 

	In the query above, we are simply using the count function with a WHERE clause to get the count of users who belong to the state of NJ. We utilize the AS clause to name the column as depicted in the screenshot below. Subsequently, we use the show method to display the results.
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	The output should be as shown in the screenshot below.
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	Step 5: Let us now look at the count of users by state and arrange them in the descending order of their count.

	 

	Note: You may comment on the previous queries to avoid processing them again.

	 

	val userCountByState = spark.sql("SELECT state, count(*) AS count FROM users GROUP BY state ORDER BY count DESC)

	totalUsersNJ.show()

	 

	In the query above, we have utilized GROUP BY query to group by state and then the ORDER BY query to sort the count in the descending order.

	 

	The result is as shown in the screenshot below.
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	Step 6: Instead of using the show method, let us now see how we can save this file. We may comment out or remove the line with the show method from the previous step.

	 

	Before we save the file, there is one important thing we need to know about how SparkSQL creates the tasks. For the second stage of DAG, the number of tasks created to process the data are 200 by default. However, in Spark core, the number of tasks in second stage is always equal to the number of tasks in the first stage. For example, consider we have two stages; stage 0 and stage 1. For stage 0, the number of tasks created will be equal to the number of input splits. Next, in Spark core, the number of tasks in stage 1 are equal to the number of tasks in stage 0. However, in SparkSQL, the number of tasks in stage 1 are 200 by default.

	 

	The 200 tasks in SparkSQL is a good starting point if there are large volumes of data to process. We can configure the number for optimization if required. However, our file is just a sample of small data and there is no requirement of 200 tasks to be created. Therefore, using the following property, we can set the total number of tasks as 1. If we run with the default value of 200 and save the file, there will be multiple partitions of output for small datasets. You are free to check how the output looks like without setting this property.
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	spark.conf.set("spark.sql.shuffle.partitions", "1")

	 

	Since this is a configuration, we are calling conf on our SparkSession object and setting the property to utilize only one task by using the set method. This will only create one task and we are left with only one output file. 

	 

	Let us now save the file by using the code below.

	 

	 userCountByState.write
    .format("csv")
    .save("chapter_7/output")

	 

	Similar to reading the file using read and load methods, we use write and save methods to save the file-to-file system.
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	After we run the program, the process should finish with an exit code of 0 which indicates the successful processing and the output should be available in the file system with only one file in the saved location.

	 

	 

	Creating DF  >>  DF for RDD  >>  DF StructTy

	 

	Spark SQL.

	Spark SQL Joins

	Ops Using DF API

	 

	[image: Image]

	 

	Open the file and you should have the values as shown below.
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	This way, we can perform any operations by using the SQL data manipulation language. 

	 

	Task 4 is complete!
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	Task 5: Joins using Spark SQL

	 

	Let us now use Spark SQL to join two DataFrames.

	 

	Step 1: Download the ratings.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	ratings-head.csv - http://bit.ly/2FPdhHE

	 

	Please save this file in the IdeaProjects/Spark/chapter_7 folder if not saved already in the previous tasks.

	 

	Step 2: Download the movies.csv file from the URL below. This file contains three columns: movieID, movieName, and genre.

	 

	movies-head.csv - http://bit.ly/2RTg72N

	 

	Please save this file in IdeaProjects/Spark/chapter_7 folder. 

	 

	We shall join these datasets based on the movieID.

	 

	Step 3: Create a new Scala object and name it sqlJoins, and then import the following:

	 

	import org.apache.spark.sql.SparkSession

	 

	Subsequently, we can write the main function for our program and create a SparkSession object as shown below.
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	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("SQL Joins")
    .master("local[*]")
    .getOrCreate()
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	Step 4: Let us now read both the files as shown below.

	 

	val movies = spark.read
  .format("csv")
  .options(Map("inferSchema" -> "true", "header" -> "true"))
  .load("chapter_7/movies-head.csv")

	val ratings = spark.read

	
  .format("csv")
  .options(Map("inferSchema" -> "true", "header" -> "true"))
  .load("chapter_7/ratings-head.csv")

	 

	We now have two DataFrames for each of our input files.

	[image: Image]

	 

	Step 4: Now that we have our DataFrames, let us create a temp view, so that we can run our join query against them.

	 

	movies.createOrReplaceTempView("movies")

	ratings.createOrReplaceTempView("ratings")
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	Step 5: We now have our views. All we need to do now is to perform the join. We can join this by using the SQL query as shown below.

	 

	val joinedDf = spark.sql("SELECT * FROM movies JOIN ratings ON movies.movieId = ratings.movieId”

	 

	Finally, let us call the show method on our joinedDf DataFrame and run the program.

	 

	joinedDf.show()

	 

	We can observe the joined table as shown in the screenshot below:
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	Task 5 is complete!

	 

	Creating DF  >>  DF for RDD  >>  DF StructTy

	 

	Spark SQL.

	Spark SQL Joins

	Ops Using DF API

	 

	Task 6: Operations using DataFrame API

	 

	Step 1: The initial few steps are similar to what we have performed in the previous tasks. Create a new Scala object and name it dfOps. Specify the required imports and create a SparkSession object as in the previous tasks. Finally load the us-500.csv file.

	 

	Our program at this point of time should look like the one in the screenshot below.
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	Step 2: Now that we have the DataFrame created, let us perform an operation to select all the users from Florida by using the DataFrame API.

	 

	val foridaUsers = users.select(“*”).where(“state = \”FL\”")
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	This is similar to the SQL query that we had performed in the task earlier. We have methods here, which look more like programming style. In the code above, we have used the select method to select all the columns of our DataFrame and then where method to specify our condition.

	 

	Please note that we need not create a temp view as we did earlier. It is only required when we are working with the SQL queries.

	 

	Let us now call the show method on our DataFrame to view the results on the console.

	 

	floridaUsers.show()
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	The output should look something like the table as shown in the screenshot.
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	Step 3: Let us now run a query to check the count of total users who belong to the state of “New York.”
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	val nyUserCount = users.groupBy("state")
    .agg(("state", "count"))
    .where("state = \"NY\"")

	 

	This is a bit different as compared to what we performed in the SQL query. In the code above, we are first grouping by state and then applying the agg method. The agg method takes the column as the first parameter and then the type of aggregation as the second parameter. We specify the second parameter as count since we want to count the number of users from the state of New York. Subsequently, we specify the condition using the where method.

	 

	Let us now call the show method on our DataFrame to view the results.

	 

	nyUserCount.show()
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	The output is as shown in the screenshot below.
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	Step 4: Let us now write some code to get the count for all the users for each state. First, we need to import the implicits as shown below.

	 

	import spark.implicits._

	
val userCountByState = users.groupBy("state")
    .agg(("state", "count"))
    .orderBy($"count(state".desc)

	 

	As we can observe in the query above, we use the orderBy method to order the result by the count of state in a descending order.

	 

	Let us call the show method.

	 

	userCountByState.show()
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	The output can be observed in the screenshot below.
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	Task 6 is complete!

	 

	 

	
SUMMARY

	 

	In this chapter, we have learned the basics of Spark SQL. Moreover, we have also studied the Spark SQL, its applications, and architecture in detail.

	In the labs, we have had our hands on creating a DataFrame, converting an RDD to DataFrame by using the toDF method and StructType. Subsequently, we used the SQL queries and the DataFrame API to process data.
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CHAPTER 8:
DATASETS

	Theory

	 

	In the previous chapters, we worked with RDDs and DataFrames, their applications, and architectures. In this chapter, let us look at the Datasets API, which is the most advanced API in Spark. We shall comprehensively learn datasets and their applications. To understand datasets better, let us first understand the difference between an RDD and a DataFrame.

	RDD vs. DataFrame

	 

	
		
				RDD is a low-level API.

				DataFrame is a high-level API.

		

		
				RDDs are written in functional style of programming.

				DataFrames are more of a relational style of programming.

		

		
				RDDs are type safe, which guarantees that the variable of a particular data type declared holds the exact same type of data within it. Type checking happens at the compile time and not at the runtime. For example, if we declare a variable as Int and assign a String, an error will be shown at compile time itself.

				DataFrames are not type safe, where type error is only shown at runtime and not at the compile time. It is possible to declare an Int and assign a String, but this error is only detected at runtime.

		

		
				RDDs are slower as compared to DataFrames. There is no optimizer available for RDDs. 

				DataFrames are faster and efficient, as they are optimized with Catalyst optimizer and Tungsten.

		

		
				RDDs process structured as well as unstructured data.

				DataFrames on the other hand only process structured and semi-structured data.

		

		
				RDDs cannot infer schema for the ingested data, as they require the users to specify the schema in an explicit manner.

				DataFrames have the ability to infer schema automatically for the ingested data. The user can also explicitly specify the schema.

		

	

	 

	As we can observe from the comparison above, there are clearly some advantages and disadvantages in case of both the APIs. Nonetheless, it will be great if we could somehow take the advantages and discard the disadvantages of each. Well, it turns out that we could.

	What are Datasets?

	Dataset is the most advanced API in Spark. It is an extension of DataFrames, which overcomes all the disadvantages of both RDDs and DataFrames. The Dataset API provides developers with the type safe mechanism and functional style programming, while retaining the relational type of programming of DataFrames and performance optimizations. Hence, it is called an extension of DataFrames. Datasets were introduced in Spark from the 1.6 version.

	 

	Datasets use Encoders to serialize and/or deserialize the Spark SQL representation to the JVM objects. The serialization and deserialization with encoders are significantly fast when compared to the Java serialization. In simple words, datasets use encoders to convert the data between JVM objects and Spark SQL representation of the tabular objects.

	 

	Why Datasets?

	The following are the advantages of using datasets:

	 

	
	● Datasets are the combination of RDDs and DataFrames. They can help us to code similar to what we would do with RDDs and process them through the performance optimization engines.



	 

	
	● Datasets have all the other features as RDD and DataFrames. They are lazy, immutable, distributed, and they can be cached as well.



	 

	
	● They assure type safety similar to that of RDD. Any type errors are flagged at compile time rather than being notified at runtime.



	 

	
	● Data processing with datasets is optimized by using the Catalyst optimizer and Tungsten similar to that of DataFrames. This ensures very fast and efficient processing of data.



	 

	
	● Dataset API provides the developers with a functional style of programming as well as a relational style of programming.



	 

	
	● Datasets can process structured as well as unstructured data. They can also automatically infer schema.



	 

	
	● They can be converted from RDD and DataFrames. 



	 

	We shall be working with datasets API later in the lab exercises. 

	 

	That is all in theory for this chapter. Let us now proceed to our lab exercises.

	 

	 

	
AIM

	The aim of the following lab exercises is to start writing Spark SQL code in IntelliJ IDEA to learn about datasets and built-in functions.

	The labs for this chapter include the following exercises:

	
	● Creating datasets using DataSource API

	● Creating dataset from an RDD

	● Aggregate and Collection functions

	● Date/Time functions

	● Math and String functions

	● Window functions



	 

	We need the following packages to perform the lab exercises: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	 

	
LAB EXERCISE 7: DATASETS & FUNCTIONS

	Creating Ds  >>  DF for RDD  >>  Agg & Collec
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		Creating datasets from an RDD

		Aggregate and Collection functions

		Date/Time functions
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	Task 1: Creating Dataset using Data Source API

	 

	Creating a dataset is similar to that of a DataFrame with some minor changes.

	 

	Step 1: Download the ratings.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	ratings-head.csv - http://bit.ly/2FPdhHE

	 

	Please save this file in the IdeaProjects/Spark/chapter_8 by creating a new folder.

	 

	Step 2: Open IDE, right-click the training package that you have created in previous exercise and hover over New and then click on Scala Class. When prompted, enter createDS as the name, click on the dropdown menu for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession

	 

	Next, we need to write a case class so that we can specify the schema for our fields. This case class creates a dataset and differentiates from DataFrame. While loading the file, we simply refer to this case class object to create a dataset.

	 

	private case class Movies(userId: Int, movieId: Int, rating: Double, timestamp: String)

	 

	We have created a case class and named it Movies by specifying the fields and its types.
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	If there is an error saying that the case class Movies is already defined, change the name of class case to anything else and refer to it accordingly throughout the program.

	 

	Step 3: Now, write the main function and create the SparkSession object as shown below.

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("Creating a Dataset")
    .master("local[*]")
    .getOrCreate()

	 

	[image: Image]

	 

	Step 4: Before we load the file by using the DataSource API, we need to import the implicits, which is required to create a dataset.

	 

	import spark.implicits._

	 

	This import is available in our SparkSession object. Hence, we refer it to the SparkSession object (spark) which we had created in the previous step.
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	Now, we load the file as we usually do while creating the DataFrame except for the as method at the end. The as method refers to the case class object Movies creating a dataset object.

	 

	val movies = spark
  .read
  .format("csv")
  .options(Map("header" -> "true", "inferSchema" -> "true"))
  .load("chapter_8/ratings-head.csv")
  .as[Movies]
  .cache()
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	We use the cache method to cache our dataset in memory so that it is created every time an action is called. We now have our dataset created.

	 

	Step 5: We can now use the show and printSchema methods to check the first 20 records in our dataset and the schema associated with it.

	 

	movies.printSchema()

movies.show()
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	The following schema is shown when we execute the program.
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	The result can be observed below:

	 

	[image: Image]

	 

	Step 6: Let us now perform some basic operations with our dataset. The following code below is used to find the total count of each rating.

	 

	val ratingCount = movies.groupBy("rating").count()
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	We simply use the groupBy function to group all the ratings and then count the number of ratings by using the count function. 

	 

	Next, let us call the show method to display the result on the console.

	 

	ratingCount.show()

	 

	Once the program has finished running, the following results are displayed at the console:
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	However, this was also achieved using DataFrames. Then how are the datasets special? Well, we can also write functional style programming with datasets.

	 

	Step 7: Let us now write some functional style programming by using our dataset. First, we shall extract the two columns userId and rating from the movies dataset by using the map function.

	 

	val users = movies.map(x => (x.userId, x.rating))

	 

	As we can observe, we have used functional style programming the code above which we cannot use with DataFrames. In addition, we are able to refer to the column by its name.
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	Next, let us convert our dataset to RDD and write some code to find out the average rating for each user.

	 

	val count = users.rdd.mapValues(x => (x,1))
  .reduceByKey((x,y) => (x._1 + y._1, x._2 + y._2))
  .mapValues(x => x._1/x._2)
  .sortByKey(false)

	 

	We have simply used the rdd method to convert our dataset to RDD. The rest of the code is the familiar functional programming style.

	 

	Let us now use the collect method just like in the previous exercises and print out the result to the console.

	 

	count.collect.foreach(println)

	}
}
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	The output should be shown as below.
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	Task 1 is complete!

	 

	 

	Task 2: Creating Dataset from an RDD

	 

	As we had done in the previous lab exercise to create a DataFrame from an RDD, we shall also look at creating a dataset from an RDD.

	 

	Step 1: Download the mlb_players.csv file from the URL below. This file contains six columns: name, team, position, height, weight, age.

	 

	mlb_players.csv - http://bit.ly/2JhzVJj

	 

	Please save this file in the IdeaProjects/Spark/chapter_8 folder. 

	 

	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter rddToDs as the name, click on the dropdown menu for Kind, and select Object. Enter the import as shown below.
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	import org.apache.spark.sql.SparkSession

	 

	Step 3: Let us now create a case class so that we can define a schema to our dataset as we had done with DataFrame in the previous exercise. The names that we specify for the attributes of the case-class object will be mapped as column names for our dataset. 

	 

	case class Players(player_name: String, team: String, position: String, height: Int, weight: Int, age: Double)

	 

	Step 4: Let us now write the main function for our program and create a SparkSession object as shown below.

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("RDD to Dataset")
    .master("local[*]")
    .getOrCreate()
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	Step 5: Since our aim is to convert an RDD to a dataset, we must use the textFile API in the SparkContext object to read the file and create an RDD.

	 

	val input = ss.sparkContext.textFile("chapter_8/mlb_players.csv")

	 

	We now have an RDD created. However, the file contains a header with column names. We must first remove the header. Instead of using the first method followed by the filter method, let us remove the header by using an efficient approach.

	 

	val removeHeader = input.mapPartitionsWithIndex((index, itr) => {
  if (index == 0) itr.drop(1) else itr
})

	 

	In the previous approach to remove the header, we were using the filter method to filter out the first record from the RDD. This approach works well when there is small data. However, Spark is not developed for small data. Instead, we will be working on a large volume of data in a real-time environment.

	 

	Consider a scenario where we have a billion records in our RDD. When we use the filter function, the filter condition is tested for each record of RDD. Hence, just to filter out one record, we end up testing the condition for all the billion records. To overcome this, we can use the mapPartitionWithIndex function. This higher-order function provides us with an entire partition of RDD with index, unlike the map function, which provides us with each record. Subsequently, we can pass our logic, which is to drop the first record in the partition if the partition index is 0, else return the partition as is. Therefore, the condition inside if statement is only verified per partition basis instead of per record. This condition is only tested based on the number of partitions and not on the number of records, making it efficient.

	 

	 

	Creating Ds  >>  DF for RDD  >>  Agg & Collec

	 

	Date/Time.

	Math & String

	Window Functions

	 

	[image: Image]

	 

	Step 6: The next step is similar to what we had done in the previous exercise while creating a DataFrame from RDD. We split the fields based on a comma, so that we can assign each individual field to its appropriate case class field.

	 

	val fields = removeHeader.map(record => record.split(","))

	 

	Now that we can access individual fields by their position, let us assign them to the case class Players, using the map function as shown here.

	 

	val structRecords = fields.map(field => Players(field(0).trim, field(1).trim, field(2).trim, field(3).trim.toInt, field(4).trim.toInt, field(5).trim.toDouble))

	 

	We call the trim method on all the fields to remove the leading and trailing white spaces, and cast height, weight and age fields to the types Int, Int and Double respectively.
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	Step 7: We now have our data in the structured columns with named records. We can now simply convert it to a dataset by using the toDS method. 

	 

	Nevertheless, before we can use the toDS method, we need to import the implicits as shown below.

	 

	import ss.implicits._

val recordsDs = structRecords.toDS()

	 

	We now have our dataset recordsDs created from RDD.
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	Step 8: Let us now call the show method on our dataset and execute the program.
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	recordsDs.show()
  }
}

	 

	The output is as shown in the screenshot below.
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	Therefore, the only difference between creating a DataFrame and a dataset is the method, which we call at the end. We use the toDF method to create a DataFrame and the toDS method to create a dataset.

	 

	We can also utilize the programmatical schema to create a dataset as we had done with the DataFrame in Task 3 of previous exercise. Please try it out and create a dataset by programmatically creating a schema.

	 

	Task 2 is complete!
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	Task 3: Aggregate and Collection Functions

	 

	Before we look at the user-defined functions, let us look at few of the built-in functions, which are available in Spark in the next two tasks. 

	Aggregate Functions

	 

	Step 1: Please perform the steps 1 – 4 from Task 1 in this exercise. Make sure that you name the Scala object as builtInFunctions instead of createDS. Moreover, make sure you rename the case class to Rating so that it does not conflict with classes from other objects. We should be having a screen as shown below.
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	Step 2: Let us first use the built-in aggregation functions. In the following piece of code, we are performing multiple aggregations at once.
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	Before we use the functions, we need to include the following import as shown below.

	 

	import org.apache.spark.sql.functions._

	 

	Next, we can simply use the select method and perform the multiple aggregations at once.

	 

	val agg = movies.select(
    avg("rating")
  , min("userId")
  , max("movieId")
  , sum("userId")
  , mean("rating")
)

	 

	[image: Image]

	 

	In this case, we have used multiple aggregations such as avg, min, and max etc. on various columns. As the names of the functions suggest, avg computes the average, whereas, the min and max aggregations compute the lowest and the highest values in the column. Moreover, the sum and mean aggregations compute the sum and mean of all the values in the columns, respectively.
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	Step 3: Let us call the show method and run the program.

	 

	agg.show()

	 

	The following result should be shown.
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	Step 4: As we can observe from the screenshot above, the column names are not very meaningful. Therefore, we can assign our own column names by using the as method.

	 

	val aggAlias = movies.select(
  avg("rating").as("avgRating")
  , min("userId").as("lowestUserId")
  , max("movieId").as("highestMovieId")
  , sum("userId").as("sumOfUserId")
  , mean("rating").as("meanRating")
)

	 

	Here, we are doing is assigning an alias (column name) to each field using the as method.
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	Step 5: Let us call the show method and run the program.

	 

	aggAlias.show()

	 

	The following result should be shown.
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	As we can observe from the screenshot above, the column names appear as we have specified.

	 

	Step 6: Let us now use the groupBy method and perform the aggregations.
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	val byUser = movies.groupBy("userId")
  .agg(countDistinct("rating").as("distinctCount")
    , sumDistinct("rating").as("distinctSum")
    , count("movieId").as("movieCount"))

	 

	In the code above, we have used the groupBy method and performed the aggregations over the group. We have used the countDistinct function to count the number of distinct ratings for userId. Similarly, the sumDistinct function is used to sum the distinct ratings only. Finally, the count function, as we know, is used to count all the movie ids.
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	Step 7: Let us call the show method and run the program.

	 

	byUser.show()

	 

	The following result should be shown.
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	Collection Functions

	 

	So far, we have been working with IDE and learned how to create objects and execute the programs. However, in this task, we learn about the collection functions. Let us use the Spark shell, to check the output on the fly quickly instead of running the program every time we use a function. We may choose to work with IDE and it is perfectly fine. We will then have to create the SparkSession object and specify the required imports.

	 

	Step 1: Open the terminal and fire up the Spark shell. We should be having the Scala prompt as shown in the screenshot below.
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	Step 2: We need to import the implicits and functions to be able to work with the functions.

	 

	import spark.implicits._

	import org.apache.spark.sql.functions._

	 

	Let us now declare a Seq collection as shown below.

	 

	val num = Seq(Seq(1,2,3), Seq(4, 5, 6), Seq(7,8,9))
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	Step 3: Next, let us convert the collection to a dataset using the toDS method and rename the column as numbers by using the withColumnRenamed method. The default column name when we create a dataset is value. Hence, we change the default column name to numbers.

	 

	val numDS = num.toDS().withColumnRenamed("value", "numbers").cache()
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	Step 4: Now that we have our dataset, let us apply some of the collection functions. First, let us use the array_contains function to check if the collection contains the element we require.
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	val contains = numDS.where(array_contains($"numbers", 5))

	 

	We use the array_contains function inside the where method to check if the column numbers contains the number 5. This function takes the column name as the first argument and the element as second. Moreover, we can also pass more than one element as the second argument enclosed in a collection as shown in the example below.

	 

	val eg = numDS.where(array_contains($"numbers", Array(7,8))

	 

	Let us check the result by using the show method.

	 

	contains.show()

	 

	The result is as depicted in the screenshot below. Since we have used the where method, we can only see the collection which contains the number 5.
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	Step 4: Let us now use the explode function, which takes each element in a collection and generates a new row. 

	 

	val exploded = numDS.select($"numbers", explode($"numbers").as("exploded"))
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	In the code above, we have used the select method to select the numbers column, and then the result of using explode function on numbers column as the second column. We have specified the second column name as exploded.

	 

	After running the show method, the following result can be observed as shown in the screenshot below:

	 

	exploded.show()
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	As we can observe from the output, each element inside the collection is a new row.

	 

	Similarly, we also have the posexplode function, which also provides us with the position of each row.

	 

	val posExploded = numDS.select(posexplode($"numbers"))
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	When the posexplode function is used, two different columns are created. One is the column with the exploded values as observed above and the other is with the position of each exploded value.

	 

	After running the show method, the following result is shown as in the screenshot.

	 

	posExploded.show()
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	Since we have not used the as method to specify the names of the columns, the default column names pos and col are created for us.

	 

	Step 5: Let us now use the size function to check the size of each of the collections in our datasets. It simply returns the size of the collection similar to the length method.
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	val sizeDS = numDS.select($"numbers", size($"numbers").as("size"))

	 

	We have used the select method to select the numbers column as the first column and size function on numbers column as the second column. Subsequently, we have used the as method to rename the column as size.

	 

	After running the show method, the following result is shown as in the screenshot.

	 

	sizeDS.show()
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	The size is shown as 3 since there are three elements in each collection.

	 

	Step 6: Let us now utilize the sort_array function to sort the collection in ascending or descending order.

	 

	val sorted = numDS.select($"numbers", sort_array($"numbers", false).as("sorted"))

	 

	The sort_array function takes the column on which we want to perform the sort on as the first argument and Boolean as second argument. We specify true if we want to sort in the ascending order or false, in case of the descending order.
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	After running the show method, the following result is depicted as in the screenshot.

	 

	sorted.show()
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	There are many other functions, which can be applied. Please check the link in references section and try to practice the application of all the functions.

	 

	Task 3 is complete!

	Task 4: Date/Time Functions

	Let us now look at Date/Time functions to manipulate, extract and perform arithmetic operations on date and time. As in the case of collection functions, we shall be using the Spark shell to demonstrate Date/Time functions as well. Please feel free to use IDE if you prefer it over Spark Shell.

	 

	Step 1: Let us first create a collection with data as shown below. Please make sure you have the imports from the previous section already available. Otherwise, you will have to import them again if you had closed the Spark Session.
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	val dates = Seq(
  (1, "Ernesto", "2015-09-24"),
  (2, "Lee", "1985-05-16"),
  (3, "John", "2012-07-16"),
  (4, "Doe", "1914-08-02")
)

	 

	Next, let us convert the collection to a dataset using the toDS method and rename the column as shown below by using the withColumnRenamed method. The default column names for dataset are monotonically increasing numbers like _1, _2, _3 etc.

	 

	val datesDS = dates.toDS()
    .withColumnRenamed("_1", "id")
    .withColumnRenamed("_2", "name")
    .withColumnRenamed("_3", "date")
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	Let us check the schema by using the printSchema method, so that we can compare the data type for date column in the next step.

	 

	datesDS.printSchema()
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	As we can observe from the screenshot above, the date is of type String.

	 

	Step 2: Let us cast the date column and convert it to date type by using the cast function as shown below.

	 

	val casted = datesDS.select($"id", $"name", $"date".cast("date")).cache()

	 

	Let us print the schema to check if we were able to convert the date column successfully from String type to Date type. Moreover, let us also use the show function to view the dataset.

	 

	casted.printSchema()
casted.show()
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	As we can observe from the screenshot above, we have successfully casted the date column as date type.

	 

	Step 3: Let us now extract the individual attributes from the date object such as day, month, and year etc. We shall be using various functions to add the columns for each function using the withColumn method.

	 

	val extracted = casted

	  .withColumn("year", year($"date"))
  .withColumn("month", month($"date"))
  .withColumn("dayOfYear", dayofyear($"date"))
  .withColumn("quarter", quarter($"date"))
  .withColumn("weekOfYear", weekofyear($"date"))

	 

	Creating Ds  >>  DF for RDD  >>  Agg & Collec

	 

	Date/Time.

	Math & String

	Window Functions

	 

	We have used the year, month and dayofyear functions to extract the individual attributes from the date column. Furthermore, we have also used the quarter function to get which quarter the date is from and the weekofyear function to get the corresponding week to which the date belongs.

	 

	The following output is shown when we utilize the show method.

	 

	extracted.show()
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	Step 4: Let us now use the arithmetic functions to manipulate the date.

	 

	val arithmetic = casted
  .withColumn("ageInDays", datediff(current_date(), $"date"))
  .withColumn("addedDays", date_add($"date", 25))
  .withColumn("subtrDays", date_sub($"date", 16))
  .withColumn("addedMonths", add_months($"date", 4))
  .withColumn("lastDay", last_day($"date"))
  .withColumn("nextDay", next_day($"date", "tuesday"))
  .withColumn("monthsBetween", months_between(current_date(), $"date", true))
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	● The datediff function is used to calculate the date difference between two dates. Here we have used the current_date method to get the present date and acquire the difference from the date in date column.



	 

	
	● The date_add and date_sub functions are utilized to add and subtract the number of days from the date in date column. The function takes the date column and the number of days as arguments.



	 

	 

	
	● The add_months function is used to add the number of months to the date in date column. The function takes the date column and the number of months as arguments.



	 

	
	● The last_day and next_day functions are used to get the last day of the month and next day of the month (for the day of the week for the current date) in date column respectively. The next_day function takes date column and the day of week as arguments.



	 

	
	● The months_between function is used to get the total number of months between two days. We have used the current date by using current_date function and date column as the arguments.



	 

	 The following output is observed when we use the show method.

	 

	arithmetic.show()

	 

	Creating Ds  >>  DF for RDD  >>  Agg & Collec

	 

	Date/Time.

	Math & String

	Window Functions

	 

	[image: Image]

	 

	Step 5: Next, let us utilize the timestamp functions. Since we have only created a date type in the previous dataset, let us create a timestamp type instead of date type. First, let us create the dataset and rename the columns as shown below.

	 

	val timeStamp = spark.createDataset(Seq(
  (1, "Ernesto", "2015-09-24 00:01:12"),
  (2, "Lee", "1985-05-16 03:04:15"),
  (3, "John", "2012-07-16 06:07:18"),
  (4, "Doe", "1914-08-02 09:10:20")
))

val timeStampDS = timeStamp
  .withColumnRenamed("_1", "id")
  .withColumnRenamed("_2", "name")
  .withColumnRenamed("_3", "timeStamp")

	 

	Let us print the schema, so that we can compare it with the timestamp type in the next step.

	 

	timeStampDS.printSchema()
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	Step 6: Let us now convert the timestamp that is of String type to timestamp type.

	 

	val castedTimeStamp = timeStampDS.select($"id", $"name", $"timeStamp".cast("timestamp")).cache()

	 

	Let us now print the schema and the dataset to check the casting.

	 

	castedTimeStamp.printSchema()
castedTimeStamp.show()

	 

	As we can observe from the screenshot below, we have successfully casted the timestamp column from String type to timestamp type. 
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	Step 7: Let us now extract the attributes from the timestamp column as we had done for the date column couple of steps ago.

	 

	val extractedTs = timeStampDS
  .withColumn("second", second($"timeStamp"))
  .withColumn("minute", minute($"timeStamp"))
  .withColumn("hour", hour($"timeStamp"))

	 

	The functions used above are self-explanatory.

	 

	The following output is shown when we use the show method.

	 

	extractedTs.show()
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	Step 8: Finally, let us use a couple of conversion functions to convert the dates into different formats.

	 

	val conversions = timeStampDS
    .withColumn("unixTime", unix_timestamp($"timeStamp"))
    .withColumn("fromUnix", from_unixtime($"unixTime"))

	 

	
	● The unix_timestamp function is used to convert the timestamp to UNIX timestamp.



	 

	
	● The from_unixtime function is used to convert the UNIX time, which we obtained as shown in the above screenshot.



	 

	The following output is shown when we use the show method.

	 

	conversions.show()
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	Task 4 is complete!

	Task 5: Math and String Functions

	Math Functions

	There are a number of math functions, which can be applied to the columns with numbers. Let us now look at a few of these functions.

	 

	Step 1: Let us first create a collection with data as shown below. Please make sure you have the imports from the previous section already imported. We will have to import them again if we have closed the Spark Session.

	 

	val numbers = List(5, 4, 9.4, 25, 8, 7.7, 6, 52)

	 

	Step 2: Next, let us convert the collection to a dataset by using the toDS method and rename the column as numbers using the withColumnRenamed method. The default column name when we create a dataset is value. Hence, we change the default column name to numbers.
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	val numbersDS = numbers.toDS()
  .withColumnRenamed("value", "numbers")
  .cache()

	 

	The dataset should now be created with the renamed column.
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	Step 3: Let us now perform various math functions on the dataset. All these functions are self-explanatory.

	 

	val mathFuncs1 = numbersDS.select(abs($"numbers"), ceil($"numbers"), exp($"numbers"), cos($"numbers"))

	 

	
	● The abs function returns the absolute value of the number.



	 

	
	● The ceil function returns the number of double type greater than or equal to the nearest rounded integer. 



	 

	
	● The exp function returns the Euler’s e raised to the power of double value.



	 

	
	● The cos function returns the trigonometric cosine of an angle.



	 

	Let us check the result using the show method.

	 

	mathFuncs1.show()

	 

	The following result is shown.
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	Step 4: Let us now use some additional math functions.

	 

	val mathFuncs2 = numbersDS.select(factorial($"numbers"), floor($"numbers"), hex($"numbers"), log($"numbers"))

	 

	
	● The factorial function returns the factorial of the number.



	 

	
	● The floor function is opposite to the ceil function which returns the number of double type lesser than or equal to the nearest rounded integer.



	 

	
	● The hex function returns a hex value.



	 

	
	● The log function returns the natural logarithm (base e) of a double value as a parameter.



	 

	Let us check the result by using the show method.

	 

	mathFuncs2.show()
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	The following result is shown.
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	Step 5: Let us now use even more math functions.

	 

	val mathFuncs3 = numbersDS.select(pow($"numbers", 2), round($"numbers"), sin($"numbers"), tan($"numbers"))

	 

	
	● The pow function returns a number raised to the power of some other number. It takes two arguments: the first argument is the column with numbers and the second argument is the number which power has to be calculated.



	 

	
	● The round function returns the rounded value to the nearest decimal.



	 

	
	● The sin and tan functions return the sine and tangent trigonometric angles, respectively.



	 

	Let us check the result by using the show method.
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	mathFuncs3.show()

	 

	The following result is shown.
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	Step 6: Let us finally conclude math functions with a couple more of them.

	 

	val mathFuncs4 = numbersDS.select(sqrt($"numbers"), log10($"numbers"), $"numbers" + Math.PI)

	 

	
	● The sqrt function returns the square root of the given numbers in the column.



	 

	
	● The log10 function returns the base 10 logarithm of a double value.



	 

	
	● In the third column, we have simply added the value of PI by using the Math.PI expression.



	 

	Let us check the results by using the show method.

	 

	mathFuncs4.show()

	 

	Creating Ds  >>  DF for RDD  >>  Agg & Collec

	 

	Date/Time.

	Math & String

	Window Functions
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	Many other math functions can be applied. Please check the references section for link to all the math functions.

	String Functions

	There is a plethora of String functions available in Spark. Let us look at a few of them now.

	 

	Step 1: As usual, let us first create the List and create a dataset from it. Please make sure to specify imports again if you had closed the Spark session.

	 

	val quote = List("I have no special talent.",
  "I am only passionately curious.",
  "I have a dream.",
  "I came, I saw, I conquered.")

	 

	val quoteDS = quote.toDS().cache()

	 

	Let us use the show method to display the dataset as shown below.
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	quoteDS.show()
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	Step 2: Let us first use the split method to split the strings by space as below.

	 

	val splitted = quoteDS.select(split($"value", " ").as("splits"))

	 

	The split method takes two arguments: the first argument is the name of the column and the second method is the pattern to which the string should be split on.

	 

	Let us use the show method to display the dataset as shown below.

	 

	splitted.show()
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	As we can observe from the screenshot above, the rows have now been split by whitespace.

	 

	Step 3: Next, let us use the explode function, which we have learned in this exercise to create a column for each element in the collection.

	 

	val exploded = splitted.select(explode($"splits").as("explode"))

	 

	Let us use the show method to display the dataset as shown below.

	 

	exploded.show()

	 

	Creating Ds  >>  DF for RDD  >>  Agg & Collec

	 

	Date/Time.

	Math & String

	Window Functions

	 

	[image: Image]

	 

	Now that we have each word as a row, let us apply some string functions.

	 

	The first function is for the evaluation of the length of each word using the length function as shown below.

	 

	val strLen = exploded.select($"explode", length($"explode")).as("length")

	 

	Let us use the show method to display the dataset as shown below.

	 

	strLen.show()
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	Step 4: Let us now use other string functions to convert strings from the lower case to the upper case, and vice versa.

	 

	val upCase = quoteDS.select(upper($"value").as("upperCase"))
val lowCase = upCase.select(lower($"upperCase").as("lowerCase"))

	 

	Let us utilize the show method to display the datasets as shown below.

	 

	upCase.show()
lowCase.show()
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	Step 5: Finally, let us look at substring and trim functions to extract a part of string and trim the whitespaces before and after that string, respectively.

	 

	val sub = quoteDS.select(substring($"value", 0, 2).as("firstWord"))

	
val trimmed = sub.select(trim($"firstWord"))

	 

	Let us use the show method to display the datasets as shown below.

	 

	sub.show()
trimmed.show()

	 

	The substring function takes three arguments. The first is the column name from which the sub string should be extracted. Second and third arguments are provided to specify the start and end positions from which we extract the string.
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	Here we have extracted the first word and space after it using the substring function. Since our first word is only a letter, we start from 0 position and end at 2nd position which is a whitespace. Next, we utilize the trim function to trim the whitespaces before and after the specified string. However, since there are no whitespaces before, the function will simply trim the whitespace after. We can also use the rtrim function to trim only the whitespaces at the end and ltrim function to trim only the whitespaces at the beginning.

	 

	These are only a few string functions and there are many available out there. Please practice with as many functions as you can.

	 

	 

	 

	Task 5 is complete!
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	Task 6: Window Functions

	Let us look at window functions, which are different from the built-in functions. These are the functions, which are applied over a window i.e., a set of rows rather than each row. For example, we can find out the salary for each employee by department and rank them from high to low or vice versa.

	 

	Let us perform this task in IntelliJ IDEA. However, we may choose to perform it in the Spark shell as well.

	 

	Step 1: Download the employee.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	employee.csv - http://bit.ly/2Z3atOx

	 

	Please save this file in IdeaProjects/Spark/chapter_8 by creating a new folder.

	 

	Step 2: Open IDE, right-click the training package that you have created in the previous exercise and hover over New and then click on Scala Class. When prompted, enter window as the name, click on the dropdown menu for Kind, and select Object. Enter the import as shown below.

	 

	import org.apache.spark.sql.SparkSession

	import org.apache.spark.sql.expressions.Window
import org.apache.spark.sql.functions._

	 

	Next, we need to write a case class so that we can specify the schema for our fields. 

	 

	case class Employee(name: String, number: Int, dept: String, pay: Double, manager: String)
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	Here, we have created a case class and named it Employee by specifying the fields and its types.

	 

	Step 3: Now, write the main function and create the SparkSession object as shown below.

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .appName("Creating a Dataset")
    .master("local[*]")
    .getOrCreate()

	 

	Next, let us import the implicits and load the file as shown below.

	 

	import spark.implicits._

val employeeDS = spark.read
  .format("csv")
  .options(Map("header" -> "true", "inferSchema" -> "true"))
  .load("chapter_8/employee.csv")
  .as[Employee]

	 

	Our program should look something like the one shown in the screenshot.
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	Step 4: Now that we have loaded our file, let us first create a window. We shall create a window to partition by the department and order by pay in the descending order.

	 

	val window = Window.partitionBy($"dept").orderBy($"pay".desc)

	 

	We have called the partitionBy and orderBy method on the Window object to create a window. The partitionBy method creates partitions for each department within the window and orderBy method orders the rows by pay in the descending order.

	 

	Step 5: Let us first use the rank function to get the pay for each employee by department in the descending order. 

	 

	val ranked = rank().over(window)
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	We have simply called the rank function over the window we had created in the previous step by using the over method. The rank function allocates the increasing integer values to rows based on the column we specified in the orderBy method.

	 

	Let us now call the show method on our dataset and add the rank column by using the select function.

	 

	employeeDS.select($"*", ranked.as("rank")).show()

	 

	We should have the following output when we run this program.
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	Step 6: Let us now find the third highest salary from each department.

	 

	val rankedDS =  employeeDS.select($"*", ranked.as("rank"))

	val second = rankedDS.where("rank = 3")

	 

	Let us now call the show method on our dataset.

	 

	second.show()
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	We can observe that we have obtained the third highest salary of employees from each department. Since Admin Offices department had two employees with the same pay, they both are ranked as three.

	 

	Step 7: Let us now look at dense_rank. Both these functions are similar and provide the increasing integer value based on the ordering of rows. However, there is a difference when it comes to dealing with the duplicate values. If there are two duplicate values, the rank function allocates the same rank for both the rows, skips the next rank for next row, and allocates the next incremental rank for the next row instead. For example, if rank 1 is allocated to the top two rows due to the presence of duplicate values, rank 2 will be skipped and instead, rank 3 will be allocated to the next row.

	 

	However, the dense_rank function does not skip the ranks when it encounters duplicate values. In the example above, the dense_rank will allocate the same rank i.e., rank 1 for duplicate rows and then rank 2 for the next row. Let us look at this now.

	 

	val denseRanked = dense_rank().over(window)

	 

	Let us now call the show method on our dataset and add the rank column by using the select function.
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	employeeDS.select($"*", denseRanked.as("dense_rank")).show()

	 

	The following output is shown when we execute the program.
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	As a challenge, please find out the second highest salary from each department by using the dense_rank function.

	 

	Step 7: Similarly, let us look at the row_number and percent_rank.

	 

	The row_number function, as the name suggests, provides a row number for each row starting from 1 irrespective of the duplicates. The numbers are neither skipped nor are repeated.

	 

	val rowNumber = row_number().over(window)
employeeDS.select($"*", rowNumber.as("rowNumber")).show()

	 

	The following output is shown when we run the program.
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	The percent_rank calculates the percent rank of a given row based on the following formula:

	 

	(rank - 1) / (the number of rows in the window or partition - 1)

	 

	For example, if the rank of a row is 11 and there are 101 rows in the partition, the rank is evaluated as 11-1/101-1 or 10/100 or 0.1. The percent rank ranges from 0 to 1. The first row will always have a percent rank of 0.

	 

	val percentRank = percent_rank().over(window)
employeeDS.select($"*", percentRank.as("percentRank")).show()

	 

	The following output is shown when we execute the program.
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	Step 8: Let us finally look at the lead and lag functions. The lead and lag functions are utilized to determine the value of leading or lagging of next row, when compared to the current row.

	 

	val leads = lead($"pay", 1, 0).over(window)
employeeDS.select($"*", leads.as("lead")).show()

	 

	The lead function takes three arguments. The first argument is the column name, second is the offset value, which determines the total number of rows preceding/succeeding the current row and the third argument is the default to specify the default value if the offset is outside the scope of the window.

	 

	The following output is shown when we execute the program.
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	Similarly, there is lag function, which calculates the lag.

	 

	val lags = lag($"pay", 1, 0).over(window)
employeeDS.select($"*", lags.as("lag")).show()

	 

	The following output is shown when we run the program.
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	Task 6 is complete!

	 

	
SUMMARY

	 

	In this chapter, we have looked at datasets API, which is an advanced Spark API. We learned about the datasets API, its applications, and its advantages over RDDs and DataFrames.

	In the labs, we have had our hands on creating a dataset, converting an RDD to dataset by using the toDF method. Subsequently, we used the built-in functions to process data.
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CHAPTER 9:
USER-DEFINED FUNCTIONS

	Theory

	 

	In the previous chapter, we learned about the built-in functions. Let us now look at the User-Defined Functions.

	Why User-Defined Functions?

	Spark SQL has tons of built-in functions available to process data. These functions include aggregations, date-time functions, Math functions, String functions, collection functions and window functions. These built-in functions are applied in most of the cases. However, there can be scenarios, which cannot be accommodated by the usage of built-in functions. For such scenarios, we can write our own functions, which are called the User-Defined Functions. We simply have to write the codes of these custom functions and register them with Spark SQL to be able to use them in our programs.

	 

	We can classify such custom written functions in two types:

	 

	
	● User-Defined Functions (UDFs)

	● User-Defined Aggregate Functions (UDAFs)



	 

	The difference between a UDF and a UDAF is that the UDF performs the user-defined operation on one row at a time and returns the result for each row, while UDAF performs the user-defined operation on a group of rows on a column. A few examples of built-in aggregate functions are sum, count, average etc., and they are followed by groupBy function most of the time.

	Steps to implement User-Defined Function

	All the User-Defined Functions (UDF & UDAF) can be implemented by following these three steps:

	 

	
		Writing a User-Defined Function.

		Registering the User-Defined Function in Spark Application.

		Using the User-Defined Function in Spark SQL or in the DataFrame API.



	 

	These steps are similar to implement a user defined function in Apache Hive and Apache Pig.

	UDAF Types

	The User-Defined Aggregate Functions (UDAFs) can be further classified into two types:

	 

	
	● Typed UDAFs

	● Untyped UDAFs



	 

	The Typed UDAF is applied to datasets where we get the structure (schema) of rows by using the case class, whereas an untyped UDAF is applied to the DataFrames.

	 

	It is always preferable to use the built-in functions over the UDFs due to their standardization, as they are an efficient way to perform standard operations. Nonetheless, UDFs should only be developed and used when there is no other choice. 

	 

	Do not worry if this does not make any sense right now. We shall be looking at UDF and UDAF in our lab exercise to understand this in a better way. The UDFs in Spark SQL are easy to implement. We can also use the Hive UDFs within the Spark SQL.

	 

	Before we jump into our lab exercises, let us learn some Scala concepts, which are required while writing our custom functions.

	Function currying in Scala

	Function currying in Scala is used to create partially applied functions. The curried functions are declared with multiple parameter groups with each group enclosed in parenthesis.

	 

	For example,

	 

	Scala> def sum(a: Int) (b:Int): Int = {

	> a + b

	> }

	 

	There can also be multiple parameters in each parameter group. Subsequently, these curried functions are used to create partially applied functions.

	 

	Partially applied functions in Scala

	The partially applied functions, as the name suggests, are applied partially by only passing few parameters, while holding back other parameters. Hence, the partially applied functions are used when we do not want to pass all the parameters at once, but instead we can pass some parameters first and then the other parameters at a later stage.

	 

	For example, we can partially apply the function that we created above by using currying.

	 

	Scala> val part = sum(54)_

	 

	This expression will return us a function object called part.

	 

	We can now pass the parameter, which we held back as shown here.

	 

	Scala> part(6)

	 

	Finally, the result here will be 60, which is the sum. We shall look at these concepts in our lab exercises to understand them in a better way.

	 

	That is all in theory for this chapter. Let us now proceed to our lab exercises.

	 

	 

	
AIM

	 

	The aim of the following lab exercises is to write and use the user-defined functions in Spark applications.

	The labs for this chapter include the following exercises:

	
	● Defining Currying functions

	● Using partially applied functions

	● Writing User-Defined Function (UDF)

	● Writing Untyped UDAF

	● Using Untyped UDAF

	● Using Typed UDAF



	 

	We need the following packages to perform the lab exercises: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 8: USER DEFINED FUNCTIONS
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	Task 1: Defining Currying Functions

	 

	Before we start writing custom functions, let us look at the currying functions. We shall be working in the Scala shell for the next two tasks.

	 

	Step 1: Open the terminal and fire up the Scala shell by simply typing in Scala in the terminal. You should see the Scala prompt as shown in the screenshot below.

	 

	$ scala
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	Step 2: Let us now define a simple currying function with two parameter groups as shown below to understand the concept of curried functions.

	 

	scala> def sum(x: Int) (y: Int): Int = {

	| x + y

	| }
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	We have defined a function called sum, which adds two numbers. Instead of passing the parameters as one group, we have curried the parameters in two different parameter groups. Primarily, this will help us with partially applied functions.

	 

	Step 3: Moreover, we can also define currying functions with multiple parameters inside each parameter group as shown below:

	 

	scala> def sumProd(a: Int, x: Int) (b: Int, y: Int): Int = {

	| a * b + x * y

	| }
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	Step 4: We can also define a currying function in such a way that we can transform a function that takes two or more parameters into a function, which takes only one parameter.

	 

	scala> def prod(a: Int) = (b: Int) => a * b
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	As we can observe from the screenshot above, we have declared a prod function which takes only one parameter a, and returns another function which in turn takes another parameter b, and returns the result.

	 

	Step 5: We can simply pass the arguments with each argument inside a parenthesis as shown below.

	 

	 

	scala> prod(54)(22)
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	Task 1 is complete!

	Task 2: Using partially applied functions

	 

	Let us now see how we can utilize the curried functions and apply them partially.

	 

	Step 1: We have created a sum function in Step 1 of the previous exercise. Let us use that function and partially apply the parameters for it.

	 

	scala> val sumObj = sum(6)_ 

	 

	This will return us a function object as depicted in the screenshot below.
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	The _ is used as a placeholder for the parameter, we are holding back. It indicates to the compiler that we are partially applying a function. 

	 

	Step 2: We can then use the function object later to pass the parameter that we held back as shown below.

	 

	 

	scala> sumObj(5)

	 

	[image: Image]

	 

	 

	Step 3: Similarly, let us partially apply the sumProd function, which we had created in the Step 2 of the previous task.

	 

	scala> val sumProdObj = sumProd(5, 6)_

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image]

	 

	We can then pass the held back parameters later as shown below.

	 

	scala> sumProdObj(7, 8)

	 

	[image: Image]

	 

	The result is as shown in the screenshot above.

	 

	Step 4: We have also created a prod function in the previous task. We can also apply partial functions to that function as well. Please complete this step by yourself as a lab challenge.

	 

	Task 2 is complete!

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Task 3: Writing User Defined Function

	 

	Now that we have learned about curried and partially applied functions, let us look at how to write a UDF. We will be writing a UDF to decrease the rating of each movie by 0.5. For this purpose, we will be calling the UDF by using both Spark SQL and DataFrame APIs.

	 

	Step 1: Download the ratings_head.csv file from the URL below. This file contains four columns: userId, movieID, rating, and timestamp.

	 

	ratings_head.csv - http://bit.ly/2X3r2wb

	 

	Please save this file in the IdeaProjects/Spark/chapter_9 folder.

	 

	Step 2: Open IntelliJ IDEA, create a new Scala object and name it decrRatingUDF. We shall be using the following imports in our application:

	 

	import org.apache.spark.sql.SparkSession
import org.apache.spark.sql.functions._

	 

	Next, let us define our UDF by using the val keyword instead of using the def keyword.

	 

	val decrUDF = udf((input: Double) => input - 0.5)

	 

	The syntax to define a function by using val is a bit different than what we have been using so far with the def function. Here we are assigning a function literal to an immutable variable. In addition, we have not specified the return type for the function as we can make use of Scala type inference to take care of the return type.

	 

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	We are then passing the function literal inside the UDF function. The UDF function takes a column as a parameter and returns a column. Since we are passing the entire column of our dataset Ratings as input to the decrUDF function in the application, we are using this UDF function.

	 

	There are not many differences between the val and def keyword to define functions. Please check the link in references section to learn more about the val vs def discussion.  

	 

	The program at this point should look like the screenshot as shown below.

	 

	[image: Image]

	 

	Step 3: Let us now declare a case class for the dataset we will load as shown below.

	 

	case class Ratings(userId: Int, movieID: Int, rating: Double, timeStamp: String)

	 

	Next, define the main function, create a Spark Session and load the file as dataset as shown below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	def main(args: Array[String]): Unit = {

  val spark = SparkSession
    .builder()
    .master("local[*]")
    .appName("Ratings Decrement UDF")
    .getOrCreate()

	 

	Let us ensure to import the implicits before we load the file as dataset.

	 

	 

	import spark.implicits._

val ratings = spark
  .read
  .format("csv")
  .options(Map("InferSchema" -> "true", "header" -> "true"))
  .load("chapter_9/ratings_head.csv")
  .as[Ratings]

	 

	The program should now look something like the screenshot below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image] 

	 

	Step 4: Let us call the UDF decrUDF by using the DataFrame API by using the select method, as shown below.

	 

	val ratingDecDf = ratings.select($"*", decrUDF($"rating").as("ratingDec"))

	 

	Here, we are selecting all the columns from our dataset and then adding one more column called ratingDec, which is obtained by applying our UDF on rating column.

	 

	Let us finally call the show method to check the output.

	 

	ratingDecDf.show()

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	The output should be displayed as shown in the screenshot below, when we execute the program.

	 

	[image: Image]

	 

	Please see that we do not need to register the UDF using the udf.register method when we have declared a function literal within the UDF. However, we must register our UDF when we have not used the function literal and defined the UDF by using the def keyword. We shall look at this in the next few steps. 

	 

	Step 5: Let us now apply the UDF inside the Spark SQL query. We may either choose to create a new Scala object to apply the UDF inside Spark SQL query or within this section. 

	 

	We have used the same Scala object to apply the UDF by using the Spark SQL.

	 

	Step 6: Let us now define a function to decrease the rating by 0.5 by using the def keyword. Please define this function outside the main function as shown in the screenshot below

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	def decrUDF2(input: Double): Double = {

  input - 0.5
}

	 

	[image: Image]

	 

	Step 7: Let us now register this new UDF by using the partially applied function as shown below. We have used the underscore placeholder to specify that this is a partially applied function, for which the parameter will be passed later in the program.

	 

	spark.udf.register("decrUDF2", decrUDF2 _)

	 

	Let us also create a temporary table by using the createOrReplaceTempView function as shown below. Then, we can run our SQL queries over this table.

	 

	ratings.createOrReplaceTempView("ratings")

	 

	val ratingDecDf = spark.sql("select *, decrUDF2(rating) as ratingDec from ratings")

	 

	The program should look something like the screenshot given below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image]

	 

	Step 8: Let us finally call the show method and check the output.

	 

	ratingDecDf.show()

	 

	The following output has been observed.

	 

	[image: Image]

	With this, we have written, registered and used a UDF.

	 

	Task 3 is complete!

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Task 4: Writing Untyped UDAF

	 

	In the previous task, we have implemented a UDF. In this task, let us learn to implement an Untyped UDAF, which is used with DataFrames. They are complex when compared to the UDFs. Let us write a UADF function to calculate the average, which is a built-in function available in Spark, but let us follow the methodology just to understand the process of writing a UADF.

	 

	While we write a UADF, we need to implement few methods similar to what we had done in Lab exercise 5, Task 5 by Implementing Custom Accumulators.

	 

	Step 1: We shall be using the same file ratings_head.csv, which we had used in the previous task. Let us use the average UDAF which we are about to implement to calculate the average rating per user.

	 

	ratings_head.csv - http://bit.ly/2X3r2wb

	 

	Please make sure this file is available in the IdeaProjects/Spark/chapter_9 folder.

	 

	Step 2: Create a new Scala object and name it averageUDAF. Next, we will need the following imports to implement a UADF. Please note that we have not used some of these imports so far. We shall learn about them as we continue with our program.

	 

	import org.apache.spark.sql.expressions.{MutableAggregationBuffer, UserDefinedAggregateFunction}
import org.apache.spark.sql.types._
import org.apache.spark.sql.{Row, SparkSession}

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Now that we have the required imports, we need to extend our object to inherit the UserDefinedAggregateFunction method as shown below.

	 

	object averageUDAF extends UserDefinedAggregateFunction {

	 

	We have used the import org.apache.spark.sql.expressions. UserDefinedAggregateFunction, so that we can inherit its methods in our program.

	 

	The program at this point, should now look like the screenshot below.

	 

	[image: Image]

	 

	Please ignore the error you see for the object name. This will go away once we implement all the required methods for UDAF.

	 

	Step 3: The first method is to specify the inputSchema i.e., the data types of the input parameters we will be passing for this UDAF.

	 

	def inputSchema: StructType = StructType(Array(StructField("inputColumn", DoubleType)))

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	The inputSchema method returns a StructType. The inputColumn is of DoubleType as the ratings column is of type Double and is enclosed in an array of StructField, which is in turn enclosed in StructType. We are assigning schema to the input by using the StructType and StructField methods, as we are working on an Untyped UDAF.

	 

	Step 4: Next, we have to specify the bufferSchema method, which informs us how the data is being aggregated when the tasks are working inside the executors.

	 

	To understand this in a better way, consider that we have ratings column with four rows as shown below.

	 

	Ratings

	2.5

	5.0

	3.5

	4.5

	 

	When we evaluate the average, we first have to compute the sum of all the rows in a column and their count. Subsequently, the sum divided by count gives the average. Therefore, the task, which computes the average of rows of the column, has to store the intermediate sum and the count of records in a buffer.

	 

	The buffer is first initialized as (0, 0) by implying the sum and count of ratings, respectively. Therefore, the task reads the first row and updates the buffer values as (2.5, 1) by adding the initial values, where 2.5 is the sum and 1 is the count. Next, when the task reads second row of ratings column, the buffer updates the values as (7.5, 2). Then, the buffer is updated as (11.0, 3) for the third row and (15.5, 4) for fourth row. Therefore, we need to provide the data type for the count and sum of buffer. We do this by using the bufferSchema method as shown below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	def bufferSchema = StructType(Array(StructField("sum", DoubleType),StructField("count", LongType)))

	 

	We are specifying the bufferSchema as we did with the inputSchema using StructType and StructField. The sum is of DoubleType and count is of LongType.

	 

	Step 5: Let us now specify the data type of return value using the dataType method. Since the average that returns is of type Double, we specify the DoubleType as shown below.

	 

	def dataType: DataType = DoubleType

	 

	Step 6: Next, we need to specify if the function always returns the same output on the identical input by using the deterministic method. This is true by default.

	 

	def deterministic: Boolean = true

	 

	The program at this point should look like the screenshot shown below.

	 

	[image: Image]

	 

	Step 7: Now that we have set our input, buffer and output schema, we have to initialize our buffer (0, 0) by using the initialize method.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	 

	def initialize(buffer: MutableAggregationBuffer): Unit = {
  buffer(0) = 0.00
  buffer(1) = 0L

	 

	The initialize method takes buffer of type MutableAggregationBuffer and returns nothing. As its name suggests, this buffer is mutable and is used for aggregation purposes. The two columns in the buffer sum and count are initialized to 0. The first buffer is of type Double and second is of type Long.

	 

	Step 8: At this point of time, we have specified the schema for input, buffer and output. We have also initialized the buffer with zero. We now have to write the necessary logic, so that tasks know how to update the buffer.

	 

	We do this using the update method as shown below.

	 

	def update(buffer: MutableAggregationBuffer, input: Row): Unit = {
  if (!input.isNullAt(0)) {
    buffer(0) = buffer.getDouble(0) + input.getDouble(0)
    buffer(1) = buffer.getLong(1) + 1
  }
}

	 

	The update method takes two parameters. One is the buffer, which we have initialized, and the actual input (which is ratings in our case). The first buffer simply adds the ratings and the second buffer increments the count by 1 until all the records are processed. This update method is applied to every task processing this job. After the update method completes processing, there will be a final output buffer for each task. All we have to do is to merge the output of each task, which we will learn in the next step.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Step 9: To merge the output of all the tasks, we use the merge method as shown below.

	 

	def merge(buffer1: MutableAggregationBuffer, buffer2: Row): Unit = {
  buffer1(0) = buffer1.getDouble(0) + buffer2.getDouble(0)

	
  buffer1(1) = buffer1.getLong(1) + buffer2.getLong(1)
}

	 

	The merge method takes two buffers i.e., two outputs from each task. It simply adds two outputs and stores them back in buffer1. This is performed for all the buffers.

	 

	Step 10: At this point of time, we have one single output from merge method. It contains the sum of all records and their count. All we have to do is to write the necessary logic to find out the average. The average is nothing but the sum divided by total count, which has been implemented using the evaluate method.

	 

	def evaluate(buffer: Row): Double = buffer.getDouble(0) / buffer.getLong(1)

	 

	With this, we have completed writing our UDAF. The error below the object name should be gone by now.  It should look like the screenshot below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image]

	 

	Task 4 is complete!

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Task 5: Using Untyped UDAF

	 

	Now that we have successfully learned to implement an Untyped UDAF, let us use it to find the average rating per user.

	 

	Step 1: Let us create a new object avgRatingUDAF within the UDAF, which we had implemented in the previous task. Next, write the main function and create a Spark Session object as shown below.

	 

	object avgRatingUDAF {

  def main(args: Array[String]) {

    val sparkSession = SparkSession.builder
      .master("local[*]")
      .appName("Average Rating UDAF")
      .getOrCreate()

	 

	The program should now look like the screenshot as shown below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image]

	 

	Step 2: Let us now register the UDAF with Spark.

	 

	sparkSession.udf.register("averageUDAF", averageUDAF)

	 

	[image: Image]

	 

	Step 3: Let us now read the file and create a temporary view on the DataFrame to write SQL queries.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	val ratings = sparkSession.read

	.format("csv")

	.options(Map("InferSchema" -> "true", "header" -> "true"))
  .load("chapter_9/ratings_head.csv")

	
ratings.createOrReplaceTempView("ratings")

	 

	[image: Image]

	 

	Step 4: Let us finally use the UDAF in our SQL query as shown below.

	 

	val average = sparkSession.sql("SELECT userId,  averageUDAF(rating) AS avgRating FROM ratings GROUP BY userId")

	 

	Let us check the result utilizing the show method as shown below

	 

	average.show()

	 

	The following output is shown.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	 

	[image: Image]

	 

	We have successfully written a UDAF, registered and used it in the Spark application.

	 

	Task 5 is complete!

	Task 6: Typed UDAF

	 

	Finally, let us write and use a Typed UDAF, which is used on datasets where we assign the schema by using the case class thereby making it type safe. Let us write a Typed UDAF, which calculates the average of ratings as we had done in few previous tasks. The methods, which we used in an Untyped UDAF, are different as compared to the methods in a Typed UDAF.

	 

	Step 1: We shall be using the same file ratings_head.csv, which we have used in the previous task. Let us use the average UDAF which we are about to implement to calculate the average of all the ratings.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	ratings_head.csv - http://bit.ly/2X3r2wb

	 

	Please make sure this file is available in the IdeaProjects/ Spark/chapter_9 folder.

	 

	Step 2: Create a new Scala object and name it averageTypedUDAF. Next, we will need the following imports to implement a UADF. We have not used some of these imports so far. We shall learn about them as we continue with our program.

	 

	import org.apache.spark.sql.expressions.Aggregator
import org.apache.spark.sql.{Encoder, Encoders, SparkSession}

	 

	Next, we have to declare the case classes to specify schema for both input and buffer. However, we need not use StructType here as we did with an Untyped UDAF. As we will be loading the input as dataset and not DataFrame, the schema is associated with the case class.

	 

	case class Ratings(userId: Int, movieID: Int, rating: Double, timeStamp: String)
case class Average(var sum: Double, var count: Long)

	 

	The first case class Ratings specifies the input schema, whereas the second case class Average specifies the buffer schema. Please note that we have used the var keyword to define the mutable fields in Average buffer as the buffer keeps on updating when task process each row, as explained in previous tasks.

	 

	Now that we have the required imports and case classes defined, we need to extend our object to inherit Aggregator abstract class as shown below.

	 

	object MyAverageAggregator extends Aggregator[Ratings, Average, Double] {

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	The Aggregator abstract class takes three parameters, which are the input, buffer and output type. The input is Ratings, the buffer is Average and the output type is Double.

	 

	The program should now look like the one as shown in the screenshot.

	 

	[image: Image]

	 

	Please ignore the error you see for object name. This will go away once we implement all the required methods for the UDAF as in the previous tasks.

	 

	Step 3: Let us now implement the methods from the Aggregator abstract class. The first method is the zero method, which initializes the buffer to zero. This is similar to initialize method, which we had utilized in the previous task.

	 

	def zero: Average = Average(0, 0L)

	 

	Step 4: Next, we have to implement the reduce method, which is similar to the update method used in the previous task. The reduce method provides the necessary logic to specify how the tasks should process the rows and columns of dataset.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	def reduce(buffer: Average, rat: Ratings): Average = {
  buffer.sum += rat.rating
  buffer.count += 1
  buffer
}

	 

	The reduce method takes the buffer which is of type Average and the input ratings. Then, the buffer is updated for each row in the rating column along with the count. Once all the records are processed, the final value of the buffer for each task is returned.

	 

	At this point, we have the buffer outputs of each task. We now have to merge them to get the final sum and count of all the records.

	 

	Step 5: We now have to implement the merge function, so that the buffer outputs from all the tasks are merged.

	 

	def merge(b1: Average, b2: Average): Average = {
  b1.sum += b2.sum
  b1.count += b2.count
  b1
}

	 

	This function simply adds the sum and counts of all the buffers and returns back the buffer.

	 

	The program at this point should look like in the screenshot given below.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	[image: Image]

	 

	Step 6: Next, similar to the evaluate method in the previous task; we have to implement the finish method. The finish method contains the logic to compute the average i.e., dividing the sum with count.

	 

	def finish(reduction: Average): Double = reduction.sum / reduction.count

	 

	Step 7: We now have to implement the encoders for the buffer and output values by using the bufferEncoder and outputEncoder. These encoders are required for the serialization purposes to translate between the Scala and Spark types.

	 

	def bufferEncoder: Encoder[Average] = Encoders.product

	def outputEncoder: Encoder[Double] = Encoders.scalaDouble

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	The error below the object name should be gone by now as we have implemented all the methods required in order to create a Typed UDAF.

	 

	The program should now look like the one shown in the screenshot.
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	Step 8: Let us now use the Typed UDAF. Create a new object within the program as shown in the screenshot and name it avgTypedUDAF. Define the main function and create the Spark Session.

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	object avgTypedUDAF {

  def main(args: Array[String]) {

    val sparkSession = SparkSession.builder
      .master("local[*]")
      .appName("Average ratings Typed UDAF")
      .getOrCreate()

	 

	Next, load the file.

	 

	val ds = sparkSession.read

	.format("csv")

	.options(Map("InferSchema" -> "true", "header" -> "true"))
        .load("chapter_9/ratings_head.csv")

	.as[Ratings]

	The program should look like the screenshot below.

	 

	[image: Image]

	 

	Currying Function  >>  Partially App Fun  >>  Writing UDF

	 

	Writing UUDAF

	Using UUDAF

	Typed UDAF

	 

	Step 9: Let us now make use of UDAF which have written in this task. We have to call the toColumn method on our UDAF and give it a name by using the name method as shown below.

	 

	val averageRating = averageTypedUDAF.toColumn.name("averageRating")

	 

	Let us now use the select method for the UDAF as shown below.

	 

	val avg = ds.select(averageRating)

	 

	Finally, let us call the show method and run the program.

	 

	avg.show()

	 

	The output, which shows the calculation of the average of all the ratings, is as shown in the screenshot below.

	 

	[image: Image]

	 

	This completes the implemention of the Typed UADF task.

	 

	Task 6 is complete!

	 

	 

	
SUMMARY

	 

	In this chapter, we have looked at User Defined Functions (UDFs), which is the custom functions Spark. Moreover, we learned about UDFs and UDAFs, and their applications. We have also acquired some essential Scala programming concepts, which are called function currying and partially applied functions.

	In the labs, we have had our hands on Scala function currying and partially applied functions. Finally, we utilized UDFs and the two types of UDAFs to process data.
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CHAPTER 10:
FILE FORMATS

	Theory

	 

	In this chapter, let us learn about the various file formats we can use with Apache Spark. There is a wide variety of file formats supported by Spark, and each of these formats has its own advantages and disadvantages based on our requirements. So far, we have been dealing with CSV files during the course of this book to load and store data. Let us now shift the gears and learn more about various file formats, and their applications.

	 

	We can read and write files of various formats to spark by using Spark APIs. They are the RDD APIs and DataSource (DataFrame or dataset) APIs. Let us look at the various file formats we can use with Spark and then in the lab exercises, let us see how we can read and write these file formats by using the Spark APIs.

	DataSource API

	Before we learn the various file formats processed by Spark, let us look at the DataSource read and write API structure in detail.

	Reading Data

	We can easily read data to Spark from file systems, such as HDFS, Amazon S3, local file system etc. by specifying the path to the file(s). All the methods to read various files are implemented within the DataFrameReader class. We can access this class by calling read on the sparkSession object. Next, we need to specify the file format by using format method if our input format is other than parquet, as it is the default format in Spark. Subsequently, we can optionally specify options by using the option method (or options method with multiple options) inside a Map object. We can also optionally specify the schema by using the schema method. Finally, by using the load method, we specify the input path for the file. The syntax to read data is as shown below.

	 

	sparkSession.read

	.format(“_”)

	.option(“key”, “value”)

	.schema(“_”)

	.load(“_”)

	 

	The _ in the syntax represents the appropriate values. For example, the format method takes the format of the file like csv, json etc.

	 

	Let us now look at various read modes, which we can use as options while reading data.

	Read Modes

	While we read data, there could be times where we encounter malformed or corrupt records. We can utilize the read modes within the option method to specify how we would like to deal with them. There are three types of read modes, which are described below:

	 

	
		
				permissive

				This mode sets all fields to nulls when it encounters a malformed record and all such records are placed in a new field in a column called columnNameOfCorruptRecord. This is the default mode.

		

		
				dropMalformed

				This mode simply drops or removes the entire row when it encounters the malformed records. 

		

		
				failFast

				This mode fails the job and throws an exception as soon as it encounters the malformed records.

		

	

	 

	We can set this mode by using the option method as shown below.

	 

	sparkSession.read

	.format(“csv”)

	.option(“mode”, “dropMalformed”)

	.option(“inferSchema”, “true”)

	.option(“header”, “true”)

	.schema(newSchema)

	.load(“/usr/local/some.csv”)

	Writing Data

	Similar to reading data, we can also write data to a file system. All the methods to write various files are implemented within the DataFrameWriter class. We can access this class by calling write on the DataFrame we would like to save. Subsequently, we have to specify the format by using the format method. Next, as we specified options with reading data, we can also specify the options by using the option (or options) method. Finally, we use the save method to save the file by providing a path.

	 

	The syntax to read data is as shown below.

	 

	dataFrame.write

	.format(“_”)

	.option(“key”, “value”)

	.save(“_”)

	 

	Let us now look at various save modes we can use as options while writing data.

	Save Modes

	Unlike Read modes, the save modes do not deal with malformed records, but instead they provide us with options on what to do if there is already data available in the path where we intend to save data. There are four save modes available to write the data, which have been elaborated as follows:

	 

	
		
				append

				This mode simply appends the output file to the list of files that are already available in the save location.

		

		
				overwrite

				When overwrite mode is used, Spark overwrites any existing data available in the save location. Please take caution while using this mode; and only utilize it if the already-available data is not required.

		

		
				errorIfExists

				This mode throws an error and terminates the write job if there is any data present in the save location. This is the default mode used by Spark when writing data to a file system.

		

		
				ignore

				This mode simply ignores any already-existing data in the save location. The data will not be saved and nothing will be changed or removed in the existing data.

		

	

	 

	This is the structure associated with reading and writing data by using the DataSource API. Let us now look at various file formats.

	 

	Text Files

	Text files can be read and saved by using the Spark’s DataSource API. There are two methods available in the DataSource API to read text files, which are called the text and textFile methods. Both these methods are used to read the text files but the only difference is that the text method returns a DataFrame with partition columns, if any, while textFile method returns a dataset, thereby ignoring the partition columns. An example of reading a text file is as shown below.

	 

	spark.read.text(“/usr/local/files/sample.txt”)

	 

	or,

	 

	spark.read.textFile(“/usr/local/files/sample.txt”)

	 

	We can also read a text file by specifying the format in the format method as shown below.

	 

	spark.read.format(“text”).load(“/usr/files/sample.txt”)

	 

	Moreover, we can also save the DataFrame as text by using the DataFrameWriter class. However, we must ensure that there is only one column of type String while saving, or else the write will fail. Each row in the DataFrame becomes a line in the output file. An example of writing a text file is as shown below.

	 

	df.write.text(“usr/local/output/out.txt”)

	 

	We can also write a text file by specifying the format in the format method as shown below.

	 

	df.write.format(“text”).save(“/usr/local/out.text”)

	CSV Files

	Similar to the text files, we can also save the CSV files by using the DataSource API. Each line in the CSV file represents a single record. A CSV file contains a large number of options for processing. With these options, we can efficiently handle many tricky scenarios, such as corrupt records etc. 

	 

	CSV files support compression, and they are human readable and splittable. However, these files are not nestable, and hence, they cannot hold complex data structures. The following is an example to read a CSV file.

	 

	spark.read

	.format(“csv”)

	.option(“inferSchema” -> “true”)

	.option(“header” -> “false”)

	.load(“/usr/local/files/sample.csv”)

	 

	Writing to CSV files from a DataFrame is also straight forward as shown below:

	 

	df.write

	.format(“csv”)

	.mode(“errorIfExists”)

	.save(“usr/local/output/out.csv”)

	JSON

	The JavaScript Object Notation (or JSON) format is also one of the most popular file formats around. It is compressible, splittable and human readable. Moreover, it is nested, and it supports complex data structures. With Spark, we can load a single line JSON and a multi-line JSON. All we need to do is to specify an option for multi-line JSON. However, it is recommended to use the single-line JSON whenever possible. This makes it easier for appends when we are writing it back to JSON format. Similar to CSV, there is a wide variety of options to read and write data.

	 

	The following is an example of loading a JSON:

	 

	spark.read

	.format(“json”)

	.option(“multiLine” -> “true”)

	.schema(“userSchema”)

	.load(“/usr/local/files/sample.json”)

	

	Moreover, we can also write to a JSON as shown below:

	 

	 

	df.write

	.format(“json”)

	.mode(“overWrite”)

	.save(“usr/local/output/out.json”)

	Parquet Files

	Parquet is a widely used file format in Spark due to the optimizations it provides for analytical processing, and is considered as one of the most efficient file formats for Spark. Moreover, it is column-oriented data structure and is the default file format in Spark. When no format is specified, Spark automatically processes them as Parquet. It is compressible and splittable, but is not human readable. Furthermore, it supports complex data structures, and it can be easily processed when columns are of struct, map or array types. This is not possible with JSON and CSV files.

	 

	Parquet has only a couple of options while reading and writing the data. The following is an example to read a Parquet file.

	 

	spark.read

	.format(“parquet”)

	.load(“/usr/local/files/sample.parquet”)

	 

	We can also read without specifying the schema as shown below.

	 

	spark.read

	.load(“/usr/local/files/sample.parquet”)

	 

	The following is an example to write data.

	 

	df.write

	.format(“orc”)

	.mode(“errorIfExists”)

	.save(“usr/local/output/out.parquet”)

	ORC Files

	ORC is yet another columnar file format, which stands for Optimized Row Columnar (ORC). There are no options for ORC files because Spark processes ORC file format very efficiently. Both ORC and Parquet are similar, but Parquet is specifically optimized for Spark, whereas ORC is optimized for Hive. 

	 

	Moreover, ORC supports complex data structures; it is splittable and can be compressed. However, it is not human readable. The following shows an example of reading an ORC file.

	 

	spark.read

	.format(“orc”)

	.load(“/usr/local/files/sample.orc”)

	 

	These are the major file formats used by Spark. Let us look at these in action during the lab exercises.

	RDD API

	Let us now look at reading data by using RDD API.

	Text Files

	We can easily read and write plain-text files by using Spark’s RDD API. The text files can be compressed, splittable and are human readable. However, text files are not very efficient when compared to other file formats. Please note that the splitting might not always be possible when certain compression codecs are utilized.

	 

	In the RDD API, we utilize the textFile method on SparkContext object to read the text file and saveAsTextFile method to save the output as text file. We can save the text files by using a compression codec by simply passing the name of the compression codec as a parameter to the saveAsTextFile method.

	 

	When a text file is read by using textFile method, each line becomes a record in that RDD. Moreover, we can also read multiple text files in a directory as a single RDD by using wholeTextFiles method. This creates a paired RDD with the names of individual files as keys and the entire content of those individual files as values. This is very useful in scenarios where there are many small files. We can read them all in one go by using the wholeTextFiles method. 

	 

	The syntax to read a text file is given as follows:

	 

	sparkContext.textFile(“/path/to/text/file.txt”)

	 

	We can read multiple text files as shown below.

	 

	sparkContext.wholeTextFiles(“path/to/files”)

	 

	Similarly, we can save an RDD as a text file, as shown below.

	 

	rdd.saveAsTextFile(“/path/to/save”)

	Sequence Files

	Sequence file is the popular Hadoop file format, which contains keys and values in the binary form. We can read the Sequence files by using the sequenceFile method on the SparkContext object, and write them by using the saveAsSequenceFile method on the RDD.

	 

	The syntax to read the file is given as:

	 

	sparkContext.sequenceFile(“/path/to/seq/file”, classOf[keyDataType], classOf[valueDataType])

	 

	As we can observe in the syntax above, we also have to specify the data types of keys and values of the Sequence file by using classOf[] object.

	 

	The syntax to write the file is given as:

	 

	rdd.saveAsSequenceFile(“/path/to/seq/output”)

	 

	Please note that we cannot directly read or save a Sequence file by using the DataSource API. However, we can convert the RDD loaded from the Sequence file to a DataFrame by using the toDF method. To save a DataFrame to the Sequence File, we must create a paired RDD from a DataFrame and then use the saveAsSequenceFile method.

	Hadoop Files

	We can also read the output of the Hadoop MapReduce jobs to Spark by using the hadoopFile and newAPIHadoopFile methods. The hadoopFile method is the old Hadoop API, whereas the newAPIHadoopFile method is the new Hadoop API.

	 

	The syntax to read a Hadoop file using the old Hadoop API is as follows.

	 

	sparkContext.hadoopFile[keyDataType, valueDataType, inputFormatClass](“/path/to/file”)

	 

	As we can note from the syntax above, we have to specify the data types of both keys and values and the Hadoop input format class for the input file.

	 

	An example of this is as follows.

	 

	sparkContext.hadoopFile[Text, LongWritable, TextInputFormat](“/usr/local/files/out/part-00000”)

	 

	Please note that we should import the required classes for the data types and input formats as required. 

	 

	The syntax to read a Hadoop file by using the new Hadoop API is as follows.

	 

	sparkContext.newAPIHadoopFile(“/path/to/file”, classOf[inputFormatClass], classOf[keyDataType], classOf[valueDataType], conf)

	 

	In the new Hadoop API, we provide the path to an input file or the comma separated list of files, Hadoop input format class, key and value data types and finally the conf object. We can utilize the conf object to specify properties, such as delimiters.

	 

	An example of this is as follows:

	 

	sparkContext.newAPIHadoopFile(“/usr/local/output/part-0000”. classOf[TextInputFormat], class[LongWritable], class[Text], conf)

	 

	Please note that we should import the required classes for the data types and input formats as required. 

	 

	Do not worry if this does not make sense at this moment. We shall look at this in our lab exercises and everything should start to make sense.

	 

	 

	
AIM

	 

	The aim of the following lab exercises is to read and write various file formats in Spark applications.

	The labs for this chapter include various exercises to work on the following file types:

	
	● Text Files

	● CSV Files

	● JSON Files

	● Parquet Files

	● ORC Files

	● Hadoop and Sequence Files



	 

	We need the following packages to perform the lab exercises: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 9: USING FILE FORMATS
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	Task 1: Text Files

	 

	Let us begin this lab exercise by reading and writing text files in Spark by using both DataSource and RDD APIs. For ease and simplicity, let us perform these tasks in the Spark Shell.

	RDD API

	Let us first read and write text files to Spark by using the RDD API.

	 

	Step 1: Download a text file from the URL below and save it in the path IdeaProjects/Spark/chapter_10/. Please create new directories as required. The IdeaProjects folder is present in our Home folder.

	 

	treasure_island.txt - http://bit.ly/2LBFLtt

	 

	Step 2: Open the terminal and fire up the Spark shell. Let us load the text file by using the following code:

	 

	scala> val textData = sc.textFile(“IdeaProjects/Spark/chapter_10/treasure_island.txt”)

	 

	This code reads the data and creates an RDD[String] as shown below. We can read data from any file system, such as HDFS, AWS, and Azure etc., by providing the complete path or fully qualified URL of that particular file system. Subsequently, we can perform all the RDD operations or convert them to a DataFrame or dataset as required.

	 

	Step 2: Let us now write this back to the file system as shown below.

	 

	 

	Text Files  >>  CSV Files  >>  JSON files

	 

	Parquet Files

	ORC Files

	Hadoop & Seq Files

	 

	scala> textData.saveAsTextFile(“IdeaProjects/Spark/chapter_10/output”)

	 

	[image: Image]

	 

	Let us now check if the save was successful. For this purpose, open a new terminal and check the contents by using the command below.

	 

	$ cat IdeaProjects/Spark/chapter_10/output/part-00000

	 

	[image: Image]

	 

	Step 3: Now, let us see how we can load multiple files in a directory by using the wholeTextFiles method. For this purpose, please download the files available in the URL below:

	 

	books - http://bit.ly/2kupo5v

	 

	Text Files  >>  CSV Files  >>  JSON files

	 

	Parquet Files

	ORC Files
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	The folder should contain six different files. Please save them all in the IdeaProjects/Spark/chapter_10/ folder. You should now have the six files in this path: IdeaProjects/Spark/chapter_10/books.

	 

	Step 4: Let us read these files by using the wholeTextFiles method. It reads all the files present in books folder. Please switch back to Spark-shell and read the files by using the code below.

	 

	scala> val textFiles = sc.wholeTextFiles(“IdeaProjects/Spark/chapter_10/books”)

	 

	This will return us a RDD[String, String], which is a paired RDD as shown below.

	 

	[image: Image]

	 

	This paired RDD contains the name of the files as keys and the entire content of files as values.

	 

	Step 5: Let us simply print the file names by using the keys method on textFiles RDD as shown below.

	 

	scala> textFiles.keys.collect.foreach(println)
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	Furthermore, we can also get the values by using the values method. We can also perform all the operations, which we can apply on Paired RDDs such as mapValues, reduceByKey, and sortByKey etc.

	 

	This Paired RDD can again be saved to file system by using the saveAsTextFile method as usual.

	 

	Let us now use text files with the DataSource API.

	DataSource API

	Let us now load and save text files by using the DataSource API.

	 

	Step 1: Download a text file from the URL below and save it in the path IdeaProjects/Spark/chapter_10/. Please create new directories as required. The IdeaProjects folder is present in our Home folder.

	 

	ratings.txt - http://bit.ly/2lJcCQF

	 

	Step 2: Let us now load this file to Spark by using the Spark Shell with the following code.

	 

	scala> val ratings = spark

	.read

	.text(“IdeaProjects/Spark/chapter_10/ratings.txt”)
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	Let us now check if the read was successful by calling the show method on the ratings DataFrame.

	 

	scala> ratings.show()
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	We can also use the textFile method as shown below.

	 

	scala> val ratings = spark

	.read

	.textFile(“IdeaProjects/Spark/chapter_10/ratings.txt”)

	 

	Using textFile ignores the partition directory names.

	 

	Step 3: Let us write this back to the file system as shown below.

	 

	scala> ratings

	.write

	.text(“IdeaProjects/Spark/chapter_10/output1”)

	 

	Please ensure that you only have one string column while you save the text file successfully. Moreover, make sure that the output directory (in this case, output1) does not exist before you perform the write action.

	 

	 

	 

	Text Files  >>  CSV Files  >>  JSON files

	 

	Parquet Files

	ORC Files

	Hadoop & Seq Files

	 

	Step 4: Use the following command to check if the save was successful. We will have to initiate the new terminal to run this command, as this will not be executed in Spark shell.

	 

	$ cat IdeaProjects/Spark/chapter_10/output1/part*

	 

	We should see the file saved as shown below.

	 

	[image: Image]

	 

	Task 1 is complete!
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	Task 2: CSV Files

	Let us now learn the reading and writing of the CSV files to Spark. In the previous chapters, we have been reading and writing the CSV files. However, let us also see some of the many options that can be used while reading and writing CSV files.

	 

	Step 1: Download the file ratings.csv from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	ratings.csv - http://bit.ly/2L8IEBS

	 

	Each line of this file represents one rating of a movie by one user, and it has the following format: userId, movieId, rating, timestamp.

	 

	Step 2: Let us now read this file to Spark from Spark shell by using few options.

	 

	scala> val data = spark

	.read

	.format(“csv”)

	.option(“InferSchema”, “true”)

	.option(“header”, “false”)

	.option(“nullValue”, “Null”)

	.load(“IdeaProjects/Spark/chapter_10/ratings.csv”)

	 

	Here, we have used a new option called NullValue, which replaces all the null values with the provided string, which is Null in this case. The default is “”. Please check the references section for all the options, which can be utilized while reading or writing the CSV files. All the options can be utilized in this way or inside a map object.

	 

	Subsequently, we can then call the show method as shown in the screenshot below to check if it was successful.
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	Step 3: We can also utilize the modes we have learned in our theory. Let us see a relevant example.

	 

	scala> val dataNew = spark

	.read

	.format(“csv”)

	.options(Map(“InferSchema” -> “true”

	, “header” -> “false”

	, “nullValue” -> “Null”

	, “mode” -> “FAILFAST”))

	.load(“IdeaProjects/Spark/chapter_10/ratings.csv”)

	 

	scala> dataNew.show()
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	Step 4: Let us now write this DataFrame back to the file system in CSV format.

	 

	scala> dataNew.write

	.format(“csv”)

	.option(“sep”, “|”)

	.save(“IdeaProjects/Spark/chapter_10/output2”)

	 

	Here, we have utilized an option called sep, which replaces the delimiter from comma to a pipe.

	 

	Step 5: Let us check if the save was successful, as we had desired.

	 

	$ cat IdeaProjects/Spark/chapter_10/output2/part*
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	Task 2 is complete!

	Task 3: JSON Files

	Similar to the previous tasks, let us read and write JSON files. We shall be reading two types of JSON files: One is a single-line JSON and other is the multi-line JSON file.

	 

	Step 1: Download the file example_1.json from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	example_1.json - http://bit.ly/2lRFI06

	 

	Step 2: The following code can be used to read the single-line JSON file.

	 

	scala> val jsonData = spark.read

	.format(“json”)

	.option(“multiLine”, “false”)

	.load(“IdeaProjects/Spark/chapter_10/example_1.json”)

	 

	 

	Step 3: Let us check if we were able to load the JSON file successfully.

	 

	scala> jsonData.show()
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	Step 4: Let us now load the multi-line JSON file. Download the file example_2.json from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	example_2.json - http://bit.ly/2lL3IST

	 

	Step 5: The following code is utilized to read the single-line JSON file.

	 

	scala> val multiJson = spark.read

	.format(“json”)

	.option(“multiLine”, “true”)

	.load(“IdeaProjects/Spark/chapter_10/example_2.json”)

	 

	[image: Image]
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	Step 6: Let us now write this DataFrame to the file system.

	 

	scala> multiJson.write

	.format(“json”)

	.save(“IdeaProjects/Spark/chapter_10/output3”)

	 

	[image: Image]

	 

	We can check the output by running the following command from a new terminal.

	 

	$ cat IdeaProjects/Spark/chapter_10/output3/part*

	 

	[image: Image]

	 

	Task 3 is complete!

	 

	Task 4: Parquet Files

	Parquet is Spark’s default file format. Let us learn to read and write Parquet files in Spark.

	 

	Step 1: Download the file userdata1.parquet from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	userdata1.parquet - http://bit.ly/2kfIhJ4
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	Step 2: Let us now read this Parquet file to Spark by using the code below.

	 

	 scala> val parquetData = spark

	.read

	.load(“IdeaProjects/Spark/chapter_10/userdata1.parquet”)

	 

	Please see that we do not need to mention the format here, as Parquet is the default file format in Spark. However, we may explicitly mention the format as we did in the previous tasks if we desire so.

	We should see the following output when we call the show method on the DataFrame.
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	Step 3: Let us write this back to the file system in the Parquet format.

	 

	scala> parquetData

	.write

	.save(“IdeaProjects/Spark/chapter_10/output4”)

	 

	Text Files  >>  CSV Files  >>  JSON files
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	ORC Files
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	We can check if the save was successful by simply running the cat command from a new terminal as shown below. However, we will not be able to read the file correctly as it is not a human-readable file.

	 

	$ cat IdeaProjects/Spark/chapter_10/output4/part*

	 

	[image: Image]

	 

	Step 4: We can also save a parquet file by using the compression as shown below.

	 

	scala> parquetData

	.write

	.option(“codec”, “gzip”)

	.save(“IdeaProjects/Spark/chapter_10/output5”)

	 

	Task 4 is complete!

	Task 5: ORC Files

	Step 1: Download the file userdata1_orc from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	userdata1.orc - http://bit.ly/2kfQi0J
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	Step 2: Reading an ORC file is similar to what we have been doing so far throughout this exercise.

	 

	scala> val orcData = spark

	.read

	.format(“orc”)

	.load(“IdeaProjects/Spark/chapter_10/userdata1_orc”)

	 

	We should get the following output when we call the show method on the DataFrame.
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	Step 3: We can now simply write to an ORC format like any other file formats we have learned so far.

	 

	scala> orcData

	.write

	.format(“orc”)

	.save(“IdeaProjects/Spark/chapter_10/output5”)
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	Similar to Parquet, ORC is also not human readable and we only see the gibberish data when we use the cat command as shown below.

	 

	$ cat IdeaProjects/Spark/chapter_10/output5/part*
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	Task 5 is complete!

	Task 6: Hadoop and Sequence Files

	 

	Let us now work with Hadoop and Sequence Files. These files are popular file formats with the Hadoop MapReduce framework. These files contain key value pairs in the binary format. Let us first create and write a Sequence file and then read the same sequence file.
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	Parquet Files

	ORC Files

	Hadoop & Seq Files

	 

	Sequence Files

	Step 1: Let us first create an RDD by using the parallelize method as shown below.

	 

	scala> val seqRDD = sc.parallelize(List((“Ernesto”, 2000), (“Learning”, 4500), (“Lee”, “8000”)))

	 

	This creates an RDD[(String, Int)] as shown below.
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	Step 2: Let us now write the RDD to Sequence file format by using the saveAsSequenceFile method as shown below.

	 

	scala> seqRDD.saveAsSequenceFile(“IdeaProjects/Spark/chapter_10/seqOut”)

	 

	We may execute a cat command from another terminal to check if the save was successful, but the file will not be human readable as shown in the screenshot below.

	 

	$ cat IdeaProjects/Spark/chapter_10/seqOut/part*

	 

	[image: Image]
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	We know that the save was successful by looking at SEQ at the beginning of the file. Moreover, we can also witness that the key type is of Text and the value type is of IntWritable.

	 

	Step 3: Let us now read the Sequence file we have just saved. Reading the Sequence files is a bit different from what we have been doing so far. While reading the Sequence file, we also need to specify the key and value data types.

	 

	scala> val seqData = sc

	.SequenceFile(“IdeaProjects/Spark/chapter_10/seqOut/part-00000”

	,classOf[org.apache.hadoop.io.Text]

	,classOf[org.apache.hadoop.io.IntWritable])

	 

	[image: Image]

	 

	As it is the Hadoop file format, we need to specify the data types in Hadoop. We have specified the Text and IntWritable types as the types for keys and values, since our keys are of String and values are of Int.

	 

	Step 4: However, since these are Hadoop data types, we cannot access the keys directly. We need to convert these types to Java data types as shown below. The job can fail if we do not convert the data types and collect.

	 

	scala> val newRDD = seqData.map

	{

	case (x, y) => (x.toString, y.get())

	}
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	As we can observe from the screenshot above, we now have the RDD[(String, Int)]. We can now simply perform all the operations we usually do on RDDs. We have to utilize the toString method when converting from the Hadoop’s Text type and the get method for other data types.

	 

	Step 5: Let us now collect the RDD and check out the results.

	 

	scala> newRDD.collect()
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	With this, we have successfully written and read the Sequence files.

	Hadoop Files

	 

	Hadoop files are the output of Hadoop MapReduce jobs. We can read these files with Spark and do further processing by using Spark. We shall now look at the old Hadoop API to read the output from MapReduce jobs to Spark.
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	Step 1: Download the file part-r-00000 from the URL below and save it to the IdeaProjects/Spark/chapter_10 folder.

	 

	part-r-00000 - http://bit.ly/2lSqdFy

	 

	This file is the output of a word count MapReduce job. It contains words as keys and values as the count separated by tab.

	 

	Step 2: Before we read the file, we first need the following imports. We need to import the data types for both keys and values and the input format. The keys are of type Text, values are Text and the input format is KeyValueTextInputFormat.

	 

	scala> import org.apache.hadoop.io.Text

	scala> import org.apache.hadoop.mapred.KeyValueTextInputFormat
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	Step 3: Let us now read the file by using the hadoopFile API as shown below. This is the old Hadoop API.

	 

	scala> val hadoopData = sc.hadoopFile[Text, IntWritable, KeyValueTextInputFormat](“/IdeaProjects/Spark/chapter_10/part-r-00000”)
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	We now have an RDD from Hadoop MapReduce output. However, in order to access the key value pairs, we have to convert them to the Java data types first, as we did with the Sequence files.

	 

	Step 4: Convert the data types from Hadoop types as shown below.

	 

	scala> val hadoopRDD = hadoopData.map

	{

	case (x, y) => (x.toString, y.toString)

	}

	 

	[image: Image]

	 

	Step 5: Finally, let us call the collect method and check the output from the RDD.

	 

	scala> hadoopRDD.collect()

	 

	Text Files  >>  CSV Files  >>  JSON files

	 

	Parquet Files

	ORC Files

	Hadoop & Seq Files

	 

	 

	[image: Image]

	 

	As we can observe from the screenshot above, we were successfully able to read the key-value pairs from the MapReduce output.

	 

	Please try to read the data by using new Hadoop API as a lab challenge.

	 

	Task 6 is complete!

	 

	 

	
SUMMARY

	 

	In this chapter, we have looked at various file formats processed by Spark. We have covered both the RDD API as well as DataSource API to read and write files from and to Spark.

	In the labs, we have had our hands on using the various file formats in both the RDD API and DataSource API to read and write files from and to Spark.
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CHAPTER 11:
SPARK CONFIGURATIONS
& OPTIMIZATIONS

	Theory

	Throughout the course of this book, we have been looking at Spark features and developing various applications. In this chapter, we shall look at important Spark configurations and optimization techniques to process our data more efficiently. Primarily, Spark has been built with the purpose to allow the developers to promptly start their development process and run various applications by default, as soon as Spark is installed. However, there are few scenarios where we have to modify configurations, fine tune settings and apply optimization techniques to run Spark applications faster with more efficiency.

	 

	Let us first look into Spark configurations followed by the performance optimization techniques.

	Spark Configurations

	Spark can be configured by using the following three options:

	 

	
		Spark configuration properties

		Environmental variables

		Logging



	 

	Let us now look at these options in detail and understand how they help us in configuring Spark.

	Spark Configuration Properties

	Almost every Spark configuration can be initiated by using the SparkConf class. Whenever a new SparkContext object is created, a SparkConf object is required. These configurations can be set in the following three ways:

	 

	
	● Configure Programmatically

	● Set dynamically during runtime

	● Configure the default spark-default.conf file



	 

	So far, we have been working with configurations programmatically to set application name and master etc. However, it is possible to set during runtime via command line, or set it in the spark-default.conf file. To specify the configurations during runtime, we have to make a jar file of our application and refer to it by using the spark-sumbit tool. Moreover, we can also use a Spark configuration file within the spark-sumbit tool. We shall look at this in the lab exercises and in our next chapter while we learn the running of Spark in a cluster.

	 

	With all these methods to set configurations, there is a precedence structure defined in Spark that determines which method has priority. The top priority is for the configurations set programmatically. Second priority is for the configurations defined by using the spark-submit tool. The third priority is for the configurations in the properties file, whereas the last priority is for the default values.

	 

	There are numerous types of configurations, which can be set within a Spark application. Let us look at few of the frequently used configurations in Spark and understand them in a better way. For all the Spark configurations, please check the link in the references section. Here are some common configurations in Spark.

	 

	
		
				Configuration Name

				Default

				Description

		

		
				spark.app.name

				None

				This property is used to specify the name of a Spark application, which is reflected in the Spark UI as well as logs.

		

		
				spark.driver.memory

				1g

				This property is used to specify the amount of available memory for the driver process. The default value is 1 GB. The command line syntax for this property is --driver-memory.

		

		
				spark.executor.memory

				1g

				This property is used to specify the amount of available memory for the driver process. The command line syntax for this property is given as, --executor-memory.

		

		
				spark.driver.cores

				1

				This property is used to specify the number of cores for the driver process. The command line syntax for this property is --driver-cores.

		

		
				spark.executor.cores

				1

				This property is used to specify the number of cores for each executor, and its command-line syntax is given as --executor-cores.

		

		
				spark.master

				None

				This property is used to specify the cluster manager for Spark.

		

		
				spark.serializer

				org
.apache
.spark
.serializer
.JavaSerializer

				This property specifies the class used for serializing objects.

		

		
				spark.eventLog.enabled

				false

				This property when set to true enables the event log, which allows viewing completed Spark jobs in the history server.

		

	

	 

	Environment Variables

	The environment variables for spark can be set through the conf/spark-env.sh file. The environment variables in Spark helps us set certain settings, such as java location. This spark-env.sh file is not available immediately after installing Spark but it can be copied from spark-env.sh.template file. 

	 

	Please check the link in references section to find all the available environmental variables, which can be modified, within the spark-env.sh file. As a developer, we rarely change these settings. Hence, this section is included just for information purposes. 

	Logging

	Log4j is used for logging in Spark. The entire configuration for logging process can be performed by using the conf/log4j.properties file. Similar to the environment variable file, log4j.properties file is also not available out of the box but can be copied by using the log4j.properties.template.

	Performance Optimization

	As Spark developers, we must always strive to run Spark applications as fast as possible with maximum efficiency. Although Spark is built with speed and efficiency as top priority, there are certain scenarios where we must tune the default settings and use some of the best practices to optimize our applications. Let us now look at few of these performance optimization techniques. These are only a few techniques to optimize our Spark application. These might not always work in every scenario. Keep experimenting by fine-tuning the settings until you find the best configuration that works.

	Using Datasets extensively

	Throughout this book, we have learned that the Dataset APIs provide the most efficient, faster and better error-handling measures. The Datasets APIs provide the best qualities of both RDDs and DataFrame APIs, and it is recommended to use the Datasets APIs wherever it is possible. Datasets (and DataFrames) are efficient and provide increased performance by using the Tungsten and Catalyst optimizations.

	 

	However, there could be scenarios where we have to utilize the RDD APIs to achieve something, which may not be possible via higher level APIs. In such cases, it is recommended to develop code in Scala or Java, as the serialization in these languages is much more optimized.

	Avoiding UDF and UDAF

	In order to better utilize these optimizations, it is recommended to use UDFs and UDAFs only when they are absolutely necessary. In addition, we should not develop UDFs and UDAFs, which perform more than one transformation or an action in a single UDF and UDAF. The goal should be to use built-in functions as much as possible, so that we can utilize the power of Spark to the fullest.

	 

	Furthermore, it is also recommended to develop UDFs and UDAFs in Scala or Java.

	Data Serialization

	Data serialization plays an important role in the performance of a Spark application. While the default Java serialization provided by Spark is efficient for almost all the cases, there are few cases where it is required to define a serialization for custom data types. In those cases where custom data types are used, we have to define them by using the Kryo serializer. Let us learn two Serializers provided by Spark in detail.

	 

	
		
				Java Serializer

				Java Serializers is the default Serializer in Spark. The objects in Spark are serialized by using the ObjectOutputStream framework. The Java Serialization works with any class that implements java.io.Serializable. It is also possible to tune the performance by extending the java.io.Externalizable class. Although this Serializer work with almost all the data types, it is quite slow and results in large serialized formats in many classes.

		

		
				Kryo Serializer

				Kryo Serializer is much faster and compact as compared to the Java Serializer. It can be used with Spark to serialize the custom data types. However, it does not support all the Serializable types; and it cannot be used without the prior registration of classes in an application.
 

		

	

	 

	Spark Memory Tuning

	The memory of executors is allocated into the following two categories:

	 

	
	● Storage Memory

	● Execution Memory



	 

	
		
				Storage Memory

				The storage memory has a default allocation of 60% (0.6) of the total memory. The remaining 40% of space is reserved for user data, internal Spark metadata and prevention of Out Of Memory (OOM) errors that may arise from very large datasets. This memory is used to cache or persist the datasets in memory when we call the cache() or the persist() methods. The amount of memory allocated for caching can be altered by using the spark.memory.fraction setting. The storage may occupy all the memory when there is no execution memory being used and vice versa. The execution memory may also evict the storage memory but only to a certain extent as described below.

		

		
				Execution Memory

				The execution memory is utilized to store the intermediate buffers while performing shuffles, joins, sorts and aggregation operations on the data. The amount of memory, execution may evict from the Storage memory allocation can be altered by using the spark.memory.StorageFraction setting. The default is 0.5 of the total allocated Storage memory. This setting ensures that the amount of blocks, which have been reserved for storage, are never evicted.

		

	

	 

	This allocation of storage and execution memories ensures that when there is no caching required by the applications. Moreover, the entire memory can be used by execution and if the applications require caching, the required amount of space can be reserved, so that they are not evicted by the execution process. This dynamic allocation of memory helps utilize the memory efficiently in turn by providing faster results. This also ensures that the users need not worry about altering the memory allocations every time when they require more storage or caching memory. These default settings work most of the time but there might be scenarios where we might want to change these values as per requirement.

	The following methods help tune the memory usage:

	 

	
	● Check the memory consumption of dataset by creating an RDD of the dataset and then look at the Storage page in the webUI. This will show the total consumption of memory by that RDD.



	 

	
	● The size of an object can be found by using the estimate method available in the SizeEstimator class. This is useful for determining the amount of heap space occupied by a broadcast variable each executor or the amount of space taken by each object when caching the objects in deserialized form. This is not the same as the serialized size of the object, which will typically be much smaller.



	 

	
	● Use Serialization while caching the dataset in memory. Please check the Caching topic in Chapter 5 for more information.



	 

	
	● Measure the impact of Garbage Collection by checking how often it runs, and how much time it takes. This can be achieved by adding -verbose:gc -XX:+PrintGCDetails -XX:+PrintGCTimeStamps to the Java options property in Spark Configuration. 



	 

	For example, spark.executor.extraJavaOptions=-XX:+PrintGCDetails -XX:+PrintGCTimeStamps

	 

	Once this property is set and submit a Spark job, we can see the messages printed in worker’s log each time a garbage collection occurs.  Please check the Spark documentation in References for more information on garbage collection.

	Level of Parallelism

	Parallelism denotes the number of tasks, which run in parallel on a single CPU core. It is recommended to start with three tasks per CPU core and then optimize the number, if required. The default level of parallelism can be modified by using the property spark.default.parallelism.

	 

	With a certain type of aggregation operations, such as sortByKey, groupByKey, reduceByKey, and join, etc., we might be greeted by a OutOfMemoryError. This is not because of low memory but because the working set of one of our tasks, such as one of the reduce tasks in groupByKey, was too large. By increasing the level of parallelism, we can have smaller working set of each task and thereby overcoming the OutOfMemoryError.

	Levels of Data Locality

	Data locality is a concept which refers to the distance between the node containing the data and the node containing the code to compute that data. It is logical to consider that the jobs run faster, if the data and the computation happens on the same JVM or node. It is always faster to move code to data than to move data to the code, as size of code is much smaller as compared to data.

	 

	The following are the levels of data locality from the closest to the farthest:

	 

	
	● PROCESS_LOCAL: This is the closest possible data locality where the data is available within the same JVM/Process/Executor as of code. 



	 

	
	● NODE_LOCAL: At this level, the data and code are present within the same node but on a different process (executor). The data has to be moved between processes at this level and therefore there is a little overhead.



	 

	
	● RACK_LOCAL: In this case, the data and code are present in same rack but on different nodes. The data has to be moved through network at this level.



	 

	
	● ANY: The data at this level is not the same rack as of the code and could be elsewhere on a different rack/cluster/data center.



	 

	
	● NO_PREF: This level has no preference to data locality and the data is accessed from anywhere.



	 

	Spark thrives to launch the tasks at the best data locality level with the following priority: local -> node -> rack -> any. However, it is not always possible as the CPU might be busy processing another task and it has to wait sometime before it can acquire data at any other level before giving up. We can control the wait time for data locality by using the property that starts with spark.locality.wait and setting the value in time units. We can specify the wait time at each level by using the following properties:

	 

	spark.locality.wait.process - This property is used to set the wait time for the process locality. The default value of wait time is 3 seconds.

	 

	spark.locality.wait.node – This property is utilized to set the wait time for the node locality. The default value is 3 seconds. 

	 

	spark.locality.wait.rack - This property is utilized to set the wait time for the rack locality. The default value is 3 seconds.

	 

	We can simply set ‘0’ to skip waiting and immediately move to the next level for any of these properties above. Please adjust the time for these settings as per the requirement to increase the speed and efficiency of Spark application.

	Use Broadcast Variables

	In Chapter 6, we have covered Broadcast variables, which are the best way to increase the performance of a Spark job. They are the shared variables, which allow Spark to send large values efficiently in an immutable (read-only) state to all the worker nodes. They can be used one or more times during the Spark operations. Moreover, they are sent to the worker nodes only once and are subsequently cached to the memory of the worker nodes in the deserialized form. These variables are very useful when the Spark job consists of multiple stages and multiple tasks in those stages require the same variable. Broadcast Variables overcome the inefficiency of shipping the variables every time to executors.

	 

	It is recommended to use the broadcast variables whenever possible to increase the overall performance of a Spark application.

	Filter Data as soon as possible

	To increase performance, filter your data as soon as possible. Always make sure that you have a filter operation before an operation, which would cause shuffling data over the network. For example, if you prefer to perform a join of two datasets and then filter the data, the shuffling of unnecessary data across the network is huge. However, if you filter the data first and then perform the join, lesser data is shuffled across the network.

	 

	Spark has in-built performance optimization for such cases called predicate pushdown. Spark automatically pushes the filter conditions as first operation in cases where the shuffling of data across network is involved.

	Logs

	Logs are the best way to get information on the performance of a Spark job. They are generated by driver and executor processes providing more insights on the job run. Logs have the information of errors and exceptions occurred during the execution of a job, and they are useful in troubleshooting and performance optimization techniques.

	 

	The amount of information the logs generate can be controlled by using the log4j properties file.

	More Power

	After trying most of these performance techniques, we may still observe low performance. Therefore, we can increase more computing power by adding additional nodes to the cluster.

	 

	The above-mentioned performance optimization techniques can help improve the performance of Spark applications if they are used wisely. However, these techniques might not always work in every scenario. Please use your best judgment on applying these techniques. 

	 

	That is all in theory for this chapter. Let us now proceed to our lab exercises.

	 

	 

	
AIM

	 

	The aim of the following lab exercises is to configure Spark and learn various performance optimization techniques mentioned in the theory part of this chapter.

	The labs for this chapter include the following exercises:

	
	● Spark Configuration File

	● Using spark-submit tool

	● Environment Variables File

	● Logging Properties File

	● Checking Log Files



	 

	We need the following packages to perform the lab exercises: 

	
	● Java Development Kit (JDK)

	● Scala

	● Spark



	 

	 

	
LAB EXERCISE 10: SPARK CONFIGURATIONS & OPTIMIZATIONS

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	
		Spark Configuration Files

		Using spark-submit tool

		Environment Variables File

		Logging Properties File

		Checking Log Files



	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Task 1: Spark Configuration File

	 

	Let us start this chapter by locating the Spark configuration file and modifying few of its properties.

	 

	Spark Configuration file contains all the default Spark configurations, which can be overridden by passing configurations at runtime or programmatically.

	 

	Step 1: The Spark configuration file is found in the Spark installation directory inside the conf folder. Open the terminal in your machine and enter the following command to change the working directory to the Spark conf directory in the terminal.

	 

	$ cd $SPARK_HOME/conf

	 

	You should see the full path of the directory as shown below. However, if you have not followed the lab exercises to install Spark from this book, you might have named the SPARK_HOME as something else. Please check Lab exercise 1 Step 4 for more information.

	 

	[image: Image]

	 

	Step 2: Let us now check the contents of the conf directory by using the following command.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	$ ls

	 

	We should see the following files.

	 

	[image: Image]

	 

	As we can see from the screenshot above, we have a file called spark-defaults.conf.template.

	 

	To be able to utilize the Spark configurations, we should either create a new file and name it spark-defaults.conf, or rename the spark-defaults.conf.template to spark-defaults.conf.

	 

	Step 3: Run the following command from terminal to rename the spark-defaults.conf.template to spark-defaults.conf.

	 

	$cp spark-defaults.conf.template spark-defaults.conf

	 

	Next, run the ls command again and you should see the file spark-defaults.conf, which we have renamed as shown in the screenshot below.

	 

	$ls

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	[image: Image]

	 

	Step 4: Let us now check the contents of Spark configuration file by running the following command. Please note that we can use any text editor to view this configuration file. We are using the gedit text editor as shown below:

	 

	$gedit spark-defaults.conf

	 

	We should now see the configuration file open in the text editor as shown below.

	 

	[image: Image]

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Scroll down a bit and you should see some example properties commented out with # sign at the start of the line as shown below:

	 

	[image: Image]

	 

	Step 5: Let us now add some properties by removing # at the start of each property and add new ones as well.  Remove the # sign for the first property which is spark.master. Then change its value from spark://master:7077 to local as shown in the screenshot below.

	 

	[image: Image]

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	We have now set the default master for Spark as local in the Spark configuration file.

	 

	Next, let us add a new property to specify the Spark executor memory. To do this, go to the end of the configuration file and enter the following property and its value.

	 

	spark.executor.memory 4g

	 

	We have specified the memory for executors in Spark as 4 GB as shown in the screenshot below.

	 

	[image: Image]

	 

	You can set the default configuration values for Spark by simply specifying the name of the property and its value separated by a white space. 

	 

	Step 6: Once you have specified the required default configurations, you can save the file and close it. These values will be effective for the next Spark job you run. Please remember that these values can be overridden either dynamically or programmatically as explained in theory for this chapter.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Step 7: If you have followed the steps in this task and modified the configuration values, please delete the configurations file by using the command below. Please make sure that you delete the .conf file only and not the .template file.

	 

	$ rm spark-defaults.conf

	 

	[image: Image]

	 

	Task 1 is complete!

	Task 2: Using spark-submit Tool

	 

	Until now, we have been submitting jobs to Spark from the IDE by simply clicking the run button. This works well in the development phase, but when it comes to the later stages of software development cycles (such as production), it is not possible to trigger Spark jobs by using an IDE. We have to create a jar file of our application, move it to a node (usually the edge node) of the Spark cluster and then trigger the job by using the spark-submit tool via CLI.

	 

	Let us now look at how to trigger a job by using the spark-submit tool. We can also specify configuration properties here dynamically. Let us use one of the Spark programs we had written in the previous lab exercises. We shall be using the avgRatings.scala program for this task.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Step 1: First, we need to ensure that there are no hard-coded storage paths in our Spark program. This way we can supply the paths as arguments from the spark-submit tool. These paths are highlighted as shown below. 

	 

	[image: Image]

	 

	We can specify them as arguments which can then be provided at runtime by using the spark-submit tool. We shall look at this in detail in the next chapter. For now, we shall be using the program as is without changing any of the paths since we are running Spark application in the local mode only.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Step 2: Next, we need to export the jar file, so that we can run it by using the spark-submit tool. We shall be using the Scala Build Tool (SBT) to create a jar file, which contains our programs, and all the dependencies needed as one file. From the IDE, click on Terminal as shown in the screenshot below.

	 

	[image: Image]

	 

	We should now see a command prompt as we would have in a traditional terminal at OS level.

	 

	Step 3: Navigate to the project’s folder with all the programs present by using the command below.

	 

	$ cd IdeaProjects/Spark/src/main/scala/training

	 

	Now, either create a build.sbt file here in this location by adding all the necessary dependencies, as we did while installing Spark or simply copy the build.sbt file from IdeaProjects/Spark/ folder.

	 

	We are simply copying the file here for simplicity. However, you are free to create a new build file.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	$ cp /home/{username}/IdeaProjects/Spark/build.sbt .

	 

	Please replace {username} with your username.

	 

	[image: Image]

	 

	Step 4: Let us now use sbt to compile and then package a jar. To compile, run the following command.

	 

	$ sbt compile

	 

	Wait for few minutes for the compilation to finish. Afterwards, you should see the success as shown below.

	 

	[image: Image]

	 

	Now run the following command to generate a jar file.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	$ sbt package

	 

	It will take some time to process and generate the jar file as required. Once it is finished, we should see a success message as shown in the screenshot below.

	 

	[image: Image]

	 

	Step 5: Let us now verify if the jar has been successfully generated. We should now have two folders target and project. Inside the target folder, we will have a scala folder with its version and inside the scala folder, there will be a jar file created as shown below.

	 

	$ ls target/scala*

	 

	[image: Image]

	 

	Now that we have successfully generated the jar file, we can copy it to any location or edge node (on Spark cluster) and run it via CLI by using the spark-submit tool.

	 

	For ease and simplicity, let us copy the jar file and the required file path which is hard coded in the program i.e., chapter_5/ratings.csv to the home folder.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	$ cd

	 

	$ cp IdeaProjects/Spark/src/main/scala/training/target/scala*/spark* .

	 

	$ cp -r IdeaProjects/Spark/chapter_5 .

	 

	[image: Image]

	 

	All the files we require for spark-submit are now available. We can now run the spark-submit tool.

	 

	Step 6: Open a terminal from your desktop. You may close the IDE at this point of time. Run the following command to run the spark-submit tool:

	 

	$ spark-submit --class training.avgRatings spark_2.12-0.1.jar

	 

	Wait for a while for the job to finish processing.

	 

	[image: Image]

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Once it is done, we should see the result on the console as shown below.

	 

	[image: Image]

	 

	While running the spark-submit tool, it is mandatory to specify the class of the Spark application by using the --class switch and then specifying the path to the jar file. Moreover, we can also specify other properties with the spark-submit tool. For example, we can specify the master and other configuration properties as shown below.

	 

	 $ spark-submit \

	--class training.avgRatings \

	--master spark://85.67.45.54:7077 \

	--deploy-mode cluster \

	--executor-memory 50g

	--num-executors 85

	/path/to/spark_2.12-0.1.jar

	 

	We shall be looking at this again in the next lab exercises.

	 

	Task 2 is complete!

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Task 3: Environment Variables File

	 

	The environment variables file in Spark is used to configure the environment settings. They are the variables set outside of the Spark programs at the OS level. Let us now look at the environment variables file in Spark.

	 

	Step 1: Open the terminal and navigate to Spark’s conf directory. You should see the files as shown in the screenshot.

	 

	[image: Image]

	 

	Currently, we are interested in the file called spark-env.sh.template.

	 

	Step 2: To be able to utilize the Spark environment variables file, we should either create a new file and name it spark-env.sh or rename the spark-env.sh.template to spark-env.sh.

	 

	$ cp spark-env.sh.template spark-env.sh

	 

	Next, use any of the text editors to open the file.

	 

	$ gedit spark-env.sh

	 

	We should see the file open as shown in the screenshot below.

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	[image: Image]

	 

	Step 3: Scroll down the file and you can see all the environment variables commented with #. We can uncomment by removing the # sign before the variables and set the values. The screenshot below shows a few of the options we can set as the environment variables.

	 

	[image: Image]

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Step 4: We may modify the settings by reading the description of each setting. After the modification, save the file and the settings will be ready for the next Spark job.

	 

	Please consider deleting the environment variables file after you have saved it, as some settings might affect the framework adversely.

	 

	Task 3 is complete!

	Task 4: Logging Properties File

	 

	Step 1: The log properties file is also found in the same conf directory of Spark installation. The file is called log4j.properties.template. As we performed previously, we need to rename the file to remove .template at the end. Please follow the steps from the previous exercises to achieve the same.

	 

	Step 2: Once you have the log4j.properties file, please use any of the text editors to view and edit the file. You should see the logging options as shown in the screenshot below.

	 

	[image: Image]

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	Step 3: Let us set the log properties to save the logs to the disk. We can achieve this by adding the following properties to the log4j.properties file.

	 

	log4j.rootCategory=INFO,FILE
log4j.appender.FILE=org.apache.log4j.FileAppender
log4j.appender.FILE.File=IdeaProjects/Spark/logs log4j.appender.FILE.MaxFileSize=10MB
log4j.appender.FILE.MaxBackupIndex=10
log4j.appender.FILE.layout=org.apache.log4j.PatternLayout
log4j.appender.FILE.layout.ConversionPattern=%d{yyyy-MM-dd HH:mm:ss} %-5p %c{1}:%L – %m%n

	 

	The log4j.properties file looks as shown below.

	 

	[image: Image]

	 

	The above logging properties are utilized to enable the logs to a file by using the appropriate classes. We specify the path where the log files have to be saved along with its size and the layout. 

	 

	Step 4: Save the file and these properties will be available when we run our next job.

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	As opposed to what we did with the configuration files, please do not delete this file as we shall check the logs after running a Spark job in the next task of this exercise.

	 

	Task 4 is complete!

	Task 5: Checking Log Files

	 

	For this task, let us run a Spark App and check if the log settings performed in the previous task work.

	 

	Step 1: Let us use the spark-submit tool to run a Spark application. This time we shall run the ratingsByMovies.scala program. First, let us copy the required input files to our home folder by using the following command:

	 

	$ cp -r IdeaProjects/Spark/chapter_6 .

	 

	Moreover, make sure to copy the jar we had generated in the previous task to the home directory if not already available.

	 

	Step 2: Let us now trigger the Spark application by using the spark-submit tool as shown below.

	 

	$ spark-submit --class training.ratingsByMovies spark_2.12-0.1.jar

	 

	The job should execute efficiently, and its output is given below:

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	[image: Image]

	 

	Step 3: Now that we have successfully run the Spark job, let us check the logs file we had configured in the logs4j.properties file. In order to perform this process, change the current directory to Spark folder and open the logs file via any text editor.

	 

	$ cd gedit IdeaProjects/Spark/logs

	 

	We should see the logs persisted to a file as shown in the screenshot below.

	 

	Spark Conf  >>  Spark Submit  >> Env. Variable

	 

	Log Prop.

	Checking Log Files

	 

	[image: Image]

	 

	This way we can check the logs to troubleshoot any errors or simply look for various options where we can enhance the overall performance.

	 

	Task 5 is complete!

	 

	
SUMMARY

	 

	In this chapter, we have looked at various Spark Configurations. In addition, we have covered the Spark configurations, which include the Spark configuration properties, Environment Variables and Logging. Subsequently, we looked at various performance optimization techniques, which can help increase the efficiency and speed of a Spark application.

	In the labs, we learned the procedures of setting up various configuration files and determined how to trigger a Spark job by using the spark-submit tool.

	 

	
REFERENCES

	 

	
	● https://spark.apache.org/

	● http://spark.apache.org/docs/latest/configuration.html

	● http://spark.apache.org/docs/latest/submitting-applications.html
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scala> val num0fKids = 3
hun0fKids: Int = 3

scala> if (nunOfKids > 2) println(*They are Pheobe Buffay's kids.") else println (*P.
arent unknown!")
They are Pheobe Buffay's kids.
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agg. show()

val aggAlias = movies.select(
avg( columnName="rating*).as alias="avgRating")
» min( columnName = "userd") .as(allas="lowestUserId")
+ max( columnName = "movieTd" ) .as  alias = "highestMovieTd")
» sum( columnName = "userId") .as(allas="sun0fUserTd" )
, mean( columnName =" rating").as( allas = "meanRating” )
)
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64 INFO ContextCleaner: Cleaned accunulator 185
04 INFO ContextCleaner: Cleaned accunulator 135
64 INFO ContextCleaner: Cleaned accunulator 148
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19/07/18 22
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scala> :paste
/1 Entering paste mode (ctrl-D to finish)

val friends = List("Chandler”, “Monica’, "Rachel”, "Ross’, "Joey", "Pheobe")
for(friend <- friends if friend handler"){

println(s"The king of sarcasn is $friend”)

}

\

/] Exiting paste mode, now interpreting.

The king of sarcasn {s Chandler
friends: List[String] = List(Chandler, Monica, Rachel, Ross, Joey, Pheobe)
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def main(args: Array[String]): Unit

Logger.getLogger (name="0rg") . setLevel (Level. ERROR)

val sc = new SparkContext(master="local (*]", apparme.
val data = sc.textFile( path="chapter 5/ratings.csv')
val RDDPair = data.map(parseRecords)

verage ratings by users’)

//RODPalr . collect. foreach(printin)

val mappedRatings = RODPair.mapValues(x = (x, 1))





OEBPS/Images/image00598.jpeg
ISpark session available as 'spark'.
Welcome to

y /-

NNV N T T T

[——] -—_I\__/_] [Z/\_\  version 2.4.2
ey

Using Scala version 2.12.8 (OpenJDK 64-Bit Serve
Type in expressions to have them evaluated.
Type :help for more information.






OEBPS/Images/image00357.jpeg
scala> :paste
/I Entering paste mode (ctrl-D to finish)

var friends = 0
val nanes = List("Chandler”, "Monica®, "Rachel’, "Phoebe”, "Ross”, "Joey")
println("The nanes of friends are:")

while(friends < 6){

println(s"${nanes(friends)}")

friends

}

/] Exiting paste mode, now interpreting.

The names of friends are:
Chandler

Honica

Rachel

Phoebe

Ross

Joey

friends: Int = 6

nanes: List[String] = List(Chandler, Monica, Rachel, Phoebe, Ross, Joey)
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def main(args: Array[stringl): Unit = {

Logger. getLogger (name ="0rg") . setLevel (Level . ERAOR).

Average ratings by users®)

val sc = new SparkContext( master="local (*]", sppNam
val data = sc.textFile(path="chapter 5/ratings.csy")
val RODPair = data.map(parseRecords)

//R00Pair. collect, foreach(println)

val mappedRatings = RODPair.mapValues (x => (x, 1))
mappedRatings. collect. foreach(printin)

val iappedRatings . reduceByKey ( (x.
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sing Scala version 2.12.8 (OpenJDK 64-Bit Server VM, Java 11.0.3)
Type in expressions to have them evaluated.
Type :help for more information.

import spark.implicits.
nport. spark. tnplictts. .

inport org.apache. spark.sql.functions.
import org.apache. spark.sql. functions. _

S val nun = Seq(Seq(1,2,3), Seq(4, S, 6), Seq(7,8,9))
wn: Seq[Seq[Int]] = List(List(1, 2, 3), List(4, 5, 6), List(7, 8, 9))
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)
as aggAlias. show()

a5
a7 val byUser = novies..groupBy ( oli

48 <} .agg(countDistinct ( columnName ).as(alias= "distinctCount"
@ P sumbistince  columname " rating") .as{ s = "distinctsun)
50 & 4 count ( columnNams ovield").as(alias= "movieCount"))

51 byUser.show()

e

53

54 )

55
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scala> :paste
// Entering paste mode (ctrl-D to finish)

for (i <- 1 until 5) {
val sum = i + i
println(sum)

}

// Exiting paste mode, now interpreting.

@A N
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def.

n(arg:

+ Array[String]): Unit = {

Logger .getLogger ( narme

). setLevel (Level..ERROR)
VAl ¢ = new SparkContext(master="local(*]*, appName="Average ratings by users')

val data = sc.textFile(path="chapter 5/ratings.csv")
val RODPair = data.map(parseRecords)

//RODPair. collect. foreach (println;






OEBPS/Images/image00597.jpeg
=1 builtinFunctions

13/U// 10 £2.33.10 LNFU DLULAMGIGYE! 111U, RENUVEU Ul U

19/07/18 22:55:16 INFO Executor: Finished task 2.0 ir
[ S Bt +-

|userId|distinctCount|distinctSum|movieCount|
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- val upCase = quoteDs. select(upper($value").as("upperCase"))
upCase: org.apache.spark.sql.DataFrane = [upperCase: string]

val louCase = upCase. select(lower($"upperCase”).as("lowerCase"))
louCase: org.apache.spark.sq

upCase. show()

upperCase|

|1 HAVE NO SPECIAL...|

|T AM ONLY PASSION...|
| I HAVE A DREAM. |
|1 CAME, T SAW, T ...|

TowCase. show()

| TlowerCase|

|1 have no special...|
|1 am only passion...|
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uzair@uzair:~$ cd Downloads
uzair@uzair:~/Downloads$ 1s
spa(k-z.4f2-b"gn-ha§oop237.tgz
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object counters {
def main(args: Array[Stringl): Unit = {

") setlevel (Level.ERROR)

Logger.getLogger ( name.

val sc = new SparkContext(master="local[*]", appName="Counters")
val data = sc.textFile(path="chapter 6/ratings-malformed.csv")

val badRecords = sc.aceumulator(initialValu

ad record:

name
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uzair@uzair:~$ java -version
openjdk version "11.0.2" 2019-01-15

OpenIDK Runtine Environment (build 11.0.2+9-Ubuntu-3ubuntul1s.ed.3)

OpenIDK 64-Bit Server VM (build 11.0.2+9-Ubuntu-3ubuntul18.04.3, nixed node, sha
ring)
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1
12
13
1
15
16
17

>

avgRatings.scala -
package training
inport org.apache. spark._
Amport_org.apache. spark, SparkContext...
inport org.apache.logd].
object counters {

def main(args: Array[Stringl): Unit = {

Logger.getLogger (neme = “0r

val s¢ = new SparkContext(master="local[*]",

).setLevel (Level.ERROR)

appiam

Counters®)
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exploded. show()

-+
| explode|
+
| 1|
| have|
| no|
| special|
| talent.|
1
|
|

1l
an|

only|
passionately|
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Examples  Community ~  Developer

Download Apache Spark™

1. Choose a Spark elease || 242 (Apr 23 2019) &

PO~ =]

3. Download Spark spark-2 4.2-bn-hadoop?. 7.1gz
4. Verity s release using the 2.4.2 sgnatures, checksums and project release KEYS.

Note tha, Spark s pre-bult with Scala 2.12 snce version 2.4.2. Previous versions ae pre-bult with Scala 2.11
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object counters {
def main(args: Array[Stringl): Unit = {

Logger.getLogger ( niame = "0rg*) . setLevel (Level . ERROR)

val sc
val

new SparkContext (master="local[*]", appName="Counters")
extFile(path="chapter 6/ratings-malformed.csv!
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val strien = exploded.select($"explode”, length(3"explode”)).as("length”)

strien: org.apache.spark.sql.Dataset[org.apache.spark.sql.Rou] = [explode: strin
9, length(explode): int]

strien.show()
| explode|length(explode) |

I 1| 1
| have| a
I nol 2
| spectal] 7
| talent.| 7
i i 1
|

an| 20
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uzair@uzair:~/Downloads$ sudo tar -xvf spark-2.4.2-bin-hadoop2.7.tgz -C /usr/share

spark-2.4.2-bin-hadoop2.7/
spark-2.4.2-bin-hadoop2.7/python/
spark-2.4.2-bin-hadoop2.7/python/setup. cfg
spark-2.4.2-bin-hadoop2.7/python/pyspark/
spark-2.4.2-bin-hadoop2.7/python/pyspark /resultiterable.py
spark-2.4.2-bin-hadoop2.7/ python/pyspark /python/
spark-2.4.2-bin-hadoop2.7/python/pyspark/python/pyspark/
spark-2.4.2-bin-hadoop2.7/python/pyspark /python/pyspark/shell.py
spark-2.4.2-bin-hadoop2. 7/ python/pyspark /heapa3. py
spark-2.4.2-bin-hadoop2.7/python/pyspark/Join.py.
spark-2.4.2-bin-hadoop2.7/python/pyspark/version.py
spark-2.4.2-bin-hadoop2.7/python/pyspark/rdd.py
spark-2.4.2-bin-hadoop2.7/python/pyspark/java_gateway.py
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uzair@uzair:~$ cd [usr/share
uzair@uzair:/u r/shareé s sp*
spark-2.4.2-bin-hadoop2.7:

bin data jars LICENSE  NOTICE R RELEASE yarn
conf examples kubernetes licenses python README.nd sbin
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object recordParser {

ase class records(userIt: Int, movield: Int, rating: Double, timeStamp: String)
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vzair@uzair:/usr/share$ sudo ln -s spark-2.4.2-bin-hadoop2.7 spark
uzair@uzair:/usr/share$ s sp*

spark:

bin data jars LICENSE  NOTICE R RELEASE yarn
conf examples kubernetes licenses python README.nd sbin
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object recordParser {
case class records(userIt: Int, movield: Int, rating: Double,

def parse(record:String): Either[String, records] = {

val fiel Array[String]
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val sub = quoteDS.select(substring($"value", 0, 2).as("firsthord"))
sub: org.apache.spark.sql.DataFrame = [firsthord: string]

1o~ val trinned = sub.select(trin($"firstHord"))
trinmed: org.apache.spark.sql.DataFrame = [trin(firstWord): string]

14> sub.show()
2o

|firsthord|

| T
| T
| 1
I 1

¢
|
|
|
|

+

trinned. show()
[trin(firsthord) |
=
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© countersiscals - @recordparserscala

‘ package training
\T object recordParser {

0}

U s WN -
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package training

import org.apache.spark. sal..Sparksession

Spart org.apache. spark.<ql .express ans window

import org.apache.spark.sql. functions.

object window {
case class Enployee(name: String, nusber: Int, dept: Siring, pay: Double, menager: String)
def main(args: Array[5tring)): Unit = {

VAl spark = Sparksession

buitder()

applame nane = "Windaw Functions®)
master( master="local (*]°)
Jgetorcreate()

taport spark, tmplicits.
Vil enployeeds = spark
read

Tormat(souce="cav’)

Loptions (Hap(*header™ -> "true*, *Inferschesa® -> “true®))
Toad path=-chapter. 5/enployee. <su")

_as(Employee]
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# enable programmable completion features (you don't need to enable
# this, if it's already enabled in /etc/bash.bashrc and /etc/profile
# sources [etc/bash.bashrc).
if ! shopt -oq posix; then
if [ -f Jusr/share/bash-conpletion/bash_completion 1; then
. Jusr/share/bash-conpletion/bash_completion
elif [ -f [etc/bash_completion ]; then
. /etc/bash_completion
i
fi

HOME=/usr /share/spark
ATH=$SPARK_HOME /bin: $PATH

xpe

119.1
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data. foreach(row => {
val parsedRecords = recordparser.parse(row)
if (parsedRecords. isLeft)
badRecords += 1
bl

printin{*The number of bad records in the input are * + badRecords.valuel
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uzair@uzair:/usr/share$ sudo vi ~/.bashrc
uzair@uzair:/usr/share$ source ~/.bashrc
uzair@uzair:/usr/share$ =~ m——
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=@ Y >

96/11 18: ANPUL. SPALLS FARe:/home/ uzalr/ ldcar]
19/06/11 18:39:20 INFO Executor: Finished task 0.0 in stage 0.0 (TID
19/06/11 18:39:20 INFO TaskSetManager: Finished task 0.0 in stage 0.0
19/06/11 18:39:20 INFO TaskSchedulerInpl: Removed Taskset 0.8, whose |
19/66/11 18:39:20 INFO DAGScheduler: ResultStage 0 (foreach at counte:
: foreach at count

top() from shutdown ho
19/06/11 18:39:21 INFO SparkUL: Stopped Spark web UL at
19/06/11 18:39:21 INFO MapOUtpUtT rackertiasterEndpoint: MapOutputT rac
19/06/11 18:39:21 INFO MemoryStore: MemoryStore cleared
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uzair@uzair:/usr/share$ sudo vi ~/.bashrcll
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object recordparser {

case class records(userIt: Int, movield: Int, rating: Double, timeStamp: String)
def parse(record:String): Either[String, records] = {

val fields: Array(String] = record.split(’,

if (fields.length

4

Val userId: Int = fields(0).toInt
val movield: Int = fields(1).toInt
val rating: Double = fields(2). tobouble
val timeStamp: String = fields(3)

Right (records (userld, movield, rating, timeStamp))

}

else {
Left(record)
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~/.bashrc: executed by bash(1) for non-login shells.
# see /usr/share/doc/bash/exanples/startup-files (in the package bash-doc)
# for examples

# If not running interactively, don't do anything
case $- in
**) 5
*) return;;
esac

# don't put duplicate lines or lines starting with space in the history.
# See bash(1) for more options
HISTCONTROL=ignoreboth

# append to the history file, don't overwrite it
shopt -s histappend

# for setting history length see HISTSIZE and HISTFILESIZE in bash(1)
HISTSIZE=1000
HISTFILESIZE=2000

# check the window size after each conmand and, if necessary,
# update the values of LINES and COLUMNS.
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object counters {
def main(args: Array[Stringl): Unit = {
Logger.getLogger ( name = "0rg") . setLevel (Level.ERROR)

val sc = new SparkContext (master="local[*]", appName="Counters")
val data = sc.textFile(path="chapter 6/ratings-malformed.csv")

val badRecords = sc.accumulator(initialValue =

. name="bad records")

data. foreach(row => {
val parsedRecords = recordParser.parse (row)

if (parsedRecords.isLeft)
badRecords += 1

1)
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scala> shows.

b
b

iithFilter
addString
aggregate
andThen
apply
applyOrElse
asInstance0f
carEoual

filter
filterNot

find

flathap
flatten

fold

foldLeft
foldRight
forall

foreach
formatted
genericBuilder
getClass
groupBy
grouped
hasbefinitesize
hashCode

head
headoption
index0f
{ndex0fSlice

naxBy

nin

minBy
mkString

ne

nonEnpty.
notify
notifyall
orklse

padTo

par

partition
patch
pernutations
prefixLength
product
productArity
productElenent
productIterator
productPrefix
i R

sorthith
sorted

span

splitat
startshith
stringPrefix
sun
synchronized
tail

tails

take
takeRight
takehhile

to

toArray
toBuffer
toIndexedSeq
tolterable
tolterator
toList

toMaD.
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D) val flattened = grouped.map(x = (x. 1. x. 2.tolist))
¥ project [Spark-build] sources root x {fuansened. collect foreach(printin
e eys. collect. foreach{printin)
v mmin L.
v msala i
+ Eavraining
© avgRatings
Qs

‘oo main(args: ArrayfString])
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val extractedTs = timeStampDS.withColunn("second", second($"tineStamp")).
withColunn("ninute", minute(s" tinestanp")).withColunn("hour", hour (" tineStanp")
)
extractedTs: org.apache.spark.sql.DataFrane = [id: int, nane: string ... 4 more
Fields]

extractedTs. show()

| id|  nane| tineStanp|second|minute|hour |
1|Ernesto|2015-69-24 00:01:12| 12| 1| 6]
2| Lee|1985-65-16 €3:04:15| 15| 4] 3]

3| John|2012-67-16 66:07:18] 18] 7| 6|
4] Doe|1914-08-02 09:10:20] 20| 10| 9|
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scala> shows.reduce
reduce reducelLeftOption  reduceRight
reducelLeft  reduceOption reduceRightOption

scala> shows.reduce
def reduce[Al >: String](op: (A1, A1) => Al): Al
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val conversions = timeStampDS.withColunn("unixTime", unix_tinestamp($"tin
eStanp")).withColunn("fronUnix", fron_unixtine($"unixTine"))

conversions: org.apache.spark.sql.DataFrane = [id: int, nane: string ... 3 more
fields]

tineStonp|  unixTine| FronUnix|

1|Ernesto|2015-09-24 00:01:12] 1443052872|2015-09-24 00:01:12]
2| Lee|1985-65-16 03:04:15] 485060655|1985-05-16 03:04:15|
3|  John|2012-67-16 06:07:18] 1342418838|2012-07-16 06:07:18|
4] Doe[1914-08-02 09:10:20| -1748789380|1914-08-62 09:10:20]
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scala> shows.foreach(println)
FRITCEINCDES!

The Big Bang Theory

Game of Thrones

Breaking Bad

The Mentalist
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val grouped = RDDPair.groupByKey()

‘grouped. cotlect. foreach (printn

project [Spark-build] sources root
src : i
™ mai

v mscala
v Batraining
© avgRatings

fa0:  main(args: Array[string])

(1084 Comactautter (1925, gangsters))
(3456, ConpactBufer (In Netflix quee))
(6468, ConpactBu fer (docunentary, crine))
(4823, ConpactBuffer (wedding) )
(122882, CompactBut fer (beautiful, cinematography, visually appealing))
(307, ConpactBuffer (In Netflix queve))
(6368, ConpactBu fer (Lawyers) )
(5618, ConpactBu fer (anine))
(7620, ConpactBufer (Notable Nudity))
(79762, Conpactaufer (gesky, Michael Cera, stylized, video ganes))
(912, ConpactBuf fer (start of a beautiful friendship})
(3877, CompactBufer (superhero))

ctBuffer(journalism))
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val tineStamp = spark.createDataset(Seq((1, "Ernesto’, "2015-09-24 00:01
2, "Lee”, "1985-65-16 63:04:15"), (3, "John", "2012-07-16 06:07:18"), (4,

"Doe", "1914-08-02 69:10:20")))
tineStanp: org.apache.spark.sql.Dataset[(Int, String, String)] = [_1: int, _:

tring ... 1 nore field]

1283

val tineStanpDs = tineStanp.withColunnRenamed(" 1", "id").withColunnRenan

ed("_2", "nane").withColunnRenaned(* 3", *tineStamp”
tineStanpds: org.apache.spark.sql.DataFrane = [id: int, name: string ... 1 more

field]

tineStampds.printschena()

|- [id: integer (nullable = false)
I-- iname: string (nullable = true)
I-- [tineStanp: string (nullable = true)
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VBLEERSRRC P LNEA DAL S G LAE I ERNPU AR RE LECRAN LN IEnE ol M ELRES LAND SR Cas,
t("tinestanp")).cache()
castedTineStanp: org.apache.spark.sql.Dataset[org.apache. spark.sql.Row] = [id
nt, nane: string ... 1 more field]

- castedTineStamp.printschena()
o
-[id: integer (nullabls = false)
- Inane: string (nullable = true)
- | tineStanp: tinestanp (nullable = true)

castedTineStamp. show()

| id| nane| tineStamp|

1|Ernesto|2015-09-24 00:01:12|

2| Lee|1985-65-16 03:04:15]

3| John|2012-67-16 06:07:18]

4] Doe[1914-68-02 09:10:20]
25

|
|
|
|
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scala> val couples = Map("Chandler” -> "Monica’, "Ross” -> "Rachel’, "Pheobe -> |
“Mike")

couples: scala.collection.innutable.Map[String,String] = Map(Chandler -> Monica,
Ross -> Rachel, Pheobe -> Hike)

scala> println(couples("Chandler”))
MRS e |
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Rackage tEaining

import org.apache.spark. |
inport org.apache.log4j

object joins {

ase class ratings (userl

novierd

Case class movies(movielD. novieNane

Float

tinestany
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scala> println(couples("Joey"))
java.util.NoSuchElementException: key not found: Joe:
at scala.collection.MapLikeSclass.default(MapLike.scala:228)
at scala.collection.AbstractMap.default(Map.scala:59)
at scala.collection.MapLikeSclass.apply(MapLike.scala:141)
at scala, collection.Abstracthap.apply(Map. scala:59)
. 32 elided
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object joins {

case class ratings(userId: Int, movielD: Int, rating: Float, timestamp: String)
case class movies(movieID: Int, movieName: Siring, genre:String)

def main(args: Array[Stringl): Unit = {

Logger. getLogger (name = “0rq") . setLevel (Level .ERROR)

jalsc = new SparkContext(master="local[+]", appName="Joins:

KSpULE( 1))
X.spU(", )

Val rating = sc. textFile(path="chapter 5/ratings.csy").map(x
val movie = sc.textFile(path="chapter 5/novies.csv").map(x
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val mathFuncsl = numbersDS.select(abs($"numbers"), ceil($"numbers"), exp(
$"nunbers"), cos($"numbers"))
nathFuncs1: org.apache.spark.sql.DataFrane = [abs(nunbers): double, CEIL(numbers
): bigint ... 2 more fields]

Cos(nunbers) |
5| 148.4131591025766| 0.28366218546322625
4| 54.598150033144236] -0.6536436208636119
10] 12088.380730216988 | -0.9996930420352065
25(7.200489933738588€10] 0.9912028118634736]
8] 2980.9579870417283] -0.14550003380861354]
8| 2208.347991887209] 0.15337386203786435]
6] 403.4287934927351|  ©.960170286650366 ]
52(3.831008000716577€22  -0.16299078079570548|

EXP(nunbers)|
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scala> val unknown = util.Try(couples("Joey")) getOrElse "Not known!"
unknown: String = Not known!

scala> println(unknown)
Not known!
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def main(args: Array[Stringl): Unit = {
(Bl SRR
Val sc = new SparkContext(master="local(*]", appName="Joins")

val rating = sc.textFile(pathe"chapter 5/ratings.csv’).map(x => X.SpUL(', ')
val movie = sc. textFile(path="chapter 5/movies.csv").map(x = x.spUt(", })

Val rating record = rating.map(x
X(2) . toFloat, x(3).toString)))

{x(1). tolnt, ratings(x(0).toInt, x(1).toInt

val movie record = movie.nap(x => (x(6).toInt, movies((0).toInt, x(1).toString
x(2)..toString)))
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val mathFuncs2 = nunbersDS.select(factorial($"numbers"), floor($"numbers"
), hex($"nunbers"), Log($"nunbers"))
athFuncs2: org.apache.spark.sql.DataFrane = [factorial(numbers): bigint, FLOOR(
wnbers): bigint ... 2 nore fields]

| factorial(nunbers)|FLOOR(nunbers) |hex(numbers) | LOG(numbers) |
\ 120 5| 5]1.6094379124341003|
| 24] 4 4]1.3862943611198906 |
\ 362890 9l 912.2407096892759584
\ null| 25 19]3.2188758248682006|
\ 40320] 8| 8]2.0794415416798357|
\ 5040 7| 7]2.0412203288596382 |
\ 720] 6| 6] 1.791759469228055 |
|

null] 52| 34]3.9512437185814275 |
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, 7.7, 6.6, 52.8)

2> val nunbersDS = nunbers.toDS().withColunnRenaned("value", "numbers").cach

e()
nunbersDS: org.apache.spark.sql.Dataset[org.apache.spark.sql.Row] = [numbers: do
uble]
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scala> println(s"${showInfo._5} is the highest rated show with ${showInfo._6} ra
ting.")
Gane OF Thrones is the highest rated show with 9.4 rating.
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2 3 val count = joined.countByKey()

= main printin(count)
v scala
o nappedCol = Joined. collecthstap()
v Batraining printin(sappedcol)
© avgRatings E: A
@ joins 3

rana)) |

Map(137218 > (ratings (599, 137218,2.5, 1519264265) ,novies (137218, April orning (1983)
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val quote = List("I have no special talent.”,
“I an only passionately curious.”,
“I have a drean.”,
"I cane, I saw, I conquered.”)
quote: List[string] = List(I have no special talent
ous., T have a drean., T cane, I saw, I conquered.)

T an only passionately cur

val quoteDs = quote. taS().cache()
quoteDS: org.apache. spark. sql.Dataset[String] = [value: string]

quoteDs. show()

|1 have no special...|
IT an only passion...|
| I have a drean.|
IT came, I saw, I ...|
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Lo~ val splitted = quoteDS.select(split($"value", " ").as("splits"))
splitted: org.apache.spark.sql.DataFrame = [splits: array<string>]

splitted.show()

| splits|

+
|[I, have, no, spe...|
I[1, am, only, pas...|
(1, have, a, drean.]|
1, cane,, I, saw...|

+
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scala> val showlnfo = (1994, "Friends’, 8.8, 2011, "Gane Of Thrones", 9.4, 2010
"herlock", 9.1)

showlnfo: (Int, String, Double, Int, String, Double, Int, String, Double) = (199

¢:Friends, .8, 5011, Gane Of Thrones,$.4,2010, Sherlock,9.1)
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otiomd L joined = rating record. join(novie_recor
s Vel Joined = rating_record. join(sovie record)
¥ Eatuaining folne.collect. orench(printiny

© avgRatings )

Otags :

© wordcount S main(args Amayisring)

“joins

(267, (rat1n9s (414,257,4.0,981430405 ) movies (267 Wajor payne. (1995).Conedy)))
(267, (ratings (543, 257.5.0. 1330682169] novies (267 Wojor Payne. (1995). Coned))

(267, (1ot ings (399, 267.1.0. 1498503462) navies (267 Hojor Payne (1998) Conedy)))

(367, (atings 604, 267.3.0.832081063) sovies (267 Hajor Payne. (1995).Comady)))

(5804, ratings(74,8804,5.5,1207502952) movies (8404, Story of Wonen’ (A(faire de femmes, Une) (1968)°)))

(185675, (ratings (318, 168675,3.5,1635038476) ovies 188675, Dogaan. (2013).Crie|Orana)) |

(47774, (ratinGa (606, 47774,3.0, 1244573672) mowies (47774, Tercle Thiat, The (Ladri a1 saponette) (1999)°))
(113863, (ratinga (616, 13862,4.0, 14238493141 ovies (113362, “Guest, The (2014)°)))

(103653, (Fat1nga 21, 105653,4,0,1403460774) movies (105653, Escape. PLon (2013).ActioniMystery|Thriller)))
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(163653 (rat ings (305, 105653, 4.0, 14603662011 movies (105653, Eccape Plan (2013) Actioniystery|Thriliar)))
(185653, {ratinge (380, 405633.4.0.,1495388308 ) movien (105653 Escape.Phans (2613) Actioniiyat ey ThebLieri
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val mathfuncsd » nusbiershs.selact(pow(s nonbens:, 2}, rommd (3 numers=),
in($"nunbers”), tan($"numbers”))
athFuncs3: org.apache.spark.sql.DataFrane = [POWER(nunbers, 2.8): double, round
numbers, 0): double ... 2 more fields]

;
| POHER(nunbers , 2.0) |round(nunbers, ©)| SIN(nunbers) | TAN(nunber's)
;

25.0| 5.0| -0.9589242746631385| -3.380515006246586

|
I
| 16.0] 4.0] -0.7568024953079282| 1.1578212823495775
|

|

88.36000000000001 | 9.00.024775425453357765 | -0.02478303280266 .
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scala> println(showInfo._1)
1994

scala> println(showInfo._5)

IGame 0f Thrones
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val mathFuncs4 = numbersDS.select(sqrt($"numbers®), log10(5"numbers”), $"
unbers” + Math.PT)
nathFuncs4: org.apache.spark.sql.DataFrane = [SQRT(numbers): double, LOG10(nunbe
rs): double ... 1 more field]

mathFuncsd. show()

| SQRT(numbers)|  LOG10(numbers)|(nunbers + 3.141592653589793) |
| 2.23606797749979]0.6989700043360189 | 8.141592653589793
| 2.0]0.6020599913279624 7.141592653589793|
13.06594194335117850.9731278535996987 | 12.541592653589793|
| 5.0]1.3979400086720377 | 28.141592653589793|
|2.8284271247461963 0.9030899869919435 | 11.141592653589793
|2.7748873851023217| 0.8864907251724818| 10.841592653589792
| 2.449489742783178|0.7781512503836436 | 9.141592653589793|
|

7.211102550927978 1. 7160033436347992 | 55.1415926535898
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val friends = List("Monica”, "Chandler”, "Ross”, "Phoebe”, "Rachel’, "Joe
y")
friends: List[String] = List(Monica, Chandler, Ross, Phoebe, Rachel, Joey)

val friendsRDD = sc.parallelize(friends)
friendsROD: org.apache. spark.rdd.ROD[String] = ParallelCollectionRDD[8] at paral
lelize at <console>:26

val chandler = friendsROD. filter(nane => nane.contains("Chandler"))
chandler: org.apache.spark.rdd.ROD[String] = MapPartitionsRDD[9] at filter at <c
onsole>:25

chandler .collect

res9: Array[String] = Array(Chandler)
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scala> lettersRDD.take(4
res7: Array[Char] = Array(f, a, g, f)
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import org.apache. spark.util.AccunulatorV2
import scala. collection.nutable.HashMap

class CountByMovie extends AccumulatorV2[(Int, Int), HESHMABLInt,Int]]{

private val movieCount = new HashMaR[Int, Int]()

def reset(): Unit = {
movieCount .clear()
b
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‘

2|

©mport org.opache.spark. sal. SparkSession

& inport org.apache. spark.sal. functions.

5

5

> object decrRatingUor

s

9 vl HEEEUOE = udf((input: Double) => input + 0.5)
1

11| [cose closs Ratings(userTar Int, movield: Int, roting: Dovble, CineStamp: String)
1

B> et matntaros: arraytstrinon: e = ¢

15 val spark = sparksession

1 butlder ()

u master, ster= Local (+]°)

1 opplame( nane < “Rat ngs Decrenent WOF)

1 getorcreate()

2

2 inport spark. tmplicits.

2

2 Vel ratings = spark

2 read

2 format (souce = cs")

i aptions (Hap(“Inferschena® -> “true*, “header” -> “true))
7 Tood(path= “chopter. 9/ ratings.head.cav')

2 || lesthatings)
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lettersRDD.collect

ress: Array[Char] = Array(f, a, g, f, ¢, a, b, n, d, b)
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"class CountByMovie extends AccumulatorV2[(Int, Int), HaShMap(Int,Int]]{
private val movieCount = new HASHMABIInt, Int]()
def reset(): Unit = {

movieCount.clear ()
3

def add(tuple: (Int,Int)): Unit = {
val movield = tuple. 1
val updatedCount = tuple. 2 + movieCount.getOrElse(movield, 0)

movieCount += ((movieId, updatedCount))

}
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def add(tuple: (Int,Int)): Unit = {
val movield = tuple. 1
val updatedCount = tuple. 2 + movieCount.getOrElse(movield, 0)

movieCount += ((movield, updatedCount))
}

Gef merge(tuples: AccumulatorV2[(Int, Int), HashMaplInt, Intl1): Unit = {
tuples.value. foreach(add)
)

def VaLdE() :mut

= movieCount
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val num = List(1, 2, 3, 4]
: uzﬂrﬁr‘ﬂ}?ﬂTTZ,!.ﬁ
15~ val numRDD = sc.parallelize(nun)

uRRDD: org. apact = ParallelCollectionROD[11] at parallelize
at <console>:26

val squaredRDD = nuARDD.map(x => x
~rdd .ROD[Int]

lapPartitionsROD[12] at map at <cons

<l squaredRDD.foreach(println)
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object countByMovieMain {
. |def main(args: Array[String]): Unit

val sparkSession = SparkSession.builder
.master ( mastes local[*]")
.appName ( name ="Count By movieId")
.getOrCreate()

val countByMovie = new CountByMovie()
sparkSession.sparkContext. register (countByMovie)
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val sumRDD = numRDD.reduce((a, b) => (a + b))
sumRDD: Int = 10
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val countByMovie = new CountByMovie()
sparkSession. sparkContext. register (countByMovie)

inport sparkSession.implicits

Val options = Map(*header” -> "true", "inferschema® -> "true")
val data = sparksession.read. format ( Source = "con cicks. spark.csv®)
~options (options)
~load( path=“chapter 6/ratings head.csv*)

-as(Movies]
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def find(name: List[String]):Boolean = {
name.contains("Chandler")

find: (name: List[String])Boolean

4> find(friends)
res10: Boolean = true
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def merge(tuples: AccumulatorV2[(Int, Int), HashMap(Int, Int]]): U
tuples.value. foreach(add)
}

def VALHE() : mutable HashMaplint, Int] = movieCount
def isZero(): Boolean

movieCount .isEmpty

¥

def copy() = new CountByMovie
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val pairs = friendsRDD.map(nane => (name.charAt(0), name))

pairs: org.apache.spark.rdd.ROD[ (Char,
<console>:25

pairs. foreach(println)
(Wbonica)
(CChandler)

(RRoss)

(P, Phoebe)

(RRachel)

(3. Joey)

tring)] = MapPar titionsROD[10] at map at
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‘ package training

1mport_org.opache.spark,sql,sparksession

case class Movies(userld: Int, movield: Int

rating: Double, timeStamp: String)

object countByHovieMain {
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uzair@uzair:~$ sudo tar -xzf Downloads/idealC-2019.1.1.tar.gz -C /opt
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10

package training

Anport org.apache. spark. SparkContext
import scala.io.Source

object ratingsByMovies {
def loadMovieNames(): Map[Int, String] = {

var movieNames: Map[Int, Strina] = Hap()

for(record <- data){
val fields = record.split(regex=",")
if(fields.length > 1)
movieNanes += (fields(0).toInt -> fields(1))
i

movieNames
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mport IntelliJ IDEA Settings From

Config or installation folder:

Do not import settings
OK|
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© def loadMovieNanes(): Map(Int, String] = {
var movieNames: Map[Int, String] = Hap()

val data = Source. fronFile(*chapter 6/movies csv).getlines()

for(record <- data){
val Fields = record.split(regex=",")
if(fields. length > 1)
movieNanes += (fields(0).toInt -> fields(1))
3

novieNanes
3

def main(args: Array[Stringl): Unit = {

Val sc = new SparkContext( fiéster="local[*]*, appNamie="Ratings By movies*)

val broadliames =

c.broadcast (loadMovieNanes)
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;> val mulRDD = numRDD.reduce((a, b) => (a * b))
mulRDD: Int = 24
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import sparkSession.implicits.

val options = Map(*heade true*, *inferSchema® -> “true")

val data = sparksession. read. format  source = "con.databricks. spark.csv")
-options (options)
+Load( path="chapter 6/ratings head.csv")
.as[Movies]

data. foreach(record => {

countByMovie. add(record.movieTd, 1)
b}

printin(countByMovie. Vallie. toList)
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= countByMovieMain

19/06/13 22:21:11 INFO CodeGenerator: Code generated in 67.412845 ms
16/06/13 22:21:13 INFO Executor: Finished task 0.0 in stoge 2.0 (TID 2). 148002 bytes res

19/06/13 22:21:13 INFO TaskSetManager: Finished task 0.0 in stage 2.0 (TID 2) in 2435 ms |
19/06/13 22:21:13 INFO TaskSchedulerIngl: Removed TaskSet 2.0, whose tasks have all conpl,
16/06/13 22:21:13 INFO DAGSCheduler: ResultStage 2 (foreach at countByMovieMain.scala:27)

19/66/13 22:21:14 INFO SparkUl: Stopped Spark web UL at hin://uzolr:40da
19/06/13 22:21:14 INFO MapOutputTrackerhasterEndpoint : WapOutputTrackerhasterEndpoint sto
19/06/13 22:21:14 INFO MemoryStore: Memorystore cleared

29466/13 22:21:14 INFO BlockManager: BlockManager stopped
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package training

1 h;

lobject countersV2 {

}
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uzair@uzair:/usr/share$ sudo apt-get install openssh-server openssh-client
Reading package lists... Done

Building dependency tree

Reading state information... Done
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19/64/28 19:23:55 WARN NativeCodeloader: Unable to load native-hadoop library for
your platforn... using builtin-java classes where applicable

Using Spark's default logdj profile: org/apache/spark/logd]-defaults.properties
Setting default log level to "WARN'.

To adjust logging level use sc.setloglevel(neulevel). For SparkR, use setloglevel(
newLevel).

Spark context Web UI available at http://uzair:4640

Spark context available as 'sc' (master = local[*], app id = local-1556479447612).
Spark session available as 'spark'.

Helcone to

EEE S
s UV SR Ay
7// _NIITLNN version 2.4.2

Using Scala version 2.12.8 (OpenJOK 64-Bit Server VM, Java 11.0.2)
Type in expressions to have then evaluated.
Type :help for nore information.
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def main(args: Array[String]): Unit = {
Logger. getLogger( fame="0rg") .setLevel (Level .ERROR)

val sc = new SparkContext(master="local(*]", 3ppName= "Counters®)
Val data = sc.textFile(path="chapter 6/ratings-nalforned.csv')

val badRecords = sc.accumslator( nitialVali

I

val parsedRecords = recordParser.parse(row)

hafie="bad records*)

data. foreach(row

if (parsedRecords. isLeft)
badRecords += 1

else(
val goodRecords = parsedRecords. right.map(x => (X.userIt, X.movield, X.rating!
k. tinestanp))
goodRecords. foreach (printin)

¥
»

println(*The nusber of bad records in the input are * + badRecords.value)
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127.0.0.1 localhost.localdomain  localhost
localhost6.localdomainé localhosté

# The following lines are desirable for IPv6 capable hosts
1 Tlocalhost ip6-localhost ip6-loopback
::0 ip6-localnet
ip6-allnodes
ip6-allrouters
ip6-allhosts
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(610,161634,4.0,1493848362)
(610,162350,3.5,1493849971)
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(610,163981,3.5,1493850155)
(610,164179,5.0,1493845631)
(610,166528,4.0,1493879365)
(610,166534,4.0,1493848402)
(610,168248,5.0,1493850091)
(610,168250,5.0,1494273047)
(610,168252,5.0,1493846352)
(610,170875,3.0,1493846415)
The number of bad records in the input are 330
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uzair@uzair:~$ scala
Jelcome to Scala 2.11.12 (OpenJDK 64-Bit Server VM, Java 11.0.4).
Type in expressions for evaluation. Or try :help.

scata> Il
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scala> def sum(x: Int) (y:Int): Int = {
| x+y

)
sum: (x: Int)(y: Int)Int

scala> i





OEBPS/Images/image00396.jpeg
> val friends = List("Chandler", "Rachel", "Phoebe”, "Joey", "Ross")
friends: List[String] = List(Chandler, Rachel, Phoebe, Joey, Ross)

415> val friendsRDD = sc.parallelize(friends:
friendsRDD: org.apache.spark.rdd.ROD[String
lelize at <console>:26

arallelCollectionRDD[0] at paral
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val badRecords = sparkSession. sparkContext. longAccuulator ( name = "Bad Records®)
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val options = Map(*header® -> fals D )
val data = sparkSession. read.text(patli="chapter 6/ratings-nalformed.csy").as[String
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import sparkSession.implicits

val options = Map(“header" "false”, "inferSchema" -> “true")
val data = sparkSession. read.text(pathi="chapter 6/ratings-malforned. c

data. foreach (record => {
val fields = record.split(reg:

if (fields.size I= 4)
badRecords.add(1)
})
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scala> val sumObj = sum(6)_
sumObj: Int => Int = <functionl>

scala> B
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def main(args: Array[String]): Unit = {

val sparkSession = SparkSession.builder
.master( master="local[*]")
.appName ( name = "Bad record counter V2")
.getOrCreate()
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scala> def sumProd(a: Int, x: Int) (b: Int, y: Int): Int = {
Ja*b+x*y
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sumProd: (a: Int, x: Int)(b: Int, y: Int)Int

scala> [l
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vl sparksession = Sparksession.builder
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“appNane( name="8ad record counter V2°)
‘getorcreate()

val badRecords = sparksession. sparkContext. longAccunulator (name = “Bad Records”)
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scala> val sumProdObj = sumProd(5, 6)_
sunProdObj: (Int, Int) => Int = <function2>

scala> sumProd0bj(7, 8)

res2: Int = 83

scala>





OEBPS/Images/image00401.jpeg
scala> lettersRDD.first
res6: Char = f
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package training

inport org.apache.spark.util.Accunulatorv2
inport scala. collection.nutable.HashMap

Class CountByMovie extends AccunulatorV2((Int, Int), HashMaR(Int,Int]}{
}






OEBPS/Images/image00643.jpeg
S o@D W
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import org.apache.spark.sql.SparkSession
import org.apache.spark.sql.functions.
object decrRatingUDF {

val @EEEUDE = udf((input: Double) => input - 0.5)
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2> val ratings = sc.textFile("chapter_3/ratings.csv")
ratings: org.apache.spark.rdd.ROD[String] = chapter_3/ratings.csv MapPartitionsk
0D[1] at textFile at <consoles:24
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val fields = record.split(regex=",")

if (fields.size
badRecords . add (1)
)

println(“The number of bad records in the input are " + badRecords.value)
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scala> val sumObj = sum(6)_
sumObj: Int => Int = <functionl>

scala> sumObj(5)
resi: Int = 11

scala> fI
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1o~ val ratings = sc.textFile("chapter_3/ratings.csv")
ratings: org.apache.spark.rdd.ROD[String] = chapter_3/ratings.csv MapPartitionsR
D[6] at textFile at <consoles:24

512> val count_ratings = ratings.count
count_ratings: Long = 100836
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scala> val sumProdObj = sumProd(5, 6)_
sumProdObj: (Int, Int) => Int = <function2>
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scala> val name: String = "Learning"
name: String = Learning

scala> val newName: String = name +
newName: String = Learning voyage

voyage"

scala> println(newName)

Learning voyage
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scala> var newName: String = "Learning"

newName: String = Learning

scala> newName = newName + " Voyage"
newName: String = Learning Voyage

scala> println(newName
Learnin_V—'_29 oyage
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scala> val name: String = "Learning Voyage
name: String = Learning Voyage

scala> println(nane)
Learning Voyage

scala> name = name + " Inc"

console>:12: error: reassignment to val
name = name + " Inc"
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scala> println(name)
Learning Voyage

scala> i
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scala> val name: String = "Learning Voyage"
name: String = Learning Voyage
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scala> println("Hello World!")
Hello World!

scala> :q
uzair@uzair:~$ l
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uzair@uzair:~$ scala
Welcome to Scala 2.11.12 (OpenJDK 64-Bit Server VH, Java 11.0.2).
Type in expressions for evaluation. Or try :help.

scala>
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Scala code runner version 2.11.12 -- Copyright 2002-2017, LAHP/EPFL
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uzair@uzair:~3 sudo apt-get install scala

[Sudo] password For watrs
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Building dependency tree

Reading state information. .. Done

The following additional packages will be installed:
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scala-library scala-parser-conbinators scala-xnl

Suggested packages:
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val RDD1

sc.textFile(“file.csv”)

3
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RDD2 = RDD1.flatmap(line => line.split(“,”))
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= RDD2.filter(x

4
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def main(args: Array[String]): Unit

&
val sc = new SparkContext(master="local[*]", appName
val brosdianes = sc.broadcast (loadHovieNames!

val data = sc.textFile(path="chapter 6/ratings.csv")
val records = data.map(x => (x.split(regex=",")(1).toInt, 1))

Ratings By movies")
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openjdk version "11.6.2" 2019-01-15
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ring)
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Setting up default-jre (2:1.11-68ubuntul~18.04.1)
Setting up openjdk-11-jdk:anded (11.0.2+9-3ubuntu1~18.04.3)
update-alternatives: using /usr/lib/jvn/java-11-openjdk-and64/bin,
ovide /usr/bin/jconsole (jconsole) in auto mode

Setting up default-jdk (2:1.11-68ubuntu1~18.04.1) ...

Processing triggers for libc-bin (2.27-3ubuntul) .
Processing triggers for ca-certificates (20180409) ...
Updating certificates in /etc/ssl/certs...

0 added, © removed; done.

Running hooks in /etc/ca-certificates/update.d.

done.
done.
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The following NEW packages will be installed:
ca-certificates-java default-jdk default-jdk-headless default-jre
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Libatk-wrapper-java-jni 1ibgif7 libice-dev libpthread-stubso-dev libsn-dev
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uzair@uzair:~5 sudo apt-get update
[sudo] password for uzai
Hit:1 http://archive.ubuntu.con/ubuntu bionic InRelease
Ign:2 http://ppa.launchpad.net/shutter/ppa/ubuntu bionic InRelease
Hit:3 http://archive.ubuntu.con/ubuntu bionic-updates InRelease
Hit:4 http://archive.ubuntu.con/ubuntu bionic-backports InRelease
Err:5 http://ppa.launchpad.net/shutter/ppa/ubuntu bionic Release

404 Not Found [IP: 91.189.95.83 80]
Hit:6 http://archive.ubuntu.con/ubuntu bionic-security InRelease
Reading package lists... Done
The repository 'http://ppa.launchpad.net/shutter/ppa/ubuntu bionic
oes not have a Release file.
N: Updating from such a repository can't be done securely, and is the
bled by default.
See apt-secure(8) manpage for repository creation and user configu
ils.
uzair@uzair

$ sudo apt-get install default-jdk
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def main(args: Array[Stringl): Unit = {

"local[*]", appiar

val sc = new SparkContext (master

val broadNames = sc.broadcast (loadNovieNames

val data = sc.textFile(path="chapter 6/ratings.csv")
val records = data.map(x => (x.split(regex=",")(1).toInt, 1))
val count = records. reduceByKey((x,y) => x +y)
val sorted = count.sortBy(- . 2)

Vsl sortedhovieskithames = sorted.nap(x = (s broadiames.value(x. 1), x._2))

sortedovieswithNanes. collect. foreach(println)
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~getorCreate()
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. format (source="csv")
.options(Map("inferSchema® -> "true", “header” -> "true"))
-load( path="chapter 7/us-500.csv")

users.printSchema()

users. show()






OEBPS/Images/image00416.jpeg
Welcome to IntelliJ IDEA

IntelliJ IDEA

¥ Import Project

&0pen

M Check out from Version Control +

B Configure  GetHelp+





OEBPS/Images/image00537.jpeg
package training

import org.apache.spark.sql.SparkSession

object users {

N U W

0}





OEBPS/Images/image00417.jpeg
Welcome to IntelliJ IDEA

IntelliJ IDEA

¥ Import Project

&0pen

M Check out from Version Control +

GetHelp~





OEBPS/Images/image00538.jpeg
package training
import org.apache.spark.sql.Sparksession

> ‘nh]ect users {

> def main(args: Array[string]): Unit = {

val spark = SparkSession
.builder()
.appName( name = "Users")

.master (m: "Local[*]")
.getOrCreate()

P B GEERE oo van e wn





OEBPS/Images/image00422.jpeg
New Project

Name:  [Spark

Location: |~/ideaProjects/Spark

JOK: (Rt Gava version "11.02%) -
sbt: 128 ¥ Sources,
Salai (2128 v ¥ Sources

» More Settings

praois | [ Foeh (Gl [l





OEBPS/Images/image00543.jpeg
+ -
| phonel| phone2| email| web|
+-- +
1504-621-8927 | 504-845-1427 | jbuttegmail.com|http://wni.benton. .. |
1810-292-9388|810-374-9840 | josephine_darakjy. .. |http://wwi.chanay. .. |
|856-636-8749|856-264-4130 | art@venere.org|http://wwi. chenel, . |
1967-385-4412|907-921-2016| Lpaprocki@hotmail. .. | http://ww. feltzp. .. |
|513-570-1893|513-549-4561 | donet te. foller@co. .. | http://wwy.printi, .|
]419-503-2484419-800-6759| simona@morasca. com|hitn://uy. chapna. .. |
1773-573-6914|773-924-8565 | mitsue_tollner@ya. .. |hitp://wwi.norlon. . .|
1468-752-3500]408-813-1105|  Leotaghotmail.com|httn://wi.commer. .. |
1665-414-2147|605-794-4895| sage_wieser@cox.net |httn:/ /i, truhla. .. |
|410-655-8723|416-804-4694 | Krisggmail.com|htto://w. kingch. . .|
1215-874-12291215-422-8694 Iminna amigon@vaho. .. |htto://www.dorlia. ..l






OEBPS/Images/image00423.jpeg
=Spark.

%2 Favorites.

Search Everywhere Double Shift
Project View Alt+1

GotoFile CtrisshiftsN

Recent Files Ctrl+E.

Navigation Bar AltsHome

Drop files here to open





OEBPS/Images/image00544.jpeg
val users = spark. read
.format ( source="csv")
.options (Map(*inferSchema® -> “true", "header"
-load( path="chapter_7/us-500.csv")

“true'))

users.printSchema()

users.select(col="last name").show|

¥






OEBPS/Images/image00420.jpeg
1J

IntelliJ IDEA

- - =
¥ Import Project

& Open

H Check out from Version Control v





OEBPS/Images/image00541.jpeg
root

first _name: string (nullable = true)
last_name: string (nullable = true)
company_name: string (nullable = true)
address: string (nullable = true)
city: string (nullable = true)
county: string (nullable = true)
state: string (nullable = true)

zip: integer (nullable = true)
phonel: string (nullable true)
phone2: string (nullable = true)
email: string (nullable = true)

web: string (nullable = true)





OEBPS/Images/image00421.jpeg
i
mava X tbend Project Starter
# Android " IDEA
® IntellJ Platform Plugin
mMaven
wGradle
©Groow, -

K Kotlin
IREmpty Project

sbi-based Scala project (recommended)

e (R ST





OEBPS/Images/image00542.jpeg
first_nane|Last_nane] ‘conpany_nane| address| city] county|state| zip]|
Junes|  Butt] Banton, Jomn B Jr| 6649 N Blue Gun St| New Orleans)  Orleans| La|701ls]
Josephine] Oarkly|Chanay, Jerfrey A...| 4 B Blue Ridge BLUG]  Brighton|  Livingston| NE|ssilel
Art| Venere| Cheaei, Jomes L Cpal8 W Cerritos Ave #54]  Bridgeport| Gloucester| M| 8014]

i
|
!
| Lennal paprockiFeltz Printing Se. .| 639 Main St|  Anclorage|  Anchorage|  AK|9ssa1|
|
|
i
|
|
|
|

Donettel Foller| Printing Dinensions| 3 Conter sti  Honilton| Butler|  onason|
Siaona| Morasca] Crapaan, Ross € Esal Sweauley rl  Asmlana|  Ashlondl  OW|adsds|
Hitsue| Tollner| orlons Associates] 7fads St Chicogol ookl ILisoe32]
‘Leota OilUiara| ' Comercist Prese| 7 W Jackson Bludl _ San Josal Santa Clara CAISSIIil

Sage| | Wieser|Trunlar And TruRl...| 5 Boston Ave #99] Siovx Falls|  Wimehonal SO|S7105]
KFis| Marrior|King, Christopher. |22 funomuck PU #..|  Boltimare|Battiore City bO|21226]
Winna| Amigon| - borl, James 3 Esql 2371 Jerrold Avel Kulpsuillel  Montgomery| PA|13483)






OEBPS/Images/image00436.jpeg
W Spark  Msrc

4 [EProject v () 220 L =
g v g Spark ~/IdeaProjects/Spark

4 > M.idea

b

» W5 project [Spark-build] sources root

v B main

> Butest
» [ target
ife build.sbt
» Il External Libraries
P Scratches and Consoles





OEBPS/Images/image00437.jpeg
View Navigate Code Analyze Refac X Cuk

Cmsrc mmain Wscila el it
e . CopyPath
ject © = 8 Copyparerence
Spark - idesProjects/Spark Dpaste

 idea Find Usages

e project Spark-buld] zaurces oot
N Findinpath...
Replacein Path.

anslyze
S Refacor

REircee AddtoFavorites
buidsbt Showimage Thunbais
ExernalLbaries Reformat Code
Scratches and Consoles. Optinize mports

PP
G @SalaClass
Cutvc. fKotli Fie/Class

Gubshiric @Fle

QreatsShiteC bttt nsert
Q.
L

Atisniter
Cusnin pxseinfajove
Gutvshtn, Amoduinfojava

T arw e

+ Bxotinsaipt

+ # sciaworahest
Coteshteey AdmaPhgptiation
CurleAltsl i sisice
SR G Gt ot 0t i st

PAIRSO. 6 oo dle Kotlin DSL Settings.






OEBPS/Images/image00435.jpeg
File Edit View Navigate Code Analyze Refactor Build Run Tools VCS Window Help
mspark Msic
EProject ~
v W5 Spark ~/ideaProjects/spark

> B idea

> B project [Spark-build] sources oot

W 1: Project

target
8 bulldsbt
> 1l External Libraries

Search Everywhere Double Shift
T Scratches and Consoles.

GotoFile Crl+ShiftsN
Recent Files Ctrl+E

Navigation Bac AltsHome





OEBPS/Images/image00440.jpeg
Sea Create New Scala Class @

Cancel






OEBPS/Images/image00441.jpeg
wspark Msrc Mmain Mscala Bty

Project ~ o=l =
v Bz Spark ~/IdeaProjects/Spark
> idea

» W5 project [Spark-build] sources root
v msic
v main
v mscala
v Batraining
|© wordCount |
> M test
»> = target
o buildsbe
> il External Libraries
P Scratches and Consoles

3

ing | BwordCount.scala

wort

ount.scal
backage training

abject wordcount {

3





OEBPS/Images/image00438.jpeg
I Spark ' Msrc ) Mmain M scala  Ditraining
EProject ¥ O = & -

v g Spark ~/IdeaProjects/Spark
»> B .idea
» 5 project [Spark-build] sources root
v BEsrc
v B main
scala

> B test
» [ target
build.sbt
» il External Libraries
Po Scratches and Consoles

3
2






OEBPS/Images/image00439.jpeg
A Eﬁc
@ Package Object

View Navigate Code A Cut crlex
@ Copy cutsc
Copy Path Cerlsshifesc & Kotlin File/Class

S Copy Reference Curlvalsshiftsc @ File
Spark ~/IdeaProjects/Sp 1 paste Ctrlev @Scratch File CtrleAlt+Shift
o ides Find Usages Altsshifes7 B Package
S project [Spark-buld]  ping i path, Curlashifesr SPXMLFle
T8 Replace i Path... Cutishifesr pacaeinfojava
B main i s Amoduleinfojava

i 3cal Refactor » ERHTMLFile

+ & KotlinScript

Add to Favorites

. M test X . e B Coale e Aehaes






OEBPS/Images/image00444.jpeg
‘ package training

import org.apache, spark.
| import ora.apache. spark.SparkContext.
©impor; -apach 4.

Amport org.apache.logdi. .

» object wordCount {

Unit

» def main(arg:

|
}
|
}

1
2
8!
4
5)
6
7
8
)

10 Array[String]

1

12

13

14





OEBPS/Images/image00442.jpeg





OEBPS/Images/image00443.jpeg
package training

ANROrt ord.apache,spark...
Amport._org.apache,spark.SparkContext.
mport_ori he. 10943

object wordCount {
¥

2
2
3
4
5
6
7
8
9
0
it

o





OEBPS/Images/cover00711.jpeg
APACHE SPARK

ERNESTO LEE





OEBPS/Images/image00657.jpeg
fackage LrRiaing

Aggregator
. i

case class Ratings(userId: Int, movieID: Int, rating: Double, timestam

String)
case class Average(var sum: Double, var count: Long)

object averageTypedUDAF extends Aggregator(Ratings, Average, Double] {

def zero: Average = Average(0, OL)

def reduce(buffer: Average, rat: Ratings): Average = {
buffer.sum += rat.rating
buffer.count += 1
buffer

}

def merge(bl: Average, b2: Average): Average = {
bl.sum += b2.sun
bl.count += b2.count
b1






OEBPS/Images/image00658.jpeg
1 package training

inport org.apache. spark.sqL.expressions . Aggregator
inport org.apache. spark.sql. {Encoder, Encoders, Sparksession)

cose class Ratings(userId: Int, movield: Int, rating: Double, timestamp: String)
case class Average(var sun: Double, var count: Long)

9 object averageTypedUDAF extends Aggregator[Ratings, Average, Double] {

1
ilel | def zero: Average = Average(s, oL)

12

16l def reduce(buffer: Average, rat: Ratings): Average = {
1 buffer.sun += rat.rating

15 buffer.count += 1

16 buffer

7 3

18

190 def merge(bl: Average, b2: Average): Average = {

2 bl.sun += b2.5um

2 bl count += b2, count

2 b1

¥
def finish(reduction: Average): Double = reduction.sum / reduction.count
def bufferEncoder: Encoder[Average] = Encoders.product

def outputEncoder: Encoder(Double] = Encoders. scalabouble






OEBPS/Images/image00655.jpeg
val average = sparkSession. sqL(

16%)

average. show()

AVaRatngUDAR - main(args: Array[String])

= avgRatingUDAF

userTd| avgRating|
148]3,7395833333333335 |
463 3.787878767878788|
a7 3,875
496] 3.413793103438276|
243| 4.138868888888889|

392 32|
s40] a.0|
31| 3.92]

516|3.6923076923076925 |





OEBPS/Images/image00656.jpeg
package training

import org.apache. spark.sql.expressions. Aggregator
‘Amport. ora.apache. spark.sal.{Encoder. Encoders, Sparksession}

case closs Ratings(userld: Int, movield: Int, rating: Double, timestamp: String)
case class Average(var sum: Doible, var Count: Long)

object averageTypedUDAF extends Aggregator(Ratings, Average, Doublel {

3






OEBPS/Images/image00661.jpeg
val textData = sc.textFile("IdeaProjects/Spark/chapter_10/treasure_island

fextData: org.apache.spark.rdd.ROD[String] = IdeaProjects/Spark/chapter_10/trea:
ure_island. txt MapPartitionsROD[4] at textFile at <console>:24

textData. saveAsTextFile(" IdeaProjects/Spark/chapter_10/output")






OEBPS/Images/image00662.jpeg
st
LG e ML L e A R

The Project Gutenberg EBook of Treasure Island, by Robert Louis Stevenson
This eBook is for the use of anyone anywhere at no cost and with

almost no restrictions whatsoever. You may copy it, give it away or
re-use it under the terns of the Project Gutenberg License included

with this eBook or online at www.gutenberg.org

Title: Treasure Island

Author: Robert Louis Stevenson

Release Date: February 25, 2006 [EBook #120]
Last Updated: March 2, 2018





OEBPS/Images/image00659.jpeg
31 3
£
33 » object avgTypedUADF{
34
35 »  def main(args: Array[Stringl): Unit = {
36
37 val sparksession = Sparksession.builder
38 -master (master="Tlocal[*]")
39 ~appName (name = "Average ratings typed UDAE")
49 ~getOrCreate()
a1
a2 import sparksession. implicits.
43
4 val ds = sparksession. read
- format (source
~options (Hap (" > "true’))
~load( path="chapter 9/ratings head.csv")

.as[Ratings]





OEBPS/Images/image00660.jpeg
ym )

e s avtsting)






OEBPS/Images/image00663.jpeg
val textFiles = sc.wholeTextFiles("IdeaProjects/spark/chapter_10/books")
textFiles: org.apache.spark.rdd tring, String)] = IdeaProjects/Spark/chapt
er_10/books MapPartitionsRDD[7] at wholeTextFiles at <console:24






OEBPS/Images/image00664.jpeg
textFiles.keys.collect.foreach(println

file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2345.
file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2348.
file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2346.
file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2344.
file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2347.
file:/home/uzair/IdeaProjects/Spark/chapter_10/books/pg2343.

txt
txt
txt
txt
txt
txt





OEBPS/Images/image00665.jpeg
val ratings = spark.read. text("IdeaProjects/Spark/chapter_16/ratings. txt"

)

ratings: org.apache.spark.sql.DataFrane = [value: string]

ratings.show()

,964980868 |
1964982176
1964984041 |
£964984100|
1964983650 |
’ 964981208 |





OEBPS/Images/image00646.jpeg
>

package training
port ora.apache. spark.sqL.Sparksession

object decrRatingUoF {

//val decrUDF = ugf((input: Double) => input

def decrUDF2(input: Double): Double

input - 0.5
3

«

case class Ratings(userId: Int, movieId: Int, rating: Double, timeStamp: String)

def main(args: Array[String]): Unit

8

0.5)





OEBPS/Images/image00647.jpeg
//Appying the UDF using DataFrane APT
7+spark.udt .regtster("decrUDF"  decrlDF)

vl ratingbecds = ratings.select('**, decrDF(s"rating"}.ss (*ratingec*))
FatingbecDs, show() */

//89piying the UDF using Spark SOL APL

spark.udf. register( nany

GeccUOF2", decrudFz

ratings.createdrReplaceTempVien( Viewiame =" ratings”)

Vol ratingDecf = spark.sal(saiText
ratingbecdf . show()

olect *, decrUBFa(rating) as. ratingbec from ratings®)






OEBPS/Images/image00645.jpeg
decrRatingUDF ~

43/06/ 11 2U.0U.%L LNFU URGSUISUULE! . JUU 3 | LIASIEU. SHUW @t u

| 4.0|964982703
| 4.0|964981247
| 4.0|964982224
| 5.0|964983815
| 5.0]964982931
| 1| 70|  3.0|964982400
| 5
| 4
| 5
| 5
1 5

.0|964980868
.0|964982176
.0]964984041
.0]964984100
.0]964983650





OEBPS/Images/image00650.jpeg
Backane training

inport org.apache. spark.sal.expressions
{Usoroetnedhagragaterunction: Nitatlkaaregationtutfer)
irpart arg.apache: spark-eal types..
inport org.apache. spark.sal. (ipe. Sparksession)
SbSCt averageUDAF extends Userbetinsdhggregatefunction (
et inputSchenar StructType = StructType(Array (StructFiela(routCalusn’  DoubleType)))
et bufferschens = StructType(Array(StructField(“sus, DoubleType). StructFiala(-count”, LongType )}
et dataType: DataType - Douplerype

et deterministics Baolean - true





OEBPS/Images/image00651.jpeg
© obyect averogeUORF extends UserDefinedAgaregateFunction {
106 def inputschena: StructType = StructType(Array (StructFLeLa (*nputCalusn, DoubleType)))
10 der bufferschens = StructType(Array (SEructFIeld(“susc, DoubleType)., StructField(“count”, LongType)))
e et aataType: sataType - GowteType
U et determindsticr gootenn = trie
16 der initistize(huffor: MitableAsgresationutrer): Unit =
15 butfer() = 060

0 Bufer(n) = 61

)

e update(butier: ot

i1 Chinput: sl AL

BuTfer (5] = buffer-gatbouble(o) + input.getDoubte(s)
Butter(l) - butfer getlonals) - 1

Lehggregationdufer, input: Row): Unit = {
)

y

et nerge(hutferl: WutableAgaregationbutfer, buffer2: Row): Unit =
DUTTari(0) = buTfer GetDouRtals) » buTTer2.getboubte(s)
i Bufferi(l) = bufferd Gettong(1) + buffer2.gettong(1)
)

e def evaluate(buffer: Rou): Double = buffer.getboubte(s) / buffer.getiono(l)





OEBPS/Images/image00648.jpeg
& -+
|userId|movield|rating|timeStamp|ratingDec|

------ oot e e e ol S s
1] 1] .0]964982703 | .5]

1] 3] .0[964981247 | .5]
.0]964982224| .5]

.0]964982931 |
.0]964982400 |

NnIOEAGQNQEA |

b
| 4 5
| 4 8
| 1| 6] 4 3
| 1| 47| 5.0]964983815| 4.5]|
| 5 4
| 3 2
1 - g





OEBPS/Images/image00649.jpeg
package training

inport org.apache.spark.sql.expressions

- {UserDefinedAggregateFunction, MutableAdaregationBuffer}
import org.apache.spark.sql.types.
Anport_ora.apache. spark,sal. {Bow, Sparksession}

object averageUDAF extends UserDefinedAggregateFunction {





OEBPS/Images/image00654.jpeg
val sparksession = SparkSession.builder
.master (master="local[*]")
.appName( name = "Average Rating UDAE")
.getorCreate()

sparkSession.udf.register(name="averageUDAF", averageUDAF)
val ratings = sparkSession. read

. format (source ="csv"
_options(Map("InferSchema” -> "true”, “header* -> "true"))

.load( path="chapter 9/ratings head.csv")

ratings. createOrReplaceTempView(viewName = "ratings")






OEBPS/Images/image00652.jpeg
def merge(bufferl: MutableAggregationBuffer, buffer2: Row): Unit = {
buffer1(0) = bufferl.getbouble(0) + buffer2.getbouble(0)
bufferl(1) = bufferl.getlong(1) + buffer2.getlong(1)

}

def evaluate(buffer: Row): Double = buffer.getDouble(6) / buffer.getLong(1)

bject avgRatingUDAF {

def main(args: Array(Stringl) {

ol sparisession = Spariession.builder
maste ocall*1%)
EoEheme M= Avsrage Rating UDAE*)
getorcreate()]






OEBPS/Images/image00653.jpeg
def evaluate(buffer: Row): Double = buffer.getDouble(6) / buffer.getlong(1)
)
object avgRatingUDAF {
def main(args: Array(stringl) {
val sparksession
~master( master

appilane ( nar
“getorCreate()

parksession. builder
local[*]")
Average Rating UDAE")

sparksession.udf. register( nar

averageUDAF", averageUDAF)

i
]





OEBPS/Images/image00558.jpeg
|
5.
|
|
|
|
|
|
|

rddToDF

player name| tean|

5

position|height |weight| age|

*Adam Donachie" | "BAL"|
“Paul Bako"|"BAL" |
“Ramon Hernandez" | “BAL"|
"Kevin Millar"|"BAL"|
“Chris Gomez" | "BAL"|
“Brian Roberts"|"BAL" |

“Catcher*|
*Catcher®|
“Catcher”|

"First Baseman®|
"First Baseman"|
“Second Baseman" |
"Shortstop” |

74
74|
72|
72|
73|
69|
69|

180]22.99
215134.69]
210]30.78]
210135.43]
18835.71|
176]29.39]
209[30.77]






OEBPS/Images/image00679.jpeg
5eqROD. saveAsSequenceFile("IdeaProjects/Spark/chapter_16/seq0ut")

uzair@uzairi~$ cat IdeaProjects/Spark/chapter_10/seqOut/part*

SEQEHirg . apache .hadoop. (0. Text org.apache.hadoop. Lo. Inthr i tablee"RAHofGeGnN
Erne

stoe  LearninoffiilleefBuzair@uzair:~$ [1





OEBPS/Images/image00559.jpeg
1 package training

3 inport org.apache.spark.sql.SparkSession
3

5 » object sqloueries {

6

7 def main(args: Array[String]): Unit = {
8

9 val spark = SparkSession

10 .builder()

pus .appName ( name = "Users")

12 ‘master (master="local [*]")

13 .getOrCreate()

1

15 val users = spark. read

16 .format ( source="csv")

17 .options(Map(*inferSchema® -> “true, "header® -> "true"))
18 .load( path="chapter 7/us-500.csv")
19 }

2

oF 3}





OEBPS/Images/image00680.jpeg
1o val seqData = sc.sequenceFile("IdeaProjects/Spark/Chapter 10/SeqOut/part.
eeee?' classOf [org. apache.hadoop. 0. Text], classOf[org.apache.hadoop.io. Inthrit
able])

seqData: org.apache. spark.rdd.RDD[ (org.apache.hadoop.io.Text, org.apache.hadoop.

{o.IntHritable)] = IdeaProjects/Spark/Chapter_16/Seqdut/part-60000 HadoopROD[30:
o eeneer il 2t veacetesii






OEBPS/Images/image00556.jpeg
val fields = records.map(record =:

record. split(regex=","))

val structRecords = fields.map(field => Row(field(e).trim, field(1).tr
field(3).trin.toInt, field(4).trim.toInt, field(5).trim.toDouble))

val schema = StructType(List(
StructField("player nane, StringType, FalSE),
StructField(“tean", StringType, falsé),
StructField(“position”, StringType, fal§e),

StructField(“height”, IntegerType, false),
StructField(“weight", IntegerType, false),
StructField("age”, DoubleType, faise)






OEBPS/Images/image00677.jpeg
9/3/1981[i4pPXe/

00Qo>. 0@ oooFREBooeHorP e,
Ifleb Developer IV[HofR

it

21520 Pk 5P 8 o R EE

ez”[ﬂeﬂ“@z.neup:.J@u..T ..o.owx.@.m@.:mme

Lie| XPX. 0

[9oungi8_PXe[ YT«
weaver2r@google. de [iBo[iBXeq: [HIH
[H8a1efB1PXofY !

0.14.221.162[f§9.159.168. 233[Fo[iiX00: " [f]
[FH#7718647521473678| (gl






OEBPS/Images/image00557.jpeg
val schema = StructType(List(
StructField("player name", StringType, falSe),
StructField("tean", StringType,
StructField("position”, StringType,
StructField("height", IntegerType,
StructField("weight", IntegerType,
StructField(‘age”, DoubleType,

)

val recordsDf = ss.sqlContext . createDataFrane(structRecords, s:hema1

recordsDf . show()






OEBPS/Images/image00678.jpeg
~ val seqR0D = sc.parallelize(List(("Ernesto", 2009), (*Learning”, 4508), (

"Lee", 8000)))
seqRDD: org.apache. spark.rdd.ROD[(String, Int)] = ParallelCollectionROD[28] at p

arallelize at <console>:24






OEBPS/Images/image00562.jpeg
irir

|
|
|
|
|
o

<t nane]  tast name] conpany_nane]
Loveral perinl Abe Enterprises Tnc|
arlettel  oneyt| S5 Ine|

Tifiny steffensnaier [Whitehal Aovbins. < |

Panellal " Schnierer|X Cs Csta Wouldin. .|
Thcina|
willayl stk feptica |
st

ddressi
5 3ra hvel
1278 Loyton St
3230 Sterra Rl
2361 narsers Rl

Lary Hatriceiant, Albe. .| 8597 W National Avel

S Natles id Ne #914]

At e ——

Hiami |
Jacksonyitie]
i |
Honesteaal
Coconl
onasssaal
B il §






OEBPS/Images/image00683.jpeg
import org.apache.hadoop. io.Text

inport org.apache. hadoop. i0. Text.

inport org.apache.hadoop.napred.KeyValueTextInputFormat
tnport a_h—ﬂﬁ‘rzv'r“ry—r_#_’;rg.apac e.hadoop. mapred. KeyValueTextInputFornat





OEBPS/Images/image00563.jpeg





OEBPS/Images/image00684.jpeg
1+~ val hadoopbata = sc.hadoopFile[Text, Text, org.apache.hadoop.napred.KeyVa
lueTextInputFormat]("IdeaProjects/Spark/chapter_16/part-r-00000")

hadoopData: org.apache.spark.rdd.ROD[ (org.apache.hadoop. io. Text, org.apache.hado
op. io.Text)] = IdeaProjects/Spark/chapter_10/part-r-00000 HadoopROD[37] at hadoo
pFile at <console>:30






OEBPS/Images/image00560.jpeg
val users = spark.read
.format (source="csv")
.options (Map(“inferSchema" -> “true, "header” -> "true"))
~load(path="chapter_7/us-500.csv")

users. createOrReplaceTempView( viewName = "users")





OEBPS/Images/image00681.jpeg
C2lo- val newRDD = seqData.nap(case(x, y) => (x.toString, y.get()))
newRDD: org.apache. spark.rdd.ROD[(String, Int)] = MapPartitionsROD[31] at map at
<console>:25






OEBPS/Images/image00561.jpeg
val users. = spark.read
-format (source="csv*)
.options(Map("inferSchema® -> “true”, “header" -> "true*))
Uoad (path="chapter_7/us-560. csv*)

users. createOrReplaceTempView( viewNare = *users )

val floridaUsers = spark.sql(salText="SELECT * FRON users WHERE

floridaUsers. show()





OEBPS/Images/image00682.jpeg
val seqdata = sc.sequenceFile("IdeaProjects/Spark/chapter_10/seqQut/part-
00000", classOF[org.apache.hadoop. io.Text], classOf[org.apache.hadoop. io. IntHrit
able])

seqbata: org.apache. spark. rdd.RDD[ (org.apache.hadoop. io.Text, org.apache.hadoop
to.IntHritable)] = IdeaProjects/Spark/chapter_10/seqOut/part-00000 HadoopROD[34
at sequenceFile at <console>:24

val newRDD
newRDD: org. apach
<console>:25

eqData.nap{case(x, y) => (x.toString, y.get())
spark.rdd.ROD[(String, Int)] = MapPartitionsROD[35] at map at

newRDD. collect()
resiz: Array[(String, Int)] = Array((Ernesto,2000), (Learning,4500), (Lee,8000))
!





OEBPS/Images/image00564.jpeg
et tvaidionh e caiadi agaapahvmet et benstiomon Rbonaidl

@ Countoovie
e o s T o s e sise -
Sone i) g s AT cut () 45 ) Con B s B st =
S : oo s
@ damootusseo )
© recorepaser
“slcuecies






OEBPS/Images/image00565.jpeg
spark.con.set(" )

val userCountByState = spark.sql(salfest="SELECT state, count(*) AS count FRON users® -
GROUP Y state GRDER 8Y. count DESC")

/JuserCount8ystate. showl )

park.sal shuf fle. partition

userCountByState write
format (otirce = csv)
save( path= “chanter_7/outaut’)






OEBPS/Images/image00686.jpeg
54), (““);</Span>,1)y)(

("-//W3C/ [OTI
1,1), ("-reduce,1), (*reducer, 1), (
) L2 L R ()
), ("/testioadspace” 1), (*/tmp/testfile.ixt’s,1), ("/user/ne/sanples/cachefile
Jinput. txt",1), (" [user/ne/samples/cachefile/out",1), 16.0%,1), ("1",1), (*
210, (*3%,1), (">MAPREDUCE-211,1), (">MAPREOUCE-416,1), (*>MAPREDUCE-430,1),
(">MAPREDUCE-467,1), (">MAPREDUCE-478,1), (">MAPREDUCE-516,1), (">MAPREDUCE-522,
1), (">MAPREDUCE'532,1), (">MAPREDUCE 682,1), ("MAPREDUCE 683,1), (">MAPREDUCE-
693,1), (">MAPREDUCE'708,1), (">MAPREDUCE-769,1), (.

(
), (file,1), ("






OEBPS/Images/image00445.jpeg
>

package training

mport. ¢ k.
mport_org.apache. spark. SparkContext.
import org.apache.logdj.

object wordCount {

def main(args: Array[Stringl): Unit = {

Logger.getLogger (name="0rg") .setLevel (Level.ERROR)






OEBPS/Images/image00566.jpeg
chapter_7  output

part-00000- | _SUCCESS
107ccafc-
e5d6-4770-
8064-
1bd2cca7a
3dd-c000.
csv





OEBPS/Images/image00687.jpeg
uzair@uzair: /usr/share/spark/conf

File Edit View Search Terminal Help

uzair@uzair:~$ cd $SPARK_HOME/conf
uzair@uzair:/usr/share/spark/conf$





OEBPS/Images/image00685.jpeg
colo- val hadoopROD = hadoopData.nap{case(x,y) => (x.toString, y.toStrin
hadoopRDD: org.apache.spark.rdd.RDD[(String, String)] MapParﬁtlonsRDDrSHB at
nap at <console>:31





OEBPS/Images/image00547.jpeg
| object rddToDf q|
|
Iy

o N OV B WN

import org. he.

rk

i

package training

n





OEBPS/Images/image00668.jpeg
val dataNew = spark.read.format( tions(Map
“header” -> "false’, “nullvalue’ -> “Null", "mode” -> "FAILFAST")).load("Idea
Projects/Spark/chapter_16/ratings.csv")
dataNew: org.apache.spark.sql.Datafrane = [_co: int, _c1:

int ... 2 more fields]

dataNew. show()
|_cel _c1]_c2|

1] 1]4.0]964982703]
1] 3]4.0]964981247|
1] 6]4.0]964982224|
1 47]5.0]964983815|
1] 50]5.0]964982931|
1| 70]3.0|964982400 |
1]101[5.0] 964980868
i Ended bbbl bdgenmnid





OEBPS/Images/image00548.jpeg
object rddTodf {

case class Players(player_nane: String, team: String, position

: String, height
weight: Int, age: Dauble)

Tnt,

def main(args: Array(Stringl): Unit = {

Val ss = Sparksession
buitder()
appiane  nane="Rdd

“master( to
“getorcreate()






OEBPS/Images/image00669.jpeg
datalew.urite. fornat("csv").option
hapter_10/output2")

sep”, "|").save("IdeaProjects/Spark/c

:
vzair@uzair: ~ a00

File Edit Search Terminal Help
610|1572964.0| 1493846563
610|1582385.01479545219
610|1587213.5[1479542491
610]158872|3. 5]1493848024
610|158956 | 3.0 | 1493848947






OEBPS/Images/image00545.jpeg
I

I

I

| Paprocki
| Foller
| Morasca
| Tollner
| Dilliard
| Wieser
| Marrier
| Amigon






OEBPS/Images/image00666.jpeg
uzair@uzair:~$ cat IdeaProjects/Spark/chapter_10/outputl/part*
1,101,5.0,964980868
1,110,4.0,964982176
1,151,5.0,964984041
1,157,5.0,964984100
1,163,5.0,964983650
,5.0,964981208
,3.0,964980985
,5.0,964981179
,4.0,964980908
,5.0,964981680
,3.0,964982967
3
5
4
o

.0,964982310
.0,964981179
.0,964982563
.0,964980962
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val data = spark.read.format("csv").option("InferSchena”, "true").option(
"header”, “false").option("nullvalue”, "Null").load("IdeaProjects/Spark/chapter.
10/ratings.csv")

data: org.apache.spark.sql.DataFrane

data.show()

<ol _c1]_c2|

[c0: int, _c1: int ... 2 more fields]

1] 1]4.0]964982703|
1| 3]4.0]964981247|
1] 6]4.0]964982224|
1| 47|5.0|964983815

1] 50/5.0]964982931 |
bt i Dokl Kbt
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val header = input.first()
val records = input.filter(x => x != header)

val fields = records.map(record => record.split(regex=","))

val structRecords = fields.map(field => Players(field(0).trin, field(1).trim,
field(3).trin.toInt, field(4).trin.toInt, field(5).trin.toDouble))

inport ss.implicits

val recordsDf = structRecords. toDF()
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multidson.write. fornat("json").save("IdeaProjects/Spark/chapter_10/output
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| -Brian Roberts"["BAL"| "Second Baseman| 69| 176129.39|
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:~$ cat IdeaProjects/Spark/chapter_10/output3/part*
“Red”,"fruit": "Apple","size": "Large"}
uzair@uzair:~5 I
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def main(args: Array[String]): Unit = {

val ss = sparksession
~builder()
~appName( name = "Rdd to DataFrame")
-master(master="local [*]")
.getorCreate()

val input = ss.sparkContext. textFile(path="chapter 7/mlb_players.csv

val header = input.first()
val records = input.filter(x = x != header)

)
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val_jsonbata = spark.read. fornat("json").option("nultiline", "false").loa
d("IdeaProjects/Spark/chapter_16/exanple_1.json

jsonData: org.apache.spark.sql.DataFrane = [color: string, fruit: string ... 1 m
ore field]

Icolor | fruit| size|

-+
| Red|Apple|Large|
-+
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55 = SparkSession
“buitder()

“appNane name="Rdd to DataFrane”)
Imaster (master«“local (+1°)
‘getorcreate()

Val input = ss. sparkContext. textFile( pathi="chapter 7/nlb players.csv’)

val header = input.first()
val records = input. filter(x = x 1= header)

Val fields = records.nap(record

Tecord. spULT(regek=", "))

val structRecords = fields.map(field = Players(field(o).trin, field(1).trin, field(2).trin,
f161d(3). trin. toInt, field(4). trim.toInt. field(5). tris, tobouble))
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val multidson = spark.read. fornat(
ion("inferSchena", "true").load("IdeaProjects/Spar}
nultidson: org.apache.spark.sql.DataFrame = [colof
nore field]

multidson. show()

|color| fruit| size|

[ Redlappleliarge]
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val parquetData = spark.read.load("IdeaProjects/Spark/chapter_16/userdata

arquet”)
parquetbata: org.apache.spark.sql.bataFrane = [registration_dttn: tinestanp, ids
int ... 11 nore fields]

parquetbata. show()

.
| registration dttn| 1d|first_nane|last_nane| enaillgender| i
p_address| cc| country| birthdate|  salary

title| conments|

|2016-02-03 07:55:29| 1|  Ananda| Jordan| ajordano@con.con|Fenale| 1.
197.201.2|  6759521864920116 Tndonesia| 3/8/1971| 49756.53|  Inte
rnal Auditor| 1E+02

12016-02-03 17:04:03| 2|  Albert| Freeman| afreenant@is.gd| Male| 218.1

11.175.34] | Canada| 1/16/1968]150280.17] A
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package training
import org.apache.spark.sql.Sparksession

import org.apache.spark.sql.Row

import org.apache.spark.sql.types. {DoubleType, IntegerType, Stri

» object createf {

» | def main(args: Array[string]): Unit = {
val ss = sparksession
.builder()
appNane  fiame = "Rdd to DataFrane”)
“master ( master="local[*]")

getorCreate()
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def main(args: Array[String]): Unit = {

val ss = Sparksession
.builder()
-appName ( nam
.master ( master
‘getorCreate()

"Rdd to DataFranme")
"local[*]")

Val input = ss.sparkContext. textFile( path="chapter 7/mlb_players.csv'

val header = input.first()
val records = input.filter(x =» x != header)

val fields = records.map(record => record.split(regex=","))
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:
val orcdata = spark.read. fornat("orc"). load("IdeaProjects/Spark/chapter_i

0/userdatal_orc")

orcbata: org.apache.spark.sql.bataFrane = [ colo: tinestanp, _coll: int ... 11n

ore fields]

1 orcata. show()

-+

_colo]_col1] _col2| _col3| _cold] _cols|
_cols] _col7| _col8l  _colo] _col10]
T colny] _col12|

.

|2016-02-03 07:55:29| 1| Amanda| Jordan| ajordano@con.con|Female] 1.1
97.201.2|  6759521864920116] Indonesial” 3/8/1971| 49756.53|  Inter
nal Auditor| 16402

12016-02-03 17:04:03| 2| Albert| Freeman| afreemani@is.gd] HMale| 218.11

1.175.34] 1 Canada| 1/16/1968]156280.17| e
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(1) MapPartitionsRob(3] ot map 3t voracount. scats:1? (1
| MapPartitionsRODI2] at flathap at wordCount.scala:16 []
| chapter 4/treasure {sland.txt MapPartitionsROD(1] at textFile at wordCount.scala:1 (]
| chapter 4/t reasure island. txt HadoopROD[0] at textile ot wordCount.scala:15 (119/65/

: STUppen-SyaTk-Wey~UT St I VZISUSY
19/65/11 10:30:49 TNFO MapOutputTrackerMasterEndpoint: HapOutputTrackertasterEndpoint stopped!
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17
18

20
21
22

21

%

import spark.implicits.

val movies = spark
.read
format(source="csy")
‘options(Map(“header” -> "true®, "inferschena® -> “true))
“load( path="chapter 8 ratings-head. csv*)
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Terminal: Local -~ +
uzairguzairi-$ cp IdeaProjects/Spark/src/main/scala/training/ target/scala*/spark®

uzairguzairi-s cp - IdeaProjects/Spark/chapter 5
R e

chapter. 10 Documents Ideaprojects metastore db Pictures Public
chapter 3 Desktop ~ Downloads 1ibgoo-canvas-perl Music project [spark 2.12-0.1.jor]

zairauzairi-s
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Using Spark's default log4j profile: org/apache/spark/log4j-defaults.pr
Setting default log level to "WARN".

To adjust logging level use sc.setloglevel(neulevel). For SparkR, use s
U(neuLevel).
Spark context Web UT ava\.lable at htty uzair:4040.

‘Spark context available as 'sc' (master = local[*], app id = local-1557

spark session available as 'spark’.
Welcone to

version 2.4.2
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S LN
19/07/16 22:05:48 INFO FileSourceScanExec:

userId: integer (nullable = true)
movieId: integer (nullable = true)

rating: double (nullable = true)
timestamp: integer (nullable = true)

19/07/16 22:05:48 INFO CodeGenerator:
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uzair@uzair:~$ spark-subnit --class training.avgRatings spark_2.12-0.1.jar
WARNING: An illegal reflective access operation has occurred

WARNING: Illegal reflective access by org.apache.spark.unsafe.Platforn (file:/u
r/share/spark-2.4.2-bin-hadoop2.7/Jars/spark-unsafe_2.12-2.4.2. jar) to method 3
va.nio.Bits.unaligned()

WARNING: Please consider reporting this to the maintainers of org.apache.spark.
nsafe.Platforn

WARNING: Use --illegal-access=warn to enable warnings of further illegal reflec
ive access operations

HARNING: ALL illegal access operations will be denied in a future release
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uzair@uzair:~/IdeaProjects/Spark/src/main/scala/trainings sbt package
[info] Loading global plugins from /home/uzair/.sbt/1.0/plugins

[info] Loading project definition from /home/uzair/IdeaProjects/Spark/s
[info] Loading settings for project training from build.sbt ...

[info] Set current project to Spark (in build file:/home/uzair/IdeaProje
[warn] Multiple main classes detected. Run 'show discoveredMainClasses’
[success] Total time: 9 s, completed Oct 9, 2019, 12:36:54 PM
uzair@uzair:~/IdeaProjects/spark/src/main/scala/trainings |
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object wordCount {

def main(args: Array[String]): Unit =

Logger.getLogger (nam

"0rg") . setLevel (Level.ERROR)

val sc = new SparkContext (master="local[*]", appName="WordCount")
val data = sc.textFile(path="chapter 4/treasure island.txt")

val words = data.flatMap(lines => Llines.split(regex=" "))

val wordsky = words.map(word => (word, 1))

val count = wordskv.reduceByKey((x,y) => X + y)

count. toDebugstring. foreach(print)
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4

5 | case class Movies(userId: Int, movield: Int, rating: Double, tim
6

7 b object createDs {

8

9 » & [def main(args: Array[Stringl): Unit

10

1 val spark = Sparksession

2 )

13 ~appNane (name = "Creating a Dataset”)
1 .master ( master="local(*]")

15 getorCreate()
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uzair@uzair:-/ ojects/Spark/src/main/scala/trainings ls target/scala®

classes [spark 2.12-0.1.jar| update
uzaireu: ts/Spark/src/main/scala/trainings |
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movies..show()
val ratingCount = movies.groupBy( col
ratingCount. show()

Val count = users. rdd.mapyatues(x
-reduceByKey ((x,y) => (x. 1 +y.

| x.

rating”).count()

2+y.2)

‘mapValues(x => X._1/x._2). suF(BVKey(Jv ding = False)

count. collect. foreach (printin)
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Details for Stage 0 (Attempt 0)

Total Time Across All Tasks: 65 ms
Locality Level Summary: Process local: 1

¥ DAG Visualization
Stage 0
parallelize

ParallelCollectionRDD [0]
parallelize at <console>:26

map

MapPartitionsRDD [1]
map at <console>:25
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<« ® |uzair4040/jobs/

c @
Sﬁﬁrﬁxm Jobs | Stages Storage  Environment  Executors

Spark Jobs (?)

User: uzai
Total Uptime: 7.4 min
Scheduling Mode: FIFO

» Event Timeline
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19/07/16 22:05:50 INFO DAGScheduler: Job 2 finist
o B B +

|userId|movield|rating|timestamp|
+-- +

| 1| 1|  4.0]964982703|
| 1 3|  4.0]964981247|
| i 6] 4.0]964982224|
| 47|  5.0|964983815|
| 50| 5.0]964982931|
| 70|  3.0]964982400
| 101 5.0|964980868]
| 4 76|

110
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19/16/09 13:15:47 INFO TaskSchedulerInpl: Removed TaskSet 2.0,

all completed, from pool
19/16/09 13:15:47 INFO DAGScheduler:
:33, took 10.903860 s

610,3.
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.1341758)
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.2104073)
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2702703)
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Job 0 finished: collect af
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uzair@uzair:~$ cd $SPARK_HOME/conf

izair@uzair: us—rw—‘l‘_rL—r share/spark/conf$ ls

focker .properties.template  slaves. template
Fairscheduler.xnl.template  spark-defaults.conf. template
log43 . properties [J:_____k_h_‘l_____spar env.sh. template
netrics.properties.template 4
izairQuzair: /usr/share/spark/conf$
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:/usr/share/spark/conf$ cp spark-env.sh.template spark-env.
Jusr/share/spark/conf$ 1s
docker .properties. tenplate slaves. template
fairscheduler.xnl.template  spark-defaults.conf.template
logdj.properties
metrics.properties. template
Jusr/share/spark/conf$ gedit spark-env

spark-env.sh
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scala> val num: Int = 255
num: Int = 255

scala> val longNum: Long = 89416414
longNum: Long = 89416414

scala> val decimal: Double = 85.5545
decimal: Double = 85.5545

scala> val decimal: Float = 54.24f
decimal: Float = 54.24

scala> val letter: Char = 'f'

letter: Char = f

scala> val lieDetector: Boolean = true
lieDetector: Boolean = true
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def main(args: Array[Stringl): Unit = {

val ss = Sparksession
-builder()

“appName ( narme="Rdd to Dataset”)
“master (master="local(*]"
.getOrCreate()

val input = ss.sparkContext. textFile(path="chapter 8/mlb players.csv

val removeHeader = input.mapPartitionswithIndex((index, itr) => {
if (index == 0) itr.drop(1) else itr
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# Set everything to be logged to the console
logdj.rootCategory=INFO, FILE

log4] .appender
log4] .appender
log4] .appender
log4] .appender
log4] .appender

log4] . appender .

kc{1}: ¥min

-FILE=org.apache.log4].FileAppender
.FILE.File = IdeaProjects/Spark/logs
.FILE.MaxFileSize = 10MB
.FILE.MaxBackupIndex =10
-FILE.layout=org.apache. logdj .PatternLayout
FILE.layout.ConversionPattern
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scala> val number = 256
number: Int = 256
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import org.apache.spark._

port org.apache.spark.SparkContext.
~import org.apache.log4j.

object avgRatings {

def parseRecords(rows: String): (Int, Float) {
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VL removelieader = input.mapPartitionsWithIndex( (index, itr) = {
5 (index == 0) itr.drop(1) else itr
)

Val fields = removeeader.map(record => record.split(reaex=","))

Vsl structRecords = fields.nap(field => Plavers(field(0).trin, field(1).trim, field(2) trim
11614(3). trin. toInt, field(4).trin. toInt, f1eld(5).trin. tobouble))
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uzair@uazair: ~

File Edit View Search Terminal Help

WARNING: Use --illegal-access=warn to enable warnings of furthe
tive access operations

WARNING: ALl illegal access operations will be denied in a futu
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197077106 ££:05:56 INFU 1asksetlllanager: rinlshed task
(610,3.6885560675883258)19/07/16 22:05:58 INFO DAGSch
19/07/16 22:05:58 INFO DAGScheduler: Job 8 finished:

19/07/16 22:05:58 INFO TaskSchedulerImpl: Removed Tas
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s sourced when running various Spark progran:
# Copy it as spark-env.sh and edit that to configure Spark for your site.

# Options read when launching prograns locally with

# ./bin/run-exanple or ./bin/spark-submit

# - HADOOP_CONF_DIR, to point Spark towards Hadoop configuration files
# - SPARK_LOCAL TP, to set the IP address Spark binds to on this node
# - SPARK_PUBLIC_DNS, to set the public dns name of the driver progran

Options read by executors and drivers running inside the cluster

- SPARK_LOCAL_IP, to set the IP address Spark binds to on this node

- SPARK_PUBLIC_DNS, to set the public DNS name of the driver program

- SPARK_LOCAL DIRS, storage directories to use on this node for shuffle
and RDD data

# - MESOS_NATIVE_JAVA_LIBRARY, to point to your libmesos.so if you use
fesos

# Options read in VARN client/cluster mode

® - SOADK FONE NTD  Altarnata canf Aie  (Rafault &7COADK HAMEY/ran€)
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package training
45port org-apache.spark..sql.Sparksession
S > object rddToDs {

7 case class Players(player_ name: String, team: String, position:
8 weight: Tnt, age: Double)

String, height: Tnt,

10> def main(args: Array[Stringl): Unit = {

val ss = SparkSession
“buitder()
“appame name="Rdd to Dataset*)
Imaster(master="Local [*]")
‘getorcreate()
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logdj.properties

# Set everything to be logged to the console

log4§ . rootCategory=INFO, console

log4] .appender .console=org.apache. Logdj . ConsoleAppender
log4].appender .console. target=Systen.err

log4 ] .appender .console. layout=org. apache. logd] .PatternLayout

log4] .appender .console. layout.ConversionPattern=%d{yy/MM/dd HH:mm:ss} %p
6c{1}: %mén

# Set the default spark-shell log level to WARN. When running the spark-
shell, the
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package training
import org.apache.spark.
inport._ora.apache. spark, SparkContext.
import org.apache. logd] .

object wordCount {

def main(args: Array[String]): Unit = {

Logger.getLogger(name="0rg") .setLevel (Level .ERROR)

val sc = new SparkContext( master="local [*
val data = sc.textFile(path="chapter 4/treasure island. txt')
val words = data.flatMap(lines => lines.split(regex=""))
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val spark = SparkSession.builder()
.appName ( name = "SQL Joins")
.master( master="local[*]")
.getOrCreate()

val movies = spark. read
-format  source = “csv")
.options(Map("inferSchema® -> "true”, *header"
.load(path="chapter 7/movies-head.csv")

val ratings = spark.read
.format (source="csv")
.options (Map("inferSchema® -> “true”, *header"
.load(path="chapter 7/ratings-head.csv")

“true”))

“true"))
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/spark/conf$ gedit spark-defaults.conf

Open~ spark-defaults.conf

Licensed to the Apache Software Foundation (ASF) under one or more
contributor license agreements. See the NOTICE file distributed with
this work for additional information regarding copyright ownership.

The ASF licenses this file to You under the Apache License, Version 2.0
(the "License"); you may not use this file except in compliance with
the License. You may obtain a copy of the License at

http: //www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software
distributed under the License is distributed on an "AS IS BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
See the License for the specific language governing permissions and
Tinitations under the License.

T T I I MW N RN





OEBPS/Images/image00449.jpeg
package training
import org.apache.spark.

Amport. org.apache. spark, SparkContext. .
import org.apache.logdj.

object wordCount {

def main(args: Array[String): Unit = {

Logger.getLogger ( name = “0rg") .setLevel (Level . ERROR)

val sc = new SparkContext(master="local[*]*, appName="WordCount")
val data = sc.textFile(path="chapter_4/treasure island.txt")
val words = data. flatHap(Lines => lines.split(regex=" "))

val wordsky = words.nap(word => (word, 1]
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val movies = spark.read
. format (source="csv")
.options(Map(“inferSchema" -> "true”, "header® -> "true"))
+Load( path="chapter _7/movies-head.csv")

val ratings = spark.read
-format (source="csv*)
.options(Wap(*inferschema” -> “"true®, “header"
~Load (path="chapter_7/ratings-head.csv")

“true’))

movies. createOrReplaceTempView( viewhame = "movies")
ratings. create0rReplaceTempView( viewName =" ratings")
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# Default systen properties included when running spark-submit.
# This is useful for setting default environmental settings.

Example:

spark.master spark: / /master:7077
spark.eventLog.enabled true

spark_eventlog.dir hdfs://nanenode:8021/directory
spark.serializer

rg.apache.spark.serializer.KryoSerializer

spark.driver.memory 5q
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Logger..getLogger ( fame

val 5¢ = new SparkContext(master="local[*
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» object wordCount {

» 0 def main(args: Array[Stringl): Unit = {

Logger. getLogger( nafe="0rq") . setLevel (Level . ERROR)

val sc = new SparkContext(master="local[*]", applame="WordCount*)

Val data = sc.textFile(path="chapter_4/treasure {sland.txt"
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package training
import org.apache.spark.sql.SparkSession

1
2
3
4
5» object sqlloins {
6
7
8

> def main(args: Array[String]l): Unit = {
9 val spark = SparkSession.builder()
10 .appName (name="5QL Joins")
11 .master( master="local[*]")
12 .getOrCreate()
13 3}
14
15 }
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~fornat (source="csv")

“options (Map(*inferschena" -> “true’, "header’ -> “true))
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val floridaUsers = users.select(col="+") where( conditionxpr="state = \"FL\"")

floridaUsers. show()
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package training

import org.apache. spark.

Ainport_ord.apache. spark,SparkContext. .
import org.apache.logdj.

object wordCount §

> def main(args: Array[string]): Unit = {

Logger.getLogger ( name ="0rg") . setLevel (Level.ERROR)

val sc = new SparkContext(master="local[*]", appName=“WordCount")
val data = sc.textFile(path="chapter 4/treasure island.txt")

val words = data. flatap(Lines => Lines.split(regex=" "))

Val wordsky = words.nap(word => (word, 1))

val count = wordskv. reduceByKey((x,y) =

X+ y)
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# Default system properties included when running spark-subnit.
# This is useful for setting default environmental settings.

# Example:

spark.master local

# spark.eventLog.enabled true

# spark.eventLog.dir hdfs: //namenode :8021/directory

# spark.serializer
org.apache. spark.serializer.KryoSerializer
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package training

import org.apache. spark._
Amport org.spache  spark.SparkContext.
inport org.apache. 1094 -

object wordCount {

def main(args: Array(String]

Unit = {

Logger.getLogger( name="0rg") .setLevel (Level..ERROR)

Val sc = new SparkContext(Mmaster="Local(*]", appName= “WordCount")
L data = sc.textFilefpath="chapter 4/treasure istand. txt")

val words = data. flathap(Lines => lines. split(feqex=" "))

val wordsky = words.map(word = (word, 1))

val count = wordskv. reduceByKey((x,y) = x + y)

count. collect. foreach (println)
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package training
import org.apache. spark.sql.SparkSession
object dfops {
def main(args: Array[String]): Unit = {
val spark = SparkSession

-builder()
~appName  nam

DataFrane Operations®)

-master ( master="local[*]")
“getorCreate()

read

csv*)

“options(Map(*inferSchema” -> “true", "header”
-load( path="chapter 7/us-500.csv"

-> “true"))
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# Exanple:

spark.master Tocal
# spark.eventlog.enabled true
# spark.eventLog.dir hdfs://nanenode:8021/directory

# spark.serializer

org.apache.spark.serializer.KryoSerializer

# spark.driver.memory 59

# spark.executor.extraJavaOptions -XX:+PrintGCDetails -Dkey=value
Dnumbers="one two three"

spark.executor .memory 4g|
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object wordCount {

[ ]

Logger.getLogger(name="0rg").setLevel (Level.ERROR)

def main(args: Array[String]): Unit

val sc = new SparkContext(master="local[*]", appName="WordCount")
val data = sc.textFile(path="chapter 4/treasure island.txt")

val words = data.flatMap(lines => lines.split(regex=" "))

val wordskv = words.map(word => (word, 1))

val count = wordskv. reduceByKey((x,y) => x + ¥)

count . saveAsTextFile( path="chapter 4/word_count/output")
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import spark.implicits._

val userCountByState = users.groupBy(coli="state")
.agg(("state", "count"))
.orderBy(s"count (state)".desc)

userCountByState.show()
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package training

10port. org.apache. spark.SparkContext.

1
3 inport org.apache.spark.
4

5 inport org.apache.log4j.

7
8 » Cobject avgRatings {

def parseRecords(rows: String): (Int, Float) = {

1

12 val records = rows.split(’,')

13 val userId = records(6) .toInt

14 val ratings = records(2).toFloat

15 (userId, ratings)

16 3

7

18 » o def main(args: Array[Stringl): Unit = {

Logger.getLogger( name="0rg") .setLevel (Level.ERROR)

val sc = new SparkContext (master
val data = sc.textFile(path="chapter 5/ratings.csv
Vel Wbbolr < at Mo
//RODPair. collect. foreach(printin)

val mappedRatings = RODPair.mapValues(x => (x, 1))
//mappedRatings. collect. foreach(println)

val totalRatings = mappedRatings. reduceByKey( (x, y) => (x. 1+
val avgRatings = totalRatings.mapValues(x => x. 1/X. 2)






OEBPS/Images/image00575.jpeg
~AORGLUESRSTCRORLAY_(/US=9US.L3V-1

val floridasers = users.select(col
floridaUsers. show()

) .where( condiionExpr="state = \"FL\""

Val nyUserCount = users.groupy (call = "state
+ag0((*state", *count

“where( conditionExpr

nyUserCount. show()
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