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Introduction
BUSINESS REALITY IS RAPIDLY CLOSING IN ON SCIENCE FICTION
by Larry Downes
As organizations worldwide shake off the impact of compound crises, new and emerging technologies shine brightly as a rare source of optimism, with the potential to jump-start renewed growth and even improve the human condition. This book explores a remarkable range of new and future business innovations, using technologies as varied as artificial intelligence, virtual reality, brain-computer interfaces, and quantum computing. One piece even proclaims the dawn of the commercial space age.
What’s most striking about these visions is how today’s business reality is closing in on what was once futuristic science fiction. As HR consultant Jeanne C. Meister points out, virtual reality technology—a distant dream only a few years ago—is already being employed to resolve a “soft skills” crisis. Businesses are now using VR to help their people develop their abilities in customer service, presentations, and employee evaluations. Another piece shows how digital health care, including the telehealth and remote diagnostic approaches that became familiar during the Covid-19 pandemic, can be more effective and equitable than yesterday’s broken system. And a third examines how blockchain technology is being deployed to improve the safety and efficiency of disparate supply chains for a variety of critical manufacturing applications.
Many of these advances will inevitably come as shocks to existing industries. They will arrive sooner than expected and change business practices in unpredictable ways. Many will come from surprising sources, including new entrants to mature markets. As author David Weinberger pointed out in last year’s edition of The Year in Tech, the internet has “disrupted not only our old ways of doing things, but even our idea of how progress works.”
“Disruption” remains the operative word this year. Indeed, some of the applications described in these pages will likely turn out to be what Paul Nunes and I have termed “Big Bang Disruptions”—innovations built on technologies that are both better and cheaper than existing offerings. That powerful one-two punch guarantees rapid and chaotic reconfigurations of industries, some of which may not have experienced significant change in several generations of managers.
The chaos of Big Bang Disruption challenges the management abilities and institutional resilience of all business as they struggle for pole position in the emerging ecosystems that new technologies create. Yet, at the same time, these disruptions often produce better quality and better prices for consumers.
This paradox is not new. Whether the most disruptive technologies are viewed as helpful or harmful frequently depends on who is using them. Indeed, as even the occasional consumer of science fiction knows, visions of the future often neatly divide themselves between utopia and dystopia. The Star Trek franchise, for one, contrasts the dream of a tech-enabled Federation against the nightmare of the tech-dependent Borg. The former uses technology to maximize diversity and individual potential among a galaxy-spanning alliance of planets; the latter seeks to eradicate every trace of individual thought and will through violent conquest and forced technological “assimilation.”
Such conflicts resonate strongly with us because technology is the defining feature of modern civilization. It reflects and amplifies the best—and the worst—of human development. But this isn’t just compelling drama. Star Trek’s creators asked us to acknowledge the elements of both visions that are present in the world we already live in, inviting us to do what we can to improve the balance.
Likewise, the articles in this collection balance their authors’ justified enthusiasm for exciting developments in technology with anxiety about its potential for abuse. Indeed, the single common thread that ties together all of the new and future applications they describe is risk. AI consultant Alexandre Gonfalonieri, for example, explains how brain-computer interfaces may help employers monitor the stress and fatigue of employees operating dangerous equipment in real time. Preventing accidents before they happen is, of course, a utopian goal. But the ethical dangers of such intimate data collection are obvious.
Similarly, machine-learning algorithms and other applications of AI may free us from the most tedious decision-making tasks. But as business and tech ethicist Reid Blackman points out, that liberation comes at the risk of repeating and amplifying existing racial, gender, and economic biases—human failings that are today epidemic in the tech sector itself, as author LeRon L. Barton describes in deeply personal terms.
The focus on risk in each of these articles is both striking and appropriate. As technology has become more entwined with our daily lives, it’s not surprising that concerns over potential misuse and abuse have grown. When digital technology was limited to back-office systems and consumer electronics, it was easy to celebrate and embrace it without reservation. The innovations described in this collection have the potential to go much further, revolutionizing business and even our personal lives.
The rewards may be great, but so too are the risks, and for better and for worse, we’ve lost our innocence about them. Since 2018, trust in the tech sector overall has fallen precipitously, especially in the United States. This despite the vital role tech played in health care, education, remote working, and delivery of essential goods in keeping the world running during the Covid-19 pandemic.
Technology has also come increasingly under the microscope of governments. The authors ask some big questions here: Can regulators assess and mitigate the risks of new algorithms? Can courts and legislatures redefine antitrust for a networked economy? Will governments willingly let go of their monopoly on space travel?
Here the forecast is cloudy, with a strong chance of damaging storms. Throughout history, and especially over the last decade, regulators have a poor track record of correcting, let alone forestalling, the unintended economic, environmental, and social side effects that accompany disruptive leaps in technology.
FIGURE I-1
Technology sector trust decline deepens
Source: Data: Edelman Trust Barometer; chart: Axios Visuals, https://autos.yahoo.com/exclusive-trust-tech-cratered-over-100326969.html.
The main problem with regulating the tech sector is the speed of change. Technology, as we are reminded on a daily basis, improves at an accelerating pace, while governments, at best, remain incremental, deliberative, and, sadly, often paralyzed by partisanship, bureaucracy, and special interests. When lawmakers finally act, many times it’s too late to solve the problem they initially identified. Worse, their partial fixes may create even more-serious problems.
Business leaders in particular, as professors Michael A. Cusumano, Annabelle Gawer, and David B. Yoffie argue persuasively, have a crucial role to play in mediating and moderating the worst excesses of both unfettered innovation and legislative missteps. To do so, they must take responsibility for regulating themselves. They must act conscientiously in deploying new applications of technology, warding off as many negative consequences as possible. They must not leave the duty of addressing issues of security, user autonomy, equity, and competition solely to engineers. And they must be actively engaged in dialogue with governments at all levels to ensure that cures for true market failures caused by fast-moving technologies do not prove worse than the diseases they target.
The authors of the articles that follow share, each in their own individual way, an optimism that the future we experience will be significantly better thanks to the technologies they describe. Rather than ignoring the accompanying risks, each piece offers concrete recommendations for how best to deploy these new innovations and how best to control them. They offer a balance, with techniques for minimizing costs and maximizing benefits.
This brings us back to fast-approaching science fiction. To thrive in the technological now, let alone the fast-approaching future, we must all commit to working toward the utopia of the Federation, and to resisting the dystopian temptations of the Borg. We can do it. But we’d better hurry. The future will be here any minute.
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MANAGING NEW ESSENTIAL TECH
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A PRACTICAL GUIDE TO BUILDING ETHICAL AI
by Reid Blackman
Companies are leveraging data and artificial intelligence to create scalable solutions—but they’re also scaling their reputational, regulatory, and legal risks. For instance, Los Angeles is suing IBM for allegedly misappropriating data it collected with its ubiquitous weather app. Optum is being investigated by regulators for creating an algorithm that allegedly recommended that doctors and nurses pay more attention to white patients than to sicker Black patients. Goldman Sachs is being investigated by regulators for using an AI algorithm that allegedly discriminated against women by granting larger credit limits to men than women on their Apple Cards. Facebook infamously granted Cambridge Analytica, a political firm, access to the personal data of more than 50 million users.
Just a few years ago, discussions of “data ethics” and “AI ethics” were reserved for nonprofit organizations and academics. Today, the biggest tech companies in the world—Microsoft, Facebook, Twitter, Google, and others—are putting together fast-growing teams to tackle the ethical problems that arise from the widespread collection, analysis, and use of massive troves of data, particularly when that data is used to train machine-learning models, also known as AI.
These companies are investing in answers to once esoteric ethical questions because they’ve realized one simple truth: Failing to operationalize data and AI ethics is a threat to the bottom line. Missing the mark can expose companies to reputational, regulatory, and legal risks, but that’s not the half of it. Failing to operationalize data and AI ethics leads to wasted resources, inefficiencies in product development and deployment, and even an inability to use data to train AI models at all. For example, Amazon engineers reportedly spent years working on AI hiring software but eventually scrapped the program because they couldn’t figure out how to create a model that doesn’t systematically discriminate against women. Sidewalk Labs, a subsidiary of Google, faced massive backlash by citizens and local government officials over their plans to build an IoT-fueled “smart city” within Toronto, due to a lack of clear ethical standards for the project’s data handling. The company ultimately terminated the project at a loss of two years of work and US$50 million.
Despite the costs of getting it wrong, most companies grapple with data and AI ethics through ad hoc discussions on a per-product basis. With no clear protocol in place on how to identify, evaluate, and mitigate the risks, teams end up either overlooking risks, scrambling to solve issues as they come up, or crossing their fingers in the hope that the problem will resolve itself. When companies have attempted to tackle the issue at scale, they’ve tended to implement strict, imprecise, and overly broad policies that lead to false positives in risk identification and stymied production. These problems grow by orders of magnitude when you introduce third-party vendors, who may or may not be thinking about these questions at all.
Companies need a plan for mitigating risk—how to use data and develop AI products without falling into ethical pitfalls along the way. Just like other risk-management strategies, an operationalized approach to data and AI ethics must systematically and exhaustively identify ethical risks throughout the organization, from IT to HR to marketing to product and beyond.
What Not to Do
Putting the larger tech companies to the side, there are three standard approaches to data and AI ethical risk mitigation, none of which bear fruit.
First, there is the academic approach. Academics—and I speak from 15 years of experience as a former professor of philosophy—are fantastic at rigorous and systematic inquiry. Those academics who are ethicists (typically found in philosophy departments) are adept at spotting ethical problems, their sources, and how to think through them. But while academic ethicists might seem like a perfect match, given the need for systematic identification and mitigation of ethical risks, they unfortunately tend to ask different questions than businesses. For the most part, academics ask, “Should we do this? Would it be good for society overall? Does it conduce to human flourishing?” Businesses, on the other hand, tend to ask, “Given that we are going to do this, how can we do it without making ourselves vulnerable to ethical risks?”
The result is academic treatments that do not speak to the highly particular, concrete uses of data and AI. This translates to the absence of clear directives to the developers on the ground and the senior leaders who need to identify and choose among a set of risk-mitigation strategies.
Next is the “on the ground” approach. Within businesses those asking the questions are standardly enthusiastic engineers, data scientists, and product managers. They know to ask the business-relevant risk-related questions precisely because they are the ones making the products to achieve particular business goals. What they lack, however, is the kind of training that academics receive. As a result, they do not have the skill, knowledge, and experience to answer ethical questions systematically, exhaustively, and efficiently. They also lack a critical ingredient: institutional support.
Finally, there are companies (not to mention countries) rolling out high-level AI ethics principles. Google and Microsoft, for instance, trumpeted their principles years ago. The difficulty comes in operationalizing those principles. What, exactly, does it mean to be “for fairness?” What are engineers to do when confronted with the dozens of definitions and accompanying metrics for fairness in the computer science literature? Which metric is the right one in any given case, and who makes that judgment? For most companies—including those tech companies who are actively trying to solve the problem—there are no clear answers to these questions. Indeed, seeming coalescence around a shared set of abstract values actually obscures widespread misalignment.
How to Operationalize Data and AI Ethics
AI ethics does not come in a box. Given the varying values of companies across dozens of industries, a data and AI ethics program must be tailored to the specific business and regulatory needs that are relevant to the company. However, here are seven steps toward building a customized, operationalized, scalable, and sustainable data and AI ethics program.
1. Identify existing infrastructure that a data and AI ethics program can leverage. The key to a successful creation of a data and AI ethics program is using the power and authority of existing infrastructure, such as a data governance board that convenes to discuss privacy, cyber, compliance, and other data-related risks. This allows concerns from those “on the ground” (e.g., product owners and managers) to bubble up and, when necessary, they can in turn elevate key concerns to relevant executives. Governance board buy-in works for a few reasons:
If such a body does not exist, then companies can create one—an ethics council or committee, for example—with ethics-adjacent personnel, such as those in cyber, risk and compliance, privacy, and analytics. It may also be advisable to include external subject matter experts, including ethicists.
2. Create a data and AI ethical risk framework that is tailored to your industry. A good framework comprises, at a minimum, an articulation of the ethical standards—including the ethical nightmares—of the company, an identification of the relevant external and internal stakeholders, a recommended governance structure, and an articulation of how that structure will be maintained in the face of changing personnel and circumstances. It is important to establish KPIs and a quality assurance program to measure the continued effectiveness of the tactics carrying out your strategy.
A robust framework also makes clear how ethical risk mitigation is built into operations. For instance, it should identify the ethical standards that data collectors, product developers, and product managers and owners must adhere to. It should also articulate a clear process by which ethical concerns are elevated to more-senior leadership or to an ethics committee. All companies should ask whether there are processes in place that vet for biased algorithms, privacy violations, and unexplainable outputs.
Still, frameworks also need to be tailored to a company’s industry. In finance, it is important to think about how digital identities are determined and how international transactions can be ethically safe. In health care there will need to be extra protections built around privacy, particularly as AI enables the development of precision medicine. In the retail space, where recommendation engines loom large, it is important to develop methods to detect and mitigate associative bias, where recommendations flow from stereotypical and sometimes offensive associations with various populations.
3. Change how you think about ethics by taking cues from the successes in health care. Many senior leaders describe ethics in general—and data and AI ethics in particular—as “squishy” or “fuzzy,” and argue it is not sufficiently “concrete” to be actionable. Leaders should take inspiration from health care, an industry that has been systematically focused on ethical risk mitigation since at least the 1970s. Key concerns about what constitutes privacy, self-determination, and informed consent, for example, have been explored deeply by medical ethicists, health-care practitioners, regulators, and lawyers. Those insights can be transferred to many ethical dilemmas around consumer data privacy and control.
For instance, companies attest to respect the users of their products, but what does that mean in practice? In health care, an essential requirement of demonstrating respect for patients is that they are treated only after granting their informed consent—understood to include consent that, at a minimum, does not result from lies, manipulation, or communications in words the patient cannot understand, such as impenetrable legalese or Latin medical terms. These same kinds of requirements can be brought to bear on how people’s data is collected, used, and shared. Ensuring not only that users are informed of how their data is being used but also that they are informed early on and in a way that makes comprehension likely—for instance, by not burying the information in a long legal document—is one easy lesson to take from health care. The more general lesson is to break down big ethical concepts like privacy, bias, and “explainability” into infrastructures, processes, and practices that realize those values.
4. Optimize guidance and tools for product managers. While your framework provides high-level guidance, it’s essential that guidance at the product level is granular. Take, for instance, the oft-lauded value of explainability in AI, a highly valued feature of machine-learning models that will likely be part of your framework. Standard machine-learning algorithms engage in pattern recognition too unwieldy for humans to grasp. But it is common—particularly when the outputs of the AI are potentially life-altering—to want or demand explanations for AI outputs. The problem is that there is often a tension between making outputs explainable, on the one hand, and making the outputs (e.g., predictions) accurate, on the other.
Product managers need to know how to make that trade-off, and customized tools should be developed to help product managers make those decisions. For example, companies can create a tool by which project managers can evaluate the importance of explainability for a given product. If explainability is desirable because it helps to ferret out bias in an algorithm, but biased outputs are not a concern for this particular machine-learning application, then that downgrades the importance of explainability relative to accuracy. If the outputs fall under regulations that require explanations—for instance, regulations in the banking industry that require banks to explain why someone has been turned down for a loan—then explainability will be imperative. The same goes for other relevant values, such as which, if any, of the dozens of metrics to use when determining whether a product delivers fair or equitable outputs.
5. Build organizational awareness. Ten years ago, corporations scarcely paid attention to cyber risks, but they certainly do now, and employees are expected to have a grasp of some of those risks. Anyone who touches data or AI products—be they in HR, marketing, or operations—should understand the company’s data and AI ethics framework. Creating a culture in which a data and AI ethics strategy can be successfully deployed and maintained requires educating and upskilling employees, as well as empowering them to raise important questions at crucial junctures and raise key concerns to the appropriate deliberative body. Throughout this process, it’s important to clearly articulate why data and AI ethics matters to the organization in a way that demonstrates that the commitment is not merely part of a public relations campaign.
6. Formally and informally incentivize employees to play a role in identifying AI ethical risks. As we’ve learned from numerous infamous examples, ethical standards are compromised when people are financially incentivized to act unethically. Similarly, failing to financially incentivize ethical actions can lead to them being deprioritized. A company’s values are partly determined by how it directs financial resources. When employees don’t see a budget behind scaling and maintaining a strong data and AI ethics program, they will turn their attention to what moves them forward in their career. Rewarding people for their efforts in promoting a data ethics program is essential.
7. Monitor impacts and engage stakeholders. Creating organizational awareness, ethics committees, and informed product managers, owners, engineers, and data collectors is all part of the development and, ideally, procurement process. But due to limited resources and time, and a general failure to imagine all the ways things can go wrong, it is important to monitor the impacts of the data and AI products that are on the market. A car can be built with airbags and crumple zones, but that doesn’t mean it’s safe to drive it at 100 mph down a side street. Similarly, AI products can be ethically developed but unethically deployed. There is both qualitative and quantitative research to be done here, particularly engaging stakeholders to determine how the product has affected them. Indeed, in the ideal scenario, relevant stakeholders are identified early in the development process and incorporated into an articulation of what the product does and does not do.
Operationalizing data and AI ethics is not an easy task. It requires buy-in from senior leadership and cross-functional collaboration. Companies that make the investment, however, will not only see mitigated risk but also more-efficient adoption of the technologies they need to forge ahead. And finally, they’ll be exactly what their clients, consumers, and employees are looking for: trustworthy.
TAKEAWAYS
AI doesn’t only scale solutions—it also scales ethical risk. To operationalize data and AI ethics, organizations should:
Adapted from content posted on hbr.org, October 15, 2020 (product #H05XNT).
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HOW COMPANIES ARE USING VIRTUAL REALITY TO DEVELOP EMPLOYEES’ SOFT SKILLS
by Jeanne C. Meister
Today’s companies are facing a growing soft skills gap. Recent studies found that 59% of surveyed hiring managers and 89% of executives reported difficulty recruiting candidates with the requisite soft skills, such as communication, teamwork, and leadership.1 And these soft skills are only becoming more essential (and more difficult to develop) with the growing prevalence of remote work. Without access to in-person training and education, what can businesses do to help their employees develop these vital skills?
One promising solution is virtual reality. Unlike traditional e-learning solutions, VR tools offer learners a truly immersive experience: These interactive programs can run on VR headsets—what most people likely think of when they hear “virtual reality”—or on standard mobile or desktop devices, and they allow employees to interact and role-play with avatars designed to mimic customers or other key stakeholders. According to Christopher Dede, a Harvard School of Education professor whose work focuses on applications of VR for education, “The future of VR is being immersed into an environment blending physical and digital worlds, where users interact via a headset, their computer, or their mobile device to role-play with an avatar or learn a new skill.”
While traditional educational tools can sometimes feel boring or artificial, immersive VR training creates highly memorable, impactful experiences—without the potential risk of real-world consequences.
Not only can VR be highly effective, these tools can reduce both cost and logistical hurdles associated with traditional in-person training. Many employees already have access to mobile or desktop devices in their home offices, and VR programs are often more engaging and thus faster (and cheaper) to complete than alternative programs. A 2020 PwC study suggested that at scale, VR can be significantly more cost-effective than traditional soft skills training options, finding that employees completed VR programs up to four times faster than in-person trainings, and 1.5 times faster than e-learning programs—in large part because the immersive experience made it easier for learners to stay focused.2 The study also found that employees who completed VR training felt almost four times more emotionally connected to the content than classroom learners did, and more than twice as connected as e-learners, illustrating the huge impact that VR can make.
To explore how leading companies are using VR for soft skills training today, my company (Future Workplace, an HR advisory firm) partnered with Mursion, a VR training platform, and a third-party independent research firm to survey more than 300 learning and development leaders across a variety of industries. Through our research, we found that more than two-thirds of respondents had either already implemented a VR training program for soft skills or planned to implement one within the next two years.3
In addition to looking at these quantitative adoption rates, we also conducted a qualitative analysis of how these programs are actually being used in practice. And while the survey revealed a whole spectrum of different applications for VR training, there were three common areas in which we found many companies had already begun leveraging VR to support soft skills development:
1. VR Simulations for Customer Service Training
First, VR simulations can provide a low-pressure way to practice high-stakes conversations. For example, one of the companies we surveyed was H&R Block, a global tax-preparation firm that onboards 5,000 new call center representatives every year, including 1,600 who join in the busy second half of the tax season. These entry-level employees are expected to field complex, emotionally charged calls from a variety of (often angry) customers within just a few days of starting at the company.
To succeed in this role, these employees need interpersonal skills such as active listening, calm under pressure, and the ability to summarize and resolve problems. As Kim Iorns, Director of Learning and Development for H&R Block, explained, “Fundamentally, our employees were doing all the things we wanted them to do, but there was something missing in our customer interactions. There was not enough of a human connection—so we made it a priority to focus our training on developing empathy.”
To help their new hires develop these essential soft skills and ensure a consistently positive customer experience, H&R Block started using VR simulations in their onboarding process. Employees would use either a laptop or a VR headset to role-play a difficult customer conversation with a digital avatar, giving them an opportunity to practice these conversations and receive real-time feedback (without risking a real client relationship).
After implementing the VR training, H&R Block found that 70% of their customer service representatives preferred the new VR program to traditional learning tools and that the reps consistently reported that the VR simulations helped them improve their skills in handling difficult conversations. The company also saw a 50% decrease in dissatisfied customers, a 9.9% decrease in customer-handling times, and significantly faster issue-resolution times among the representatives who completed the program.
2. VR Simulations to Develop Presentation Skills
VR can also be an effective tool for improving presentation skills. For example, multinational technology and professional services provider Cognizant has been experimenting with leveraging VR simulations to train new hires to more clearly articulate their value proposition when pitching potential customers. These new hires are tasked with leveraging various kinds of data to explain a complex product and tell a compelling story—or risk losing important clients.
To help these employees hone their presentation skills, Cognizant developed a multistage VR-driven training program. First, the new hires complete an interactive digital course on data-driven storytelling. Next, they practice giving a client presentation with a VR avatar who role-plays as a customer. Finally, an AI engine built on Google NLP and ParallelDots API analyzes the presentation for key words, emotion, tone, and body language, and turns that analysis into actionable feedback for the user.
As Kshitij Nerurkar, North America Head of Cognizant’s Learning Academy, explains, “Practicing client presentations is just one of VR’s many soft skill applications, enabling new hires to practice presenting without needing to be in a classroom, and then receive instant feedback to fine-tune their communication and data-storytelling skills.” This capacity for immediate feedback and essentially limitless rounds of practice (without relying on expensive, human training resources) is a key advantage of VR-powered learning tools.
3. VR Simulations for Employee Evaluation
Finally, VR can help managers evaluate employees’ current skill levels for different key competencies, enabling them to more effectively allocate training resources and match skill profiles to job functions. For example, senior executives at HPE Financial Services (HPEFS) wanted to find a way to optimize training for their sales representatives—before the reps got in front of their valued, high-level customers. They decided to pilot a VR solution with 340 sales reps, in which the reps each conducted a 30-minute role-play exercise with an avatar designed to simulate a C-level customer. These role-plays were recorded and shared with the representatives’ managers, who used them to determine whether the employee should be enrolled into further training at a basic, intermediate, or advanced level.
As Ronda Bowman, Global Learning & Development Leader for HPEFS, explained, “The VR for sales training was very helpful, as it enabled our reps to immerse themselves in a lifelike scenario and see how a customer might react to different sales techniques. For example, if a sales rep doesn’t ask enough probing questions of the customer avatar, the avatar will stop engaging with the sales rep and start answering emails on her phone—just like a human would. Managers can then review the practice conversations and work with individual employees to identify areas for improvement, instead of waiting to hear negative feedback from real unhappy customers.” The VR program not only provided HPEFS employees with improved training but also offered managers and HR teams improved visibility into their sales reps’ current skills and opportunities for growth.
These are just a few of the ways our survey identified that VR can be used to narrow the soft skills gap. Especially as remote work becomes more common, it’s likely that VR will become the desired platform for many soft skills training programs, from senior leadership development to new-hire onboarding. In fact, in my HBR article “21 HR Jobs of the Future,” my coauthor and I propose an entirely new HR role dedicated to VR: a VR immersion counselor, focused on creating, facilitating, personalizing, and scaling the rollout of virtual reality for professional development. VR-powered education is poised to help the next generation of workers cultivate the essential soft skills they’ll need to be valuable—and employable—in any organization.
TAKEAWAYS
Soft skills such as conflict resolution, teamwork, and leadership are more important than ever, but they can be difficult for employees to develop.
NOTES
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WANT TO SEE THE FUTURE OF DIGITAL HEALTH TOOLS? LOOK TO GERMANY.
by Ariel D. Stern, Henrik Matthies, Julia Hagen, Jan B. Brönneke, and Jörg F. Debatin
In late 2019, Germany’s parliament passed the Digital Healthcare Act (Digitale-Versorgung-Gesetz, or DVG)—an ambitious law designed to catalyze the digital transformation of the German health-care system, which has historically been a laggard in that area among peer countries. It is already leading to meaningful changes and will be a boon to the development and evaluation of digital health tools as well as the generation of insights into the value they create.
In the immediate wake of the DVG’s passage, the Covid-19 pandemic has further underscored the need for safe and effective digital tools to support remote patient monitoring and care delivery worldwide. The timely introduction of the DVG means that Germany is poised to set an example for other countries in seeing what works (and what does not) in the adoption and diffusion of digital technologies for improving patient outcomes.
Perhaps the DVG’s most important provisions are its formalization of “prescribable applications” (Digitale Gesundheitsanwendungen, or DiGA), which include standard software, software as a service (SaaS), and mobile as well as browser-based apps, and the creation of the Fast-Track Process, an accelerated regulatory path for companies to take their digital health applications to market. Following a streamlined review, an app can be added to a central registry of apps that can be prescribed by physicians and psychotherapists and will be reimbursed by all of Germany’s statutory health insurance providers, which cover 90% of the population, or roughly 73 million individuals. The Fast-Track Process is run by the Federal Institute for Drugs and Medical Devices (Bundesinstitut für Arzneimittel und Medizinprodukte, or BfArM), which plays many of the same roles in Germany that the FDA does in the United States); BfArM also maintains the DiGA registry. The first five apps have already been added to the registry and offer support for patients to manage conditions including tinnitus, obesity, agoraphobia, osteoarthritis, and insomnia.
DVG promises to provide a standard care environment for manufacturers of new digital health tools to evaluate pricing strategies and understand how digital health applications fit into health-care practice and patients’ everyday routines. The importance of such a major country mandating that all insurers have to pay for digital health apps is hard to overstate. (In the United States and other countries, it’s still unclear to manufacturers of digital health products who will pay for their offerings.)
Entry to this market by digital health firms is, of course, not without legal and regulatory barriers. In order to be listed and remain in the DiGA registry and qualify for reimbursement by health insurers, an app must fulfill various requirements. These include data protection, information security, interoperability, and preliminary data on the benefits that the app provides. Furthermore, the app must already be CE-certified as a medical product in one of the EU’s two lowest-risk classes (I or IIa).
If an app fulfills these requirements and provides evidence of its benefit (“positive care effects” associated with use), it can be listed directly. Otherwise, the app must demonstrate evidence of its benefits within 12 months of being added to the registry. This may be the demonstration of either a medical benefit (such as reduced duration of a disease) or patient-related improvements to the structure and process of the health-care system (such as an increase in patient adherence to a treatment program or improved health literacy). This incremental approach will prove especially valuable for smaller firms and startups, which frequently lack the funding to develop a certified medical product, deal with regulatory proceedings, and fund a large-scale scientific evaluation up front.
With at least 50 apps currently already in the Fast-Track Process and hundreds expected over the coming years from manufacturers worldwide, evaluation studies will create a wealth of data on how digital tools for remote patient care work in practice, which other payers and health systems can learn from. They will also be valuable in convincing health-care providers—for whom evidence is of paramount importance—of the value of digital tools, both generally and in particular use cases.
So what should health-care decision makers be looking out for? In addition to the evidence of digital health apps’ benefits, it will be important to see how they stack up in terms of their acceptance by both the medical community and patients as a new element of standard care. If payers in the United States and other countries see that digital tools generate value, they may be more open to paying for them or be better able to articulate under what circumstances such products would be paid for.
The use of real-world data for studying digital health apps will likely present both a challenge and an opportunity. (The FDA defines real-world data as “data relating to patient health status and/or the delivery of health care routinely collected from a variety of sources” such as electronic health records, medical claims and billing data, data from product and disease registries, and patient-generated data.) Its use will be a challenge because the gold standard for regulatory decisions about new health-care products has historically been data from randomized controlled trials. In contrast, in evaluating digital health apps, Germany’s regulatory framework paves the way for the use of real-world evidence (the clinical evidence regarding the usage and potential benefits or risks of a medical product derived from analysis of real-world data). Regulators such as the FDA have acknowledged the increasingly important role that real-world data and evidence are already beginning to play in clinical studies, coverage decisions, and ongoing product monitoring, although best practices for manufacturers are only beginning to be established.
However, the opportunity to learn a great deal and to do so quickly and on an ongoing basis is an exciting feature of using real-world evidence that cannot be provided by traditional randomized controlled trials. This represents a major opportunity for all health-care decision makers—clinicians, regulators, policy makers, payers, product firms, and patients—to make more-informed and more-nimble decisions regarding which products to use and when. Moreover, the German system’s performance-based reimbursement provides incentives to assess digital tools on an ongoing basis, which will generate data far beyond the one-time results derived from traditional studies.
In the longer term, digital apps’ prices will be determined by their clinical performance, with real-world evidence expected to play a key role in demonstrating effectiveness.
As Germany evaluates new digital tools, it will inevitably spur the generation of a wealth of evidence that will shape the post–Covid-19 digital health ecosystem worldwide. We believe Germany’s approach can be a model for other Western health-care systems that are looking to open up to digital innovation.
TAKEAWAYS
Germany’s Digital Healthcare Act makes it easier to roll out new digital health tools. It includes the formalization of “prescribable applications” as well as an accelerated regulatory path for companies to take their digital health applications to market.
Adapted from content posted on hbr.org, December 2, 2020 (product #H061RK).
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BUILDING A TRANSPARENT SUPPLY CHAIN
by Vishal Gaur and Abhinav Gaiha
Blockchain, the digital record-keeping technology behind Bitcoin and other cryptocurrency networks, is a potential game changer in the financial world. But another area where it holds great promise is supply chain management. Blockchain can greatly improve supply chains by enabling faster and more cost-efficient delivery of products, enhancing products’ traceability, improving coordination between partners, and aiding access to financing.
To better understand this opportunity, we studied seven major U.S. corporations that are leaders in supply chain management and are trying to figure out how blockchain can help solve the challenges they face. These companies—Corning, Emerson, Hayward, IBM, Mastercard, and two others that wish to remain anonymous—operate in varied industries: manufacturing, retailing, technology, and financial services. Some of them are just beginning to explore blockchain, a few are conducting pilots, and others have moved even further and are working with supply chain partners to develop applications. This article describes what we’ve learned about the state of play, the advantages that blockchain can provide, and how the use of blockchain in supply chains will differ from its use in cryptocurrencies.
A blockchain is a distributed, or decentralized, ledger—a digital system for recording transactions among multiple parties in a verifiable, tamperproof way. The ledger itself can also be programmed to trigger transactions automatically. For cryptocurrency networks that are designed to replace fiat currencies, the main function of blockchain is to enable an unlimited number of anonymous parties to transact privately and securely with one another without a central intermediary. For supply chains, it is to allow a limited number of known parties to protect their business operations against malicious actors while supporting better performance. Successful blockchain applications for supply chains will require new permissioned blockchains, new standards for representing transactions on a block, and new rules to govern the system—which are all in various stages of being developed.
The Advantages of Blockchain
Led by companies such as Walmart and Procter & Gamble, considerable advancement in supply chain information sharing has taken place since the 1990s, thanks to the use of enterprise-resource planning (ERP) systems. However, visibility remains a challenge in large supply chains involving complex transactions.
To illustrate the limitations of the current world of financial-ledger entries and ERP systems, along with the potential benefits of a world of blockchain, let us describe a hypothetical scenario: a simple transaction involving a retailer that sources a product from a supplier, and a bank that provides the working capital the supplier needs to fill the order. The transaction involves information flows, inventory flows, and financial flows. Note that a given flow does not result in financial-ledger entries at all three parties involved. And state-of-the-art ERP systems, manual audits, and inspections can’t reliably connect the three flows, which makes it hard to eliminate execution errors, improve decision-making, and resolve supply chain conflicts.
Execution errors—such as mistakes in inventory data, missing shipments, and duplicate payments—are often impossible to detect in real time. Even when a problem is discovered after the fact, it is difficult and expensive to pinpoint its source or fix it by tracing the sequence of activities recorded in available ledger entries and documents. Although ERP systems capture all types of flows, it can be tough to assess which journal entries (accounts receivable, payments, credits for returns, and so on) correspond to which inventory transaction. This is especially true for companies engaged in thousands of transactions each day across a large network of supply chain partners and products.
Capturing the Details of a Simple Transaction: Conventional vs. Blockchain Systems
The financial ledgers and enterprise resource planning systems now used don’t reliably allow the three parties involved in a simple supply-chain transaction to see all the relevant flows of information, inventory, and money. A blockchain system eliminates the blind spots.
Making matters worse, supply chain activities are often extremely complicated—far more so than the exhibit depicts. For example, orders, shipments, and payments may not sync up neatly, because an order may be split into several shipments and corresponding invoices, or multiple orders may be combined into a single shipment.
One common approach to improving supply chain execution is to verify transactions through audits. Auditing is necessary for ensuring compliance with contracts, but it’s of limited help in improving decision-making to address operational deficiencies. Consider the problem a food company faces when its products reach the end of their shelf life in a retail store. A study that one of us (Vishal) worked on with a major manufacturer of packaged foods found that an audit or an inspection of inventory in a store can reveal the number of expired items, but it won’t explain the causes. Those can include glitches in any part of the supply chain, such as inefficient inventory management upstream, suboptimal allocation of products to stores, weak or sporadic demand, and inadequate shelf rotation (failure to put older products in front of newer ones). A record of all those activities can help reduce expirations.
Another way to strengthen supply chain operations would be to mark inventory with either RFID tags or electronic product codes that adhere to GS1 standards (globally accepted rules for handling supply chain data) and to then integrate a company’s ERP systems with those of its suppliers to construct a complete record of transactions. This would eliminate execution errors and improve traceability. However, the experiences of the companies we studied showed that integrating ERP systems is expensive and time-consuming. Large organizations may have more than 100 legacy ERP systems—a result of organizational changes, mergers, and acquisitions over time. Those systems often do not easily communicate with one another and may even differ in how they define data fields. One large company told us it had 17 ledgers in separate ERP systems associated with a single activity—trucking—and its suppliers and distributors had their own ledgers and ERP systems.
When blockchain record keeping is used, assets such as units of inventory, orders, loans, and bills of lading are given unique identifiers, which serve as digital tokens (similar to bitcoins). Additionally, participants in the blockchain are given unique identifiers, or digital signatures, which they use to sign the blocks they add to the blockchain. Every step of the transaction is then recorded on the blockchain as a transfer of the corresponding token from one participant to another.
Consider how the transaction in our example looks when represented on a shared blockchain (refer again to the exhibit). First, the retailer generates an order and sends it to the supplier. At this point, since no exchange of goods or services has taken place, there would be no entries in a financial ledger. However, with blockchain, the retailer records the digital token for the order. The supplier then logs in the order and confirms to the retailer that the order has been received—an action that again gets recorded on the blockchain but would not generate an entry in a financial ledger. Next the supplier requests a working-capital loan from the bank to finance the production of the goods. The bank verifies the order on the shared blockchain, approves the loan, and records the loan’s digital token on the same blockchain. And so on.
A blockchain is valuable partly because it comprises a chronological string of blocks integrating all three types of flows in the transaction and captures details that aren’t recorded in a financial-ledger system. Moreover, each block is encrypted and distributed to all participants, who maintain their own copies of the blockchain. Thanks to these features, the blockchain provides a complete, trustworthy, and tamperproof audit trail of the three categories of activities in the supply chain.
Blockchain thus greatly reduces, if not eliminates, the kind of execution, traceability, and coordination problems that we’ve discussed. Since participants have their own individual copies of the blockchain, each party can review the status of a transaction, identify errors, and hold counterparties responsible for their actions. No participant can overwrite past data because doing so would entail having to rewrite all subsequent blocks on all shared copies of the blockchain.
The bank in our example can also use the blockchain to improve supply chain financing. It can make better lending decisions because by viewing the blockchain, it can verify the transactions between the supplier and the retailer without having to conduct physical audits and financial reviews, which are tedious and error-prone processes. And including lending records in the blockchain, along with data about invoicing, payments, and the physical movement of goods, can make transactions more cost-effective, easier to audit, and less risky for all participants.
Furthermore, many of these functions can be automated through smart contracts, in which lines of computer code use data from the blockchain to verify when contractual obligations have been met and payments can be issued. Smart contracts can be programmed to assess the status of a transaction and automatically take actions such as releasing a payment, recording ledger entries, and flagging exceptions in need of manual intervention.
It’s important to note that a blockchain would not replace the broad range of transaction-processing, accounting, and management-control functions performed by ERP systems, such as invoicing, payment, and reporting. Indeed, the encrypted linked list or chainlike data structure of a blockchain is not suited for fast storage and retrieval—or even efficient storage. Instead, the blockchain would interface with legacy systems across participating firms. Each firm would generate blocks of transactions from its internal ERP system and add them to the blockchain. This would make it easy to integrate various flows of transactions across firms.
The Applications
Let’s now take an in-depth look at how the companies we studied are applying blockchain to tackle needs that current technologies and methods can’t address.
Enhancing traceability
The U.S. Drug Supply Chain Security Act of 2013 requires pharmaceutical companies to identify and trace prescription drugs to protect consumers from counterfeit, stolen, or harmful products. Driven by that mandate, a large pharmaceutical company in our study is collaborating with its supply chain partners to use blockchain for this purpose. Drug inventory is tagged with electronic product codes that adhere to GS1 standards. As each unit of inventory flows from one firm to another, its tag is scanned and recorded on the blockchain, creating a history of each item all the way through the supply chain—from its source to the end consumer. Some early success in piloting this approach in the United States has led the company to conduct more pilots in other locations and to move toward broad implementation in Europe. Meanwhile, IBM is working on a similar effort to create a safer food supply chain. It has founded the IBM Food Trust and entered into a partnership with Walmart to use blockchain for tracing fresh produce and other food products.
These kinds of applications require minimal sharing of information: Purchase orders, invoices, and payments do not need to be included on the same blockchain. As a result, companies that are wary of sharing competitive data are more willing to participate on the platform.
The benefits are clear. If a company discovers a faulty product, the blockchain enables the firm and its supply chain partners to trace the product, identify all suppliers involved with it, identify production and shipment batches associated with it, and efficiently recall it. If a product is perishable (as fresh produce and certain drugs are), the blockchain lets participating companies monitor quality automatically: A refrigerated container equipped with an Internet of Things (IoT) device to monitor the temperature can record any unsafe fluctuations on the blockchain. And if there are concerns about the authenticity of a product that a retailer returns, the blockchain can allay them, because counterfeit goods would lack a verification history on the blockchain. (We’ll talk later about how companies are trying to prevent corrupt actors from introducing counterfeit goods into both supply chains and their blockchains.) Companies across industries are therefore exploring this application of blockchain—motivated either by regulations requiring them to demonstrate the provenance of their products or by downstream customers seeking the capability to trace component inventory.
Increasing efficiency and speed and reducing disruptions
Emerson, a multinational manufacturing and engineering company, has a complex supply chain. It involves thousands of components across many suppliers, customers, and locations. Michael Train, the president of Emerson, told us that such supply chains often have to contend with long, unpredictable lead times and lack of visibility. As a result, a small delay or disruption in any part of the supply chain can lead to excess inventory and stock-outs in other parts. He believes that blockchain could help overcome these challenges.
Here’s a simple illustration of the problem and how blockchain could address it. Consider product A, which uses components C1 and C2, and product B, which uses components C1 and C3. If the manufacture of product B is held up because of a disruption in the production of component C3, the optimal move is to temporarily allocate inventory of C1 to product A until the disruption is resolved. However, if all products and components are manufactured by different companies with limited visibility into one another’s inventory, what could easily happen is that excess inventory of C1 piles up at the company making product B even if the maker of product A has a stock-out of C1.
One solution is for the companies in question to agree to centralize their data on production and inventory-allocation decisions in a common repository. But imagine the level of integration that would entail: All involved companies would have to trust the others with their data and accept centralized decisions, regardless of whether they are partners or competitors. That’s not realistic.
A more practical solution is for participating companies to share their inventory flows on a blockchain and allow each company to make its own decisions, using common, complete information. Companies would utilize a kanban system to place orders with one another and manage production. Kanban cards would be assigned to the produced items, and the blockchain would record digital tokens representing the kanban cards. This would enhance the visibility of inventory flows across companies and make lead times more predictable.
Emerson is not the only company that thinks blockchain could increase the efficiency and speed of its supply chain. So does Hayward, a multinational manufacturer of swimming pool equipment. (Disclosure: Vishal has done a small amount of consulting for Hayward. He has also been hired to advise a startup that’s developing blockchain applications for the palm oil industry.) According to Don Smith, Hayward’s senior vice president of operations, it is possible to treat finished goods, process capacity, work-in-process inventory, and raw materials like digital currency. If you do, he says, machine time and inventory at various stages can be reliably assigned to customer orders. Blockchain makes this possible by solving the double-spend problem—the erroneous allocation of the same unit of capacity or inventory to two different orders.
Walmart Canada has already begun using blockchain with the trucking companies that transport its inventory. A shared blockchain makes it possible to synchronize logistics data, track shipments, and automate payments without requiring significant changes to the trucking firms’ internal processes or information technology systems.
Part of the appeal of using blockchain to enhance supply chain efficiency and speed is that these applications, much like those for improving traceability, require participating companies to share only limited data—in this case, just inventory or shipment data. Moreover, these applications are useful even within large organizations with multiple ERP systems.
Improving financing, contracting, and international transactions
When inventory, information, and financial flows are shared among firms through a blockchain, significant gains in supply chain financing, contracting, and doing business internationally are possible.
Consider the matter of financing. Banks that provide working capital and trade credit to firms face a well-known problem of information asymmetry regarding a borrower firm’s business, the quality of its assets, and its liabilities. For example, a company might borrow money from several banks against the same asset, or request a loan for one purpose and then use it for another. Banks design their processes to control such risks, which increases transaction costs, slows down access to capital, and reduces the capital available to small firms. Such frictions are detrimental not only to banks but also to firms that need cheap working capital.
Another activity ripe for improvement is accounts payable management, an elaborate process that involves invoicing, reconciling invoices against purchase orders, keeping track of terms and payments, and conducting reviews and approvals at each step. Even though ERP systems have automated many of these steps, considerable manual intervention is still needed. And since neither of the transacting firms has complete information, conflicts often arise.
A third area of opportunity is cross-border trade, which involves manual processes, physical documents, many intermediaries, and multiple checks and verifications at ports of entry and exit. Transactions are slow, costly, and plagued by low visibility into the status of shipments.
The retailing and financial services companies we studied are conducting pilot blockchain projects or developing platforms in all three areas. By connecting inventory, information, and financial flows and sharing them with all transacting parties, a blockchain enables companies to reconcile purchase orders, invoices, and payments much more easily and to track the progress of a transaction with counterparties. When the supplier receives an order, a bank with access to the blockchain can immediately provide the supplier with working capital, and when merchandise is delivered to the buyer, the bank can promptly obtain payments. Since there is a readily available audit trail and reconciliations can be automated, using smart applications that rely on the blockchain data, conflicts between the bank and the borrowing firm are eliminated.
Creating a Workable Technology
The companies we studied have found that using blockchain in supply chain management will require the creation of new rules, because the needs of supply chains differ from those of cryptocurrency networks in important ways. The blockchain protocol for the Bitcoin network is a marvelous system that simultaneously achieves several goals. It provides a remarkably secure, irrevocable record of financial transactions, minimizes the double-spend problem, and provides proof of ownership of a digital coin. And it does so without relying on a centralized authority and while allowing participants to remain anonymous and enter and exit the network freely. To achieve all this, however, the Bitcoin network sacrifices speed, consumes a large amount of energy to mine bitcoins, and has some vulnerability to hacking.
Supply chains do not need to make the same trade-offs because they operate in a different way and have different characteristics. Let’s examine those in depth.
Known participants
Supply chains require private blockchains among known parties, not open blockchains among anonymous users. So that members of a supply chain can ascertain the source and quality of their inventory, each unit of it must be firmly coupled with the identity of its particular owner at every step along the way. Consequently, only known parties can be allowed to participate in such a blockchain, which means that companies must receive permission to join the system.
Moreover, permission must be granted selectively. That’s because the open and decentralized structure of blockchain poses a risk to data privacy. When companies post transactions on a blockchain, that data can be accessed by any participant. As the volume of data swells, it could potentially be misused to gather competitive intelligence, trade stocks, or predict market movements. For security reasons, therefore, the blockchain participants need to be vetted and approved.
Building a trusted group of partners with which to share data on a blockchain will entail overcoming several challenges. One is the need for a governance mechanism to determine the rules of the system, such as who can be invited to join the network, what data is shared, how it is encrypted, who has access, how disputes will be resolved, and what the scope is for the use of IoT and smart contracts. Another challenge is figuring out how to address the impact that blockchain could have on pricing and inventory-allocation decisions by making information about the quantity or age of products in the supply chain more transparent. It’s hard to predict where in the supply chain the costs and benefits of this transparency will fall.
For these reasons, the companies that we studied were focusing on narrow applications such as the traceability of drugs and food products and the management of accounts payable—applications that are supported by well-defined use cases or regulatory requirements. Firms limit the types of information recorded on the blockchain to reduce the risk to data privacy and make the system more readily acceptable to supply chain partners.
Simpler consensus protocols
Blockchain requires a consensus protocol—some mechanism for maintaining a single version of the history of transactions that is agreed to by everyone. Since cryptocurrency networks are peer-to-peer without a central authority, they use a complex method called proof of work. It ensures that all transactions on the network are accepted by the majority of participants, but unfortunately, it also limits the speed at which new blocks can be added. Consequently, it is too slow to handle the speed and volume of transactions in supply chains.
Consider the pharmaceutical industry, where 4 billion salable units enter the drug supply chain every year in the United States. Each unit is handled three to five times, on average. That translates to roughly 33 million to 55 million transactions a day, on average. The Bitcoin network, in contrast, allows only about 360,000 transactions a day.
Fortunately, if a blockchain is permissioned and private, the proof-of-work method is not necessary to establish consensus. Simpler methods can be used to determine who has the right to add the next block to the blockchain. One such method is a round-robin protocol, where the right to add a block rotates among the participants in a fixed order. Since all participants are known, a malicious actor would be discovered if it used its turn to modify the chain in a harmful or illegitimate way. And disputes can be resolved easily by participants’ validating previous blocks.
Security of physical assets
Even when a blockchain record is secure, there is still the danger that a contaminated or counterfeit product might be tagged and introduced into the supply chain, either in error or by a corrupt actor. Another danger is inaccurate inventory data resulting from mistakes in scanning, tagging, and data entry.
Companies are addressing these risks in three ways. First, they are stringently conducting physical audits when products first enter the supply chain to ensure that shipments match blockchain records. Second, they are building distributed applications, called dApps, that track products throughout the supply chain, check data integrity, and communicate with the blockchain to prevent errors and deception. If a counterfeit or an error is detected, it can be traced to its source using the blockchain trail of the transactions for that asset. Third, companies are making the blockchain more robust by using IoT devices and sensors to automatically scan products and add records to the blockchain without human intervention.
One area where tokenization is sufficient to provide trust and security is the trading of assets like digital books and music. If the ownership of these assets is tied to a blockchain platform, counterfeits can be completely eliminated. For instance, universities commonly use digital reading packets for many courses, working in partnership with publishers and copyright owners. Significant efficiency gains could be generated by knitting this digital supply chain into a blockchain platform with smart contracts that can help participants access products, verify ownership, and handle payment.
There is considerable room to improve supply chains in terms of end-to-end traceability, speed of product delivery, coordination, and financing. Blockchain can be a powerful tool for addressing the deficiencies, as the companies we studied have proved. It is now time for supply chain managers who are standing on the sidelines to assess the potential of blockchain for their businesses. They need to join the efforts to develop new rules, experiment with different technologies, conduct pilots with various blockchain platforms, and build an ecosystem with other firms. Yes, this will require a commitment of resources, but the investment promises to generate a handsome return.
TAKEAWAYS
Supply chain management is one of the most promising applications of blockchain technology. Blockchain can help partners create a complete, transparent, tamperproof history of information flows, inventory flows, and financial flows in transactions.
Adapted from Harvard Business Review, May–June 2020 (product #R2003F).
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WHAT BRAIN-COMPUTER INTERFACES COULD MEAN FOR THE FUTURE OF WORK
by Alexandre Gonfalonieri
Imagine if your manager could know whether you actually paid attention in your last Zoom meeting. Or, imagine if you could prepare your next presentation using only your thoughts. These scenarios might soon become a reality thanks to the development of brain-computer interfaces (BCIs).
In the simplest terms, think of a BCI as a bridge between your brain and an external device. As of today, we mostly rely on electroencephalography (EEG)—a collection of methods for monitoring the electrical activity of the brain—to create that bridge. But that’s changing. By leveraging multiple sensors and complex algorithms, it’s becoming possible to analyze brain signals and extract relevant brain patterns. Brain activity can then be recorded by a noninvasive device—no surgical intervention needed. In fact, the majority of existing and mainstream BCIs are noninvasive, such as wearable headbands and earbuds.
The development of BCI technology was initially focused on helping paralyzed people control assistive devices using their thoughts. But new use cases are being identified all the time. For example, BCIs can now be used as a neurofeedback training tool to improve cognitive performance. I expect to see a growing number of professionals leveraging BCI tools to improve their performance at work. Your BCI could detect that your attention level is too low compared with the importance of a given meeting or task and trigger an alert. It could also adapt the lighting of your office based on how stressed you are, or it could prevent you from using your company car if it detects drowsiness.
Muse, a Toronto-based startup, has developed a sensing headband that gives real-time information about what’s going on in your brain. It even has a corporate wellness program that promises to “help your employees lower stress, increase resilience, and improve their engagement.” Other headbands on the market also use proprietary sensors to detect brain signals and leverage machine-learning algorithms to provide insights into the engagement levels of users/workers. The headbands can track whether someone is focused or distracted. Theoretically, this could help individuals with day-to-day tasks by evaluating which ones should be tackled first based on the user’s attention level. But there’s also huge potential for abuse, which I’ll further explore below.
This ability to monitor (and potentially control) attention levels creates new possibilities for managers. For example, companies could have access to a specific BCI HR dashboard, in which all employees’ brain data would be displayed, in real time. Are we going to see supervisors monitoring the attention levels of their colleagues? At the end of each annual performance review, are we going to also analyze and compare attention levels thanks to our BCIs? Your brain information may be of interest to your employer, allowing them to keep an eye on how focused you are, and allowing them to adapt your workload accordingly—again, creating the possibility for misuse.
I also expect more professional events to leverage BCIs in the near future. Indeed, research has shown that brain data can help predict which booths and activities people would visit.1 In the future, are we going to need BCIs to participate in business events?
Beyond the analysis of brain signals, some companies are already working on solutions that can actually modulate your brain activity. Researchers at Columbia University have shown how neurofeedback using an EEG-based BCI could be used to affect alertness and to improve subjects’ performance in a cognitively demanding task.2 Despite these promising results, some experts, such as Theodore Zanto, a director of the University of California, San Francisco neuroscience program, say that while BCIs based on EEG scans can determine a user’s attention levels, they are not yet capable of differentiating what the user is actually focused on. In a January 2019 Medium article, Zanto says, “I haven’t seen any data indicating you can dissociate if someone is paying attention to the teacher or their phone or just their own internal thoughts and daydreaming.”3 Moreover, I realized through my own work that BCIs are also affected by a user’s specific characteristics, such as gender, age, and lifestyle. Indeed, my team and I are trying to determine how brain activity can affect an athlete’s performance. According to some research, “psychological factors including attention, memory load, fatigue, and competing cognitive processes, as well as users’ basic characteristics such as lifestyle, gender, and age, influence instantaneous brain dynamics.”4 Experts believe that around “15% to 30% of individuals are inherently not able to produce brain signals robust enough to operate a BCI.”5 Obviously, this situation can lead to wrong results and ultimately bad decisions from companies. BCIs still have a long way to go, and much improvement is needed.
Another use case for BCIs at work is related to the ways we interact with machines and devices. In fact, I predict that in the future, the most “dangerous” jobs will require the use of BCIs. For example, some BCI companies have already used EEG to analyze signals of drowsy driving. Companies with workers who operate dangerous machinery may require their workers to be monitored in the same way. I believe that eventually it will be mandatory for pilots and surgeons to wear a BCI while working.
The idea of humans interacting with devices is a pillar of BCIs, as BCI technology provides direct communication between the brain and external devices. In the next few years, we might be able to control a PowerPoint presentation or Excel file using only our brains. Some prototypes can translate brain activity into text or instructions for a computer, and in theory, as the technology improves, we’ll see people using BCIs to write memos or reports at work.
We could also imagine a work environment that adapts automatically to an employee’s stress level or thoughts. BCIs can detect the mental state of a worker and adjust nearby devices accordingly (smart home utilization). For example, when stressed, your headband could send information (using Bluetooth) to your computer so that it starts playing your “calm” playlist, or it could trigger Slack to turn to “do not disturb” mode while automatically canceling your next appointment. Obviously, this scenario raises questions about privacy. Would you feel comfortable knowing that others can know precisely how you feel mentally? What if this information could be used against you? What if this data could be modified by someone else without your approval?
Researchers are also experimenting with “passthoughts” as alternatives to passwords. Soon we might log into our various devices and platforms using our thoughts. As described in this IEEE Spectrum article, “When we perform mental tasks like picturing a shape or singing a song in our heads, our brains generate unique neuronal electrical signals. A billion people could mentally hum the same song and no two brain-wave patterns generated by that task would be alike. An electroencephalograph (EEG) would read those brain waves using noninvasive electrodes that record the signals. The unique patterns can be used like a password or biometric identification.”6
As you can imagine, there are myriad ethical questions and concerns surrounding the use of BCI technology in the workplace. Companies who opt to use BCI technology can face massive backlash from employees, not to mention from the public. When it comes to collecting brain data, the potential for abuse is frightening: Even when used with the best of intentions, companies could risk becoming overly dependent on using brain data to evaluate, monitor, and train employees, and there are risks associated with that.
BCIs aren’t a perfect technology—there’s no telling what sort of mistakes or mishaps we’ll encounter as companies and individuals begin to use these devices in the real world. What’s more, BCIs—like any technology—can be hacked. Hackers can access a BCI headband and create or send manipulated EEG data. A hacker could also intercept and alter all data transmitted by your BCI. It’s possible that a hacker could steal your passthought user credentials and interact with your devices (laptop, car, etc.). These risks can directly impact your physical integrity. Brain data could also be stolen and used against you for extortion purposes. The potential for serious abuse is significant. When companies begin to use and analyze brain data, how will they prioritize privacy and data security and meet the industry’s top standards for protecting employee data? Who will ultimately own the data that’s collected? And what are employees’ rights when their companies begin to roll out these technologies? Obviously, the technology is well ahead of the policies and regulations that need to be put in place.
Still, the technology is slowly moving into the mass market. A growing number of startups and large tech firms are working on safer, more accurate, and cheaper BCIs. I expect to see business leaders embracing this technology and trying to leverage brain data to achieve better work efficiency and greater safety. I recommend that business leaders start building a BCI strategy as soon as possible to address the potential risks and benefits.
TAKEAWAYS
Brain-computer interfaces are slowly moving into the mass market, and a growing number of startups and large tech firms are working on safer, more accurate, and cheaper BCIs. To ensure your company is keeping up with the benefits and potential risks, start building a BCI strategy as soon as possible.
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GET READY FOR THE QUANTUM COMPUTING REVOLUTION
by Shohini Ghose
Quantum physics has already changed our lives. Thanks to the invention of the laser and the transistor—both products of quantum theory—almost every electronic device we use today is an example of quantum physics in action. We may now be on the brink of a second quantum revolution as we attempt to harness even more of the power of the quantum world. Quantum computing and quantum communication could impact many sectors, including health care, energy, finance, security, and entertainment. Recent studies predict a multibillion-dollar quantum industry by 2030.1 However, significant practical challenges need to be overcome before this level of large-scale impact is achievable.
Quantum Versus Classical
Although quantum theory is over a century old, the current quantum revolution is based on the more recent realization that uncertainty—a fundamental property of quantum particles—can be a powerful resource. At the level of individual quantum particles, such as electrons or photons (particles of light), it’s impossible to precisely know every property of the particle at any given moment in time. For example, the GPS in your car can tell you your location and your speed and direction all at once, and precisely enough to get you to your destination. But a quantum GPS could not simultaneously and precisely display all those properties of an electron—not because of faulty design but because the laws of quantum physics forbid it. In the quantum world, we must use the language of probability, rather than certainty. And in the context of computing based on binary digits (bits) of 0s and 1s, this means that quantum bits (qubits) have some likelihood of being 1 and some likelihood of being 0 at the same time.
Such imprecision is at first disconcerting. In our everyday classical computers, 0s and 1s are associated with switches and electronic circuits turning on and off. Not knowing exactly if they are on or off wouldn’t make much sense from a computing point of view. In fact, that would lead to errors in calculations. But the revolutionary idea behind quantum information processing is that quantum uncertainty—a fuzzy, in-between “superposition” of 0 and 1—is actually not a bug but a feature. It provides new levers for more-powerful ways to communicate and process data.
Quantum Communication and Quantum Computing in Action
One outcome of the probabilistic nature of quantum theory is that quantum information cannot be precisely copied. From a security lens, this is game-changing. Hackers trying to copy quantum keys used for encrypting and transmitting messages would be foiled, even if they had access to a quantum computer or other powerful resources. This fundamentally unhackable encryption is based on the laws of physics, not on the complex mathematical algorithms used today. While mathematical encryption techniques are vulnerable to being cracked by powerful enough computers, cracking quantum encryption would require violating the laws of physics.
Just as quantum encryption is fundamentally different from current encryption methods based on mathematical complexity, quantum computers are fundamentally different from current classical computers. The two are as different as a car and a horse and cart. A car is based on harnessing different laws of physics compared to a horse and cart. It gets you to your destination faster and to new destinations previously out of reach. The same can be said for a quantum computer compared to a classical computer. A quantum computer harnesses the probabilistic laws of quantum physics to process data and perform computations in a novel way. It can complete certain computing tasks faster, and it can perform new, previously impossible tasks, such as, for example, quantum teleportation, where information encoded in quantum particles disappears in one location and is exactly (but not instantaneously) recreated in another location far away. While that sounds like sci-fi, this new form of data transmission could be a vital component of a future quantum internet.
A particularly important application of quantum computers might be to simulate and analyze molecules for drug development and materials design. A quantum computer is uniquely suited for such tasks because it would operate on the same laws of quantum physics as the molecules it is simulating. Using a quantum device to simulate quantum chemistry could be far more efficient than using the fastest classical supercomputers today.
Quantum computers are also ideally suited for solving complex optimization tasks and performing fast searches of unsorted data. This could be relevant for many applications, from sorting climate data or health or financial data, to optimizing supply chain logistics, workforce management, or traffic flow.
Preparing for the Quantum Future
The quantum race is already underway. Governments and private investors all around the world are pouring billions of dollars into quantum research and development. Satellite-based quantum key distribution for encryption has been demonstrated, laying the groundwork for a potential quantum-security-based global communication network. IBM, Google, Microsoft, Amazon, and other companies are investing heavily in developing large-scale quantum-computing hardware and software. Nobody is quite there yet. While small-scale quantum computers are operational today, a major hurdle to scaling up the technology is the issue of dealing with errors. Compared to bits, qubits are incredibly fragile. Even the slightest disturbance from the outside world is enough to destroy quantum information. That’s why most current machines need to be carefully shielded in isolated environments operating at temperatures far colder than outer space. While a theoretical framework for quantum error correction has been developed, implementing it in an energy- and resource-efficient manner poses significant engineering challenges.
Given the current state of the field, it’s not clear when or if the full power of quantum computing will be accessible. Even so, business leaders should consider developing strategies to address three main areas:
The rapid growth in the quantum tech sector over the past five years has been exciting. But the future remains unpredictable. Luckily, quantum theory tells us that unpredictability is not necessarily a bad thing. In fact, two qubits can be locked together in such a way that individually they remain undetermined, but jointly they are perfectly in sync—either both qubits are 0 or both are 1. This combination of joint certainty and individual unpredictability—a phenomenon called entanglement—is a powerful fuel that drives many quantum computing algorithms. Perhaps it also holds a lesson for how to build a quantum industry. By planning responsibly while also embracing future uncertainty, businesses can improve their odds of being ready for the quantum future.
TAKEAWAYS
R&D for quantum computing and communication is accelerating. Although the technology is years away from practical applications, consider developing strategies to address three main areas of the quantum future:
NOTE
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THE COMMERCIAL SPACE AGE IS HERE
by Matt Weinzierl and Mehak Sarang
There’s no shortage of hype surrounding the commercial space industry. But while tech leaders promise us moon bases and settlements on Mars, the space economy has thus far remained distinctly local—at least in a cosmic sense. In 2020, however, we crossed an important threshold: For the first time in human history, humans accessed space via a vehicle built and owned not by any government but by a private corporation with its sights set on affordable space settlement. It was the first significant step toward building an economy both in space and for space. The implications—for business, policy, and society at large—are hard to overstate.
In 2019, 95% of the estimated $366 billion in revenue earned in the space sector was from the space-for-earth economy: that is, goods or services produced in space for use on earth. The space-for-earth economy includes telecommunications and internet infrastructure, earth observation capabilities, national security satellites, and more. This economy is booming, and though research shows that it faces the challenges of overcrowding and monopolization that tend to arise whenever companies compete for a scarce natural resource, projections for its future are optimistic.1 Decreasing costs for launch and space hardware in general have enticed new entrants into this market, and companies in a variety of industries have already begun leveraging satellite technology and access to space to drive innovation and efficiency in their bound-for-earth products and services.
In contrast, the space-for-space economy—that is, goods and services produced in space for use in space, such as mining the moon or asteroids for material with which to construct in-space habitats or supply refueling depots—has struggled to get off the ground. As far back as the 1970s, research commissioned by NASA predicted the rise of a space-based economy that would supply the demands of hundreds, thousands, even millions of humans living in space, dwarfing the space-for-earth economy (and eventually the entire terrestrial economy as well).2 The realization of such a vision would change how all of us do business, live our lives, and govern our societies—but to date, we’ve never even had more than 13 people in space at one time, leaving that dream as little more than science fiction.
Today, however, there is reason to think that we may finally be reaching the first stages of a true space-for-space economy. SpaceX’s recent achievements (in cooperation with NASA), as well as upcoming efforts by Boeing, Blue Origin, and Virgin Galactic to put people in space sustainably and at scale, mark the opening of a new chapter of spaceflight led by private firms. These firms have both the intention and capability to bring private citizens to space as passengers, tourists, and—eventually—settlers, opening the door for businesses to start meeting the demand those people create over the next several decades with an array of space-for-space goods and services.
Welcome to the (Commercial) Space Age
In our research, we examined how the model of centralized, government-directed human space activity born in the 1960s has, over the last two decades, made way for a new model, in which public initiatives in space increasingly share the stage with private priorities.3 Centralized, government-led space programs will inevitably focus on space-for-earth activities that are in the public interest, such as national security, basic science, and national pride. This is only natural, as expenditures for these programs must be justified by demonstrating benefits for citizens—and the citizens these governments represent are (nearly) all on Earth.
In contrast to governments, the private sector is eager to put people in space to pursue their own personal interests, not the state’s—and then supply the demand they create. This is the vision driving SpaceX, which in its first 20 years has entirely upended the rocket launch industry, securing 60% of the global commercial launch market and building ever-larger spacecraft designed to ferry passengers not just to the International Space Station (ISS) but also to its own promised settlement on Mars.
Today, the space-for-space market is limited to supplying the people who are already in space: that is, the handful of astronauts employed by NASA and other government programs. While SpaceX has grand visions of supporting large numbers of private space travelers, their current space-for-space activities have all been in response to demand from government customers (i.e., NASA). But as decreasing launch costs enable companies like SpaceX to leverage economies of scale and put more people into space, growing private-sector demand (that is, tourists and settlers, rather than government employees) could turn these proof-of-concept initiatives into a sustainable, large-scale industry.
This model—of selling to NASA with the hopes of eventually creating and expanding into a larger private market—is exemplified by SpaceX, but the company is by no means the only player taking this approach. For instance, while SpaceX is focused on space-for-space transportation, another key component of this burgeoning industry will be manufacturing.
Made In Space, Inc. has been at the forefront of manufacturing “in space, for space” since 2014, when it 3D-printed a wrench on board the ISS. Today, the company is exploring other products, such as high-quality fiber-optic cable, that terrestrial customers may be willing to pay to have manufactured in zero gravity. But the company also recently received a $74 million contract to 3D-print large metal beams in space for use on NASA spacecraft, and future private-sector spacecraft will certainly have similar manufacturing needs, which Made In Space hopes to be well positioned to fulfill. Just as SpaceX has begun by supplying NASA but hopes to eventually serve a much larger, private-sector market, Made In Space’s current work with NASA could be the first step along a path toward supporting a variety of private-sector manufacturing applications for which the costs of manufacturing on Earth and transporting into space would be prohibitive.
Another major area of space-for-space investment is in building and operating space infrastructure such as habitats, laboratories, and factories. Axiom Space, a current leader in this field, recently announced that it would be flying the “first fully private commercial mission to space” in 2022 on board SpaceX’s Crew Dragon capsule. Axiom was also awarded a contract for exclusive access to a module of the ISS, facilitating its plans to develop modules for commercial activity on the station (and eventually, beyond it).
This infrastructure is likely to spur investment in a wide array of complementary services to supply the demand of the people living and working within it. For example, in February 2020, Maxar Technologies was awarded a $142 million contract from NASA to develop a robotic construction tool that would be assembled in space for use on low-Earth-orbit spacecraft. Private-sector spacecraft or settlements will no doubt have need for a variety of similar construction and repair tools.
And of course, the private sector isn’t just about industrial products. Creature comforts also promise to be an area of rapid growth, as companies endeavor to support the human side of life in the harsh environment of space. In 2015, for example, Argotec and Lavazza collaborated to build an espresso machine that could function in the zero-gravity environment of the ISS, delivering a bit of everyday luxury to the crew.
To be sure, for half a century people have dreamt of using the vacuum and weightlessness of space to source or make things that cannot be made on Earth, and time and again the business case has failed to pan out. Skepticism is natural. Those failures, however, have been in space-for-earth applications. For example, two startups of the 2010s, Planetary Resources and Deep Space Industries, recognized the potential of space mining early on. But for both companies, the lack of a space-for-space economy meant that their near-term survival depended on selling mined material—precious metals or rare elements—to earthbound customers. When it became clear that demand was insufficient to justify the high costs, funding dried up, and both companies pivoted to other ventures.
These were failures of space-for-earth business models—but the demand for in-space mining of raw building material, metals, and water will be enormous once humans are living in space (and therefore far cheaper to supply). In other words, when people are living and working in space, we are likely to look back on these early asteroid-mining companies less as failures and more as simply ahead of their time.
Seizing the Space-for-Space Opportunity
The opportunity presented by the space-for-space economy is huge—but it could easily be missed. To seize this moment, policy makers must provide regulatory and institutional frameworks that will enable the risk-taking and innovation necessary for a decentralized, private-sector-driven space economy. We believe three specific policy areas will be especially important:
1. Enabling private individuals to take on greater risk than would be tolerable for government-employed astronauts. First, as part of a general shift to that more decentralized, market-oriented space sector, policy makers should consider allowing private space tourists and settlers to voluntarily take on more risk than states would tolerate for government-employed astronauts. In the long run, ensuring high safety levels will be essential to convince larger numbers of people to travel or live in space, but in the early years of exploration, too great an aversion to risk will stop progress before it starts.
An instructive analogy can be found in how NASA works with its contractors: In the mid-2000s, NASA shifted from using cost-plus contracts (in which NASA shouldered all the economic risk of investing in space) to fixed-price contracts (in which risk was distributed between NASA and their contractors). Because of private companies’ greater tolerance for risk, this shift catalyzed a burst of activity in the sector—sometimes referred to as “New Space.” A similar shift in how we approach voluntary risk-taking by private-sector astronauts may be necessary in order to launch the space-for-space economy.
2. Judiciously implementing government regulation and support. Second, as with most markets, developing a stable space economy will depend on judicious government regulation and support. NASA and the U.S. Commerce and State Departments’ recommitment to “create a regulatory environment in [low-Earth orbit] that enables American commercial activities to thrive” is a good sign that the government is on a path of continued collaboration with industry, but there’s still a long way to go.4
Governments should start by clarifying how property rights over limited resources such as water on Mars, ice on the moon, or orbital slots (i.e., “parking spots” in space) will be governed. Recent steps—including NASA’s offer to purchase lunar soil and rocks, the April 2020 executive order on the governance of space resources, and the 2015 Commercial Space Launch Competitiveness Act—indicate that the U.S. government is interested in establishing some form of regulatory framework to support the economic development of space.
In 2017, Luxembourg became the first European country to establish a legal framework securing private rights over resources mined in space, and similar steps have been taken at the domestic level in Japan and the United Arab Emirates. Moreover, nine countries (though Russia and China are notably missing) have signed the Artemis Accords, which lay out a vision for the sustainable, international development of the moon, Mars, and asteroids. These are important first steps, but they have yet to be clearly translated into comprehensive treaties that govern the fair use and allocation of scarce space resources among all major spacefaring nations.
In addition, governments should continue to fill the financial gaps in the still-maturing space-for-space economic ecosystem by funding basic scientific research in support of sending humans to space and by providing contracts to space startups. Similarly, while excessive regulation will stifle the industry, some government incentives, such as policies to reduce space debris, can help reduce the costs of operating in space for everyone in ways that would be difficult to coordinate independently.
3. Moving beyond geopolitical rivalries. Finally, the development of the space-for-space economy must not be undermined by earthly geopolitical rivalries, such as that between the United States and China. These conflicts will unavoidably extend into space at least to some extent, and military demand has long been an important source of funding for aerospace companies. But if not kept in check, such rivalries will not only distract attention and resources from borderless commercial pursuits but also create barriers and risks that hamper private investment.
On Earth, private economic activity has long tied together people whose states are at odds. The growing space-for-space economy offers exceptional potential to be such a force for unity—but it’s the job of the world’s governments not to get in the way. A collaborative, international approach to establishing—and enforcing—the rule of law in space will be essential to encouraging a healthy space-for-space economy.
Visions of a space-for-space economy have been around since the dawn of the Space Age, in the 1960s. Thus far, those hopes have gone largely unfulfilled—but this moment is different. For the first time in history, the private sector’s capital, risk tolerance, and profit motive are being channeled into putting people in space. If we seize this opportunity, we will look back on this as the moment when we started the truly transformational project of building an economy and a society in space, for space.
TAKEAWAYS
Private companies are now sending humans into space, marking not only a tremendous technological achievement but also the first indication that an entirely new “space-for-space” industry is emerging—goods and services designed to supply space-bound customers.
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WHAT’S NEXT FOR SILICON VALLEY?
by Maëlle Gavet
Over the last 20 years, Silicon Valley has benefited from a once-in-a-lifetime alignment of advantages. American primacy, the ubiquity of cheap capital, the arrival of the smartphone (among other widely adopted tech innovations), and perhaps most significant, a benign regulatory environment have all conspired to create a historic concentration of wealth and power. The titans of the Valley and their heirs have been free to roam far ahead of lawmakers, watchdogs, and tax codes.
But that might not be true for much longer. Despite the fact that many public tech companies saw their valuations skyrocket during the lockdown and that the Covid-19 pandemic has accelerated mass adoption in e-commerce, online payments, telemedicine, and videoconferencing, there are signs that the gilded age for consumer internet businesses may be drawing to a close.
Four main driving forces are behind this.
First, the near-total dominance of the top tech giants—Facebook, Amazon, Alphabet (Google), Apple, and Microsoft—has become stifling. These companies not only hoover up top talent but they have grown to such a size and have expanded into adjacent markets to such an extent that they are suffocating all but the best new tech businesses. Smaller companies that compete in the markets that Big Tech considers strategic—an ever-expanding list—risk becoming targets of the full financial power of the giants, who aim to crush or buy possible contenders before they grow beyond a certain size. This hegemony impacts innovation and centralizes capital allocation.
Second, triggered in part by the poor post-IPO performances of Uber and Lyft—as well as by those of smaller companies like Casper, SmileDirectClub, Super League Gaming, and YayYo, and the WeWork/SoftBank debacle—investors, both private and institutional, are calibrating their approach. They are tightening requirements for additional financing to reflect the fact that a clear path to profitability, and not just exponential growth or “blitzscaling,” is now considered key. This, combined with the pandemic hitting certain sectors especially hard, has exposed the suspect business models of some startups. In the absence of easy access to funding, whether because of the pandemic or because of precrisis problems, a number of them have seen their investors withdraw and have been forced to close.
Third, regulators, the media, and the public at large are now far more familiar with the downside of tech and the multiple ways the promises made to consumers have been broken. Mass privacy breaches, voter manipulation, disinformation, more-precarious working arrangements, life-threatening products, or the outlandish behavior of certain founders were largely tolerated until a few years ago, mainly because of public ignorance and faith in tech-bro mantras such as “Move fast and break things” and “We’re making the world a better place.” Today, the tech industry receives much more critical scrutiny as the cost of the industry’s unfettered reach and toxic side effects becomes increasingly clear—think of how social media and personalized search results make us more skeptical of science and more hardened in our opinions, or how short-term rentals drive rent increases.
Fourth, similarly, the public mood has decidedly shifted, with more people believing that tech should be accountable for its impact on society. As the tech giants have reached market caps equivalent to midsize national economies, expectations and moral obligations have grown, too. As of this writing, Facebook has a market cap of more than $700 billion, up from $240 billion in just five years, while Apple, Amazon, Microsoft, and Alphabet are now trillion-dollar-plus companies. Even the Business Roundtable, America’s most influential group of corporate bosses, has taken to cheerleading “capitalism with a conscience” with their 2019 statement on the purpose of a corporation asserting a “modern standard for corporate responsibility.”1
All of these trends point to a reckoning on the horizon. Two months before the November 2020 presidential vote, according to Pew Research, 73% of Americans said they were not very confident or not at all confident in the ability of tech giants like Facebook, Twitter, and Google to prevent the misuse of their platforms to influence the election.2 Separate research found that 85% of respondents felt Big Tech has too much power.3 Meanwhile, there’s a growing expectation on both sides of the Atlantic for tech companies to pay their taxes fairly and in full, rather than play the tax-minimization game they’ve gotten away with for so long; researchers at Fair Tax Mark, a U.K. nonprofit that campaigns for tax transparency and justice, identified a gap of $155.3 billion between the expected rate of tax and the cash taxes actually paid by Facebook, Amazon, Netflix, Google, Apple, and Microsoft (collectively known as FANGAM) between 2010 and 2019.4
Against this backdrop, it’s clear that the typical tech business templates of the past few decades will no longer cut it—from either a business or societal perspective—for companies who plan to be around, let alone thrive, 20 years from now. The ready availability of investor cash coupled with sky-high revenue-growth expectations, which together incentivize predatory pricing (undercutting competitors by using venture capital billions to keep prices of, say, an Uber ride or a DoorDash delivery artificially low); the exploitation of independent contractors in the on-demand economy; the algorithms designed to fuel outrage, which increases time spent on social media platforms; the advertising optimization that encourages privacy-shredding microtargeting—these practices are all under threat and unsustainable.
What, then, will the tech business models of the future look like? Given the changing conditions outlined above, thriving in the next era of tech will likely involve meeting a different set of goals. While it is something of a taboo in the Valley (and on Sand Hill Road in particular) to say so, tech’s new era will very likely see slower yet more sustainable growth and reduced profitability.
All these changes in funding, regulation, and public sentiment will likely alter key aspects of the current scale-first business models I’ve described—and will disrupt existing sources of revenue. Based on my 15 years working in tech as an executive for large tech companies and a consultant for the Boston Consulting Group, and now 18 months writing a book about how to make Big Tech more empathetic and human-centric, I believe we’re about to see some major shifts in this rapidly evolving environment—and that there may be new opportunities for a different kind of tech company:
The convergence of these trends means some businesses will be significantly downsized or will even disappear altogether—but others will thrive, albeit with different business models and economics along with reduced expectations and growth trajectories. Still, there is a wild card in all this: the regulators. As businesses are pushed toward monopoly and aggregation to achieve the profitability and competitive advantage required by the markets, increasingly hawkish regulators will likely turn toward antitrust and hands-on oversight and interventions—and the big question is how far they might go. The uncertainty around future regulators’ actions on both sides of the Atlantic is particularly high, given how the looming economic crisis renders protectionism and the defense of national champions more and more tempting. My hope is that the combination of industry-led initiatives, increased consumer scrutiny, and balanced regulation will help tech return to its original aspirations of being a force for good and progress for humanity.
Interestingly, this shifting landscape creates, in my view, a unique opportunity for legacy businesses—not just to pivot digitally but to become the Platforms 3.0. Legacy businesses have huge advantages: They know how to operate in the physical world, they have marketing teams who know how to build and sustain brands, and crucially, they know how to operate profitably in multiple territories within the law. It won’t be easy—most will fail—but the ones that succeed will be richly rewarded.
TAKEAWAYS
There are signs that the gilded age of tech giants may be drawing to a close. Change is coming to Silicon Valley.
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WHAT IT’S LIKE TO BE A BLACK MAN IN TECH
by LeRon L. Barton
As a Black man who has worked in the technology sector for more than 20 years, I can tell you that my race has almost always been a factor in how I am viewed and treated. In many of the companies I have worked for, if not in all of them, I have been one of, and sometimes the sole, African American in my department.
When you’re the only Black person in an office, you notice it.
Glancing around, you notice that no one looks like you, talks like you, or has a story like yours. Nobody has the gall to approach you and say, “Hey, out of the 40 people on this floor, you’re the only Black guy.” But you sense that everyone else notices it too.
You sense it from the stares you receive when you walk through the door, from the looks on people’s faces when they learn that you’re competent at your job, from the alienation you feel after not being invited to lunch with your peers, and from the awkwardness they project when they try to engage you in everyday conversation.
Being Black in tech, like being Black in America, is an exercise of mental toughness. Your mind is constantly wondering, “How long can I last?”
The underrepresentation of African Americans in tech has been an issue since the 1970s, when the Bay Area became known as “Silicon Valley.” Frederick Terman, former Stanford University dean of engineering, had been encouraging his students to start their own companies since the 1950s. The Bay Area ultimately became home to Hewlett-Packard, Intel, and later Facebook, Apple, and Google. Though the lack of diversity at these companies has been questioned and criticized for decades, the problem hasn’t seen much resolution.
In 2018, according to Silicon Valley Bank, only 1% of venture capital dollars went to Black startup founders and Black employees made up only 2.8% of Google’s technical roles and 4.8% of their entire workforce.1 More recently, Twitter reported that Black employees made up only 6% of their staff and Facebook reported 3.8% of their employees were Black.2 All of this contributes to an environment that continues to be hostile toward African Americans, one that tells us, “You are not welcome.”
Over the years, I have talked to many Black folks who also work in tech, from technical support representatives and system engineers to network architects and programmers. We have swapped stories that would make your jaw drop: stories about having the validity of our work badges questioned by the companies that employ us, stories of white team members who perceive us as the “diversity hire” and are surprised that our educations were not paid for by sports scholarships, and stories of peers who are shocked that we didn’t come from broken homes or that we can speak correct English. The number of times we have heard, “You are so articulate,” when answering a question or speaking up at a meeting is mind-blowing.
All of these stories, along with the unending microaggressions—the mispronouncing of names, the questions about where we are really from, and the awe at the fact that we can fulfill and succeed at the jobs we were hired to do: It wears on us—on me—mentally.
To create real change, much work still needs to be done at the organizational and leadership levels. At the same time, Black people cannot afford to wait around for this change to happen. We deserve to take up space, move up, and thrive in Big Tech—and we should, even as we continue to fight for more diverse, equitable, and inclusive workspaces.
If you are Black and you are interested in or currently entering the tech industry, know that it is not going to be easy. You are a minority in a sector that is incredibly slow in addressing race and diversity. But also know that you can find comfort and learn from people who look like you and who share your experience. I’ve spent more than two decades navigating this space, and I can be one of those people. I can offer you some advice.
Below are three lessons I have learned as an IT professional. These points are not meant to solve racism at work or convince tech companies to hire more African Americans. They are meant to provide you with skills you can use to navigate this industry, set healthy boundaries, and protect your mental health and your career development as you grow.
The most powerful thing you can do is be yourself.
The first piece of advice I can offer any Black person entering a predominately white tech company is: Don’t change yourself to fit in. Many times, as one of the few African Americans in a firm, I downplayed who I was and how I felt. I would code-switch, ignore microaggressions, and bypass things that were not professional. Why? Because I wanted to fit in. I didn’t want to be excluded or make waves, and I feared that if I did, I might be fired.
But there were consequences to this. My coworkers felt comfortable making racist jokes around me. “I hear police sirens—they must be coming to arrest LeRon,” got a lot of laughs. These kinds of comments about Black people were said often, and just as often they went unchallenged. I felt the constant stress of “wearing two masks,” one for work and the other for my life. I understood what W. E. B. Du Bois meant when he wrote about “double consciousness,” living as a Black man through the eyes of society and himself.
It took 10 years for me to grow tired of “shrinking myself” at work. I started to speak up for myself, and for others. I brought attention to discussions that could be considered inflammatory by confronting the people who initiated them. I escalated these issues to management. Unfortunately, there were consequences to this too.
When I became more outspoken about race—about how few Black folk are employed in tech and how we are treated—I became known as “that Black guy.” There were certain discussions and panels I was not privy or invited to, opportunities I was not presented with, and possibly even promotions that I did not receive. But I was more OK with those consequences than the ones born out of my silence.
There is a saying, “I would rather be rejected for who I am than accepted for who I am not.” When you are true to yourself and honest with who you are and where you are, that is a powerful thing. In my experience, when you stop trying to be the nonconfrontational Black person and call out the inequalities you see, a weight will be lifted from your shoulders. You will carry a new weight—the weight of being your authentic self in a space that may feel threatened by that. But this is the first step toward your personal growth, toward figuring out what you value and who you want to be at work, and maybe, one day, toward a larger systemic change.
The second most powerful thing you can do is speak up.
Being the only Black person on your team often means that other people begin to view you as the designated “Black expert.” Whenever the questions come up, “Do Black people like this?” or “Why do Black people do that?” you will be approached first.
In my experience, these questions are annoying but often innocuous. But the mood changes when there is a police shooting of an unarmed Black man or when yet another video of a white woman accusing a Black man of stealing or trespassing goes viral. Interactions, even casual ones, become more tense. In moments like these I’ve come to realize that in my teammates’ eyes, I represent all Black people—regardless of age, sociological background, nationality, or other factors.
Confrontation is never easy, but my advice here is to be up front the first time something like this ever happens to you—and it probably will. By letting people know immediately when their comments or questions are offensive, they will grow more aware of how inappropriate their behavior is.
The first time someone approaches you with a question you aren’t comfortable answering, let them know that you are not the authority of all things Black. Explain that we are not a monolithic group but people who have all lived different experiences. If someone jokes and asks, “Hey, do all Black people …?” I would respond in a firm but assertive way, “I don’t know all Black people, so I wouldn’t know how to answer that. Your question is offensive.”
If you are not comfortable confronting the person in the moment, schedule time to talk to them privately and let them know why their comment was hurtful. Either way, speak up and let your teammates know how you feel. Set the precedent that those questions are unacceptable.
Finally, know when to ask for help.
Whenever I give a talk at a corporation, I emphasize: “If someone files a complaint about racism, it is everyone’s responsibility to address it.” Once it happens, everyone needs to stop, direct their attention toward the incident, and listen.
One of the biggest failings I’ve seen in tech management is the lack of ownership. If you tell your manager that you have experienced discrimination, that you feel the work environment is hostile, or that you have seen an act of racism, know that your concerns are always valid and they deserve to be taken seriously.
Sadly, in my experience, these complaints are almost never taken seriously and there is very little, if any, discipline issued to the offending party. The first instinct of most supervisors and managers I have dealt with is to put the blame on the person being discriminated against, tell them they need to learn how to take a “joke,” or explain away the racist incident as an example of “cultural insensitivity.”
When this happens, you, the Black employee, will not feel heard. You may feel gaslighted or think, “Maybe the problem is me? Maybe I don’t fit in here? Maybe I need to change?”
Let me answer those questions for you: No, you are not the problem. You may not always fit in, but that doesn’t mean you need to change. This is not an employee issue or a departmental issue, it is an organizational issue—and your organization needs to be held accountable.
If management is not addressing your report of discrimination and racism, escalate it. Schedule time with your manager’s manager and explain why you are raising the issue to them. If that person does not address it properly, go to their manager. Do not be afraid to continue to escalate the issue. At the highest level you would report it to Human Resources.
To present the strongest case possible, provide documentation. Write down every incident you or your colleagues experience, including the times and dates of each occurrence, what was said or done, and who was involved. If you have allies who can back your statements and support you, even better. It’s harder to ignore a group of people than it is to ignore just one person.
Sometimes you may have to decide if you truly can be who you are at your company. If you have to compromise yourself and your morals to stay, then it is not the right place for you. And it is OK to choose to leave.
In times of fear or doubt, do as I do, and think about this quote from Zora Neale Hurston: “If you are silent about your pain, they’ll kill you and say you enjoyed it.”
As a Black employee in tech, tell your truth. Talk about your experience. Do not water down what you have faced as one of the few in the field. When I started to be more outspoken and follow the advice that I’m giving you, I realized that I am not an individual but part of a collective. My efforts to make tech more equitable are not just about me but also about the networking engineer, the programmer, the project manager, and all of the other professionals that will come after—and that includes you.
TAKEAWAYS
The underrepresentation of Black people in tech has been an issue since the emergence of Silicon Valley. There is scarce venture capital for Black-owned startups, and the percentage of Black employees at tech firms is low. Microaggressions and noninclusive cultures are the norm.
NOTES
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SOCIAL MEDIA COMPANIES SHOULD SELF-REGULATE. NOW.
by Michael A. Cusumano, Annabelle Gawer, and David B. Yoffie
The world witnessed the worst example of the impact that digital platforms can have on society with the debacle at the U.S. Capitol on January 6, 2021. Not only did supporters of Donald Trump try to disrupt the certification of the Electoral College votes, but this deplorable incident was, in large part, fomented over social media.
In the past, Twitter and Facebook have been reluctant to censor posts about conspiracy theories and fake news. Digital platforms also have benefited from a 1996 law, Section 230 of the Communications Decency Act, that grants them immunity from liabilities related to third-party-hosted content. Nevertheless, prompted by false accusations of rigged elections and other fake news, the leading digital platforms in social media recently began tagging some posts as unreliable or untrue and removing some videos. Following the January 6 insurrection attempt, Twitter and Facebook also banned Trump from using their platforms because promotion of violence and criminal acts violates their terms of service. For similar reasons, Apple and Google removed the alternative social media platform Parler from their app stores and Amazon stopped hosting the service.
How did we get into this mess?
Digital platforms can be highly profitable businesses that connect users and other market actors in ways not possible before the internet. When they are successful, they generate powerful feedback loops called “network effects” and then monetize them by selling advertisements. But what happened at the U.S. Capitol illustrates how digital platforms can be double-edged swords. Yes, they have generated trillions of dollars in wealth. But they have also enabled the distribution of fake news and fake products, manipulation of digital content for political purposes, and promotion of dangerous misinformation on elections, vaccines, and other public health matters.
The social dilemma is clear: Digital platforms can be used for evil as well as good.
What’s the solution? Should platform companies wait for governments to impose potentially intrusive controls and respond defensively? Or should they act preemptively?
Governments will inevitably get more engaged in oversight. However, we believe that platforms should become more aggressive at self-regulation now. To explore the feasibility of self-regulation, we researched the history of self-regulation before and after the widespread adoption of the internet. We found that companies have often risked creating a “tragedy of the commons” when they put their short-term, individual self-interests ahead of the good of the consuming public or the industry overall, and, in the long term, destroy the environment that made them successful in the first place.
Before the internet era, several industries, such as movies, video games, broadcasting content, television advertising, and computerized airline reservation systems, faced similar issues and managed to self-regulate with some success. At the same time, these historical examples suggest that self-regulation worked best when there were credible threats of government regulation. The bottom line: Self-regulation may be the key to avoiding a potential tragedy-of-the-commons scenario for digital platforms.
What is “self-regulation”? This refers to the steps companies or industry associations take to preempt or supplement governmental rules and guidelines. For an individual company, self-regulation ranges from self-monitoring for regulatory violations to proactive “corporate social responsibility” (CSR) initiatives. Leaving it up to companies to monitor and restrain themselves can sometimes devolve into a self-regulatory or regulatory “charade.” But that doesn’t need to be the case.
For many decades, companies in the business of producing movies, video games, and television shows and commercials all faced issues around the appropriateness of “content” in a way that resembles today’s social media platforms. To keep regulators at bay, the movie and video game industries resorted to a self-imposed and self-monitored rating system, still in operation today. The broadcasting and advertisement sectors in the 1950s and 1960s faced pushback on the appropriateness of advertisements, with issues resembling what we see today in online advertising. Launched in 1960, the airline reservation industry, led by American Airlines’ Sabre system, introduced self-preferencing in search results, similar to complaints made against Google and Amazon. Self-regulation in these cases often delivered effective and inexpensive guidelines for company operations as well as forestalled more-intrusive government intervention.
History provides several lessons for today’s digital platforms.
First, our leading technology companies need to anticipate when government regulation is likely to become a key factor in their businesses. In movies, radio and television broadcasting, airline reservations via computers, and other new industries, there often occurs a vacuum in regulation in the early years. Then, after a kind of “Wild West” environment, governments step in to regulate or pressure firms to curb abuses. To avoid problematic government regulation, platform companies need to introduce their own controls on behavior and usage before the government revokes all Section 230 protections, a notion that has been debated in Congress. Technology that exploits big data, artificial intelligence, and machine learning, with some human editing, will increasingly give digital platforms the ability to curate what happens on their platforms. The issue is really to what extent the big platforms have the will to self-regulate. The decisions by Facebook, Twitter, Amazon, Apple, and Google during the first week in January 2021 were steps in the right direction.
Second, we find that firms in new industries tend to eschew self-regulation when the perceived costs imply a significant reduction in revenues or profits. Managers rarely like industry regulations that appear “bad for business.” However, this strategy can be self-defeating. If bad behavior undermines consumer trust, then digital platforms will not continue to thrive. Look closely at Section 230. It states that “no provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” This act gives online intermediaries broad immunity from liability for user-generated content posted on their sites. Executives and company lawyers should feel comfortable making reasonable curation decisions under Section 230. However, they have generally resisted and argued that their legal and political positions would be more secure if they avoided potentially controversial curation. Internal debates ranging from free speech versus censorship to how much curation the firm can perform before it crosses the line from platform to “publisher” have led most social media companies to resist aggressive curation until recent years. However, Section 230 also includes a “good Samaritan” exception. This allows platforms to remove or moderate content deemed obscene or offensive, as long as it is done in good faith. There have been growing calls from both Democrats and Republicans to repeal Section 230 because of accusations of bias (i.e., not acting in good faith) and very little curation over the past decade by Twitter, Facebook/Instagram, and other platforms. More explicit and transparent self-regulation, like we observed after the U.S. Capitol debacle, might well produce a better outcome for social media platforms, at least compared to leaving their fate up to Congress.
Third, proactive self-regulation has often been more successful when coalitions of firms in the same sector worked together. We saw this coalition-type activity in movie and video-game rating systems limiting violent, profane, or sexual content; television advertisement rules curbing the promotion of unhealthy products like alcohol and tobacco; and computerized online airline reservations giving equal treatment to airlines, without favoring the system owners. Similarly, social media companies implemented codes of conduct on terrorist activity. Since individual firms may hesitate to enact self-regulation if they incur added costs that their competitors do not, industry coalitions have the benefit of reducing free riding. Now is the ideal time for more “coopetition,” where platforms compete as well as cooperate with rivals.
Fourth, we find that firms or industry coalitions get serious about self-regulation primarily when they see a credible threat of government regulation, even if it may hurt short-term sales and profits. This pattern occurred with tobacco and cigarette ads, airline reservations, social media ads for terrorist group recruitment, and pornographic material. That threat should be clear and obvious to digital platforms now.
In sum, history suggests that modern digital platforms should not wait for governments to impose controls; they should act decisively and proactively now. While the costs of government action in the internet era have been modest so far, the regulatory environment is changing fast. Given the increasing likelihood of government action, the goal of self-regulation should be to avoid a tragedy of the commons, where a lack of trust destroys the environment that has allowed digital platforms to thrive. Going forward, governments and digital platforms will also need to work together more closely. Since more government oversight of Twitter, Facebook, Google, Amazon, and other platforms seems inevitable, new institutional mechanisms for more-participative forms of regulation may be critical to their long-term survival and success.
TAKEAWAYS
Tech companies face the real threat of government intervention in response to socially harmful content they are publishing. To avoid heavy regulation, tech companies should form an industry coalition and act decisively and proactively to self-regulate now.
Adapted from content posted on hbr.org, January 15, 2021 (reprint #H064SP).
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HOW GREEN IS YOUR SOFTWARE?
by Sanjay Podder, Adam Burden, Shalabh Kumar Singh, and Regina Maruca
Without doubt, software is the backbone of virtually all the intelligent solutions designed to support the environment. It’s critical, for example, in efforts to tackle deforestation and reduce emissions. In many instances, however, software is also part and parcel of a rapidly growing carbon footprint. In fact, recent and proliferating digital technologies have begun to worsen many of the environmental problems they are aimed at solving. But companies can make software an integral part of their sustainability efforts by accounting for its carbon footprint in its design, development, and deployment and by rethinking some aspects of how the data centers that provide cloud-based services operate.
Let’s be clear: On its own, software doesn’t consume energy or emit any harmful discharge. The problem lies in the way software is developed for use—and then in the way it is used. Software runs on hardware, and as the former continues to grow, so does reliance on the machines to make it run.
For example, blockchain drives some of the most advanced green solutions available, such as microgrids that allow residents to trade environmentally friendly energy. This software innovation is also behind the development of cryptocurrency. In 2019, researchers at the University of Cambridge estimated that the energy needed to maintain the Bitcoin network surpassed that of the entire nation of Switzerland.1
Then there’s the information and communications technology sector as whole. By 2040, it is expected to account for 14% of the world’s carbon footprint—up from about 1.5% in 2007.2
The very development of software can be energy intensive. For example, consider what we learned when we trained an artificial intelligence (AI) model on a small, publicly available data set of iris flowers. The AI model achieved accuracy of 96.17% in classifying the flowers’ different species with only 964 joules of energy.3 The next 1.74%-point increase in accuracy required 2,815 joules of energy consumption. The last 0.08% incremental increase in accuracy took nearly 400% more energy than the first stage.
Now consider that same example in the context of the bigger picture of AI overall. Training a single-neural-network model today can emit as much carbon as five cars in their lifetimes.4 And the amount of computational power required to run large AI training models has been increasing exponentially, with a 3.4-month doubling time.5
All that said, it wouldn’t make sense to limit reliance on software as a means to enable work, especially in the post-Covid world, where working from home or remote locations could become the norm for many. Nor would limiting software-driven innovation be a viable response.
However, companies can make software an integral part of their sustainability efforts by judging its performance on its energy efficiency as much as on traditional parameters (e.g., functionality, security, scalability, and accessibility) and by including green practices and targets as criteria for CIO performance reviews.
Ultimately, the rewards would outweigh the challenges: The early, increased scrutiny that building green software requires translates into a higher-quality product: leaner, cleaner, and more fit for its purpose. These qualities also offset additional up-front costs. Green software will help large companies meet their environmental, social, and corporate governance (ESG) targets, an increasingly important performance measure for stakeholders. Finally, our research (soon to be published) has shown that newly minted computer engineers are increasingly weighing a company’s focus on sustainability when choosing an employer; a commitment to green software can be a persuasive draw.
So how can companies go green with their software? It’s a three-part process that begins with articulating a strategy that sets some boundaries, then targets the software development life cycle, and makes the cloud green as well. No single company that we know of is engaged fully in this process as we describe it and reaping the full benefits of purposefully green software. However, a growing number of businesses—including Google, Volkswagen, and Rainforest (itself a software testing company)—are deploying a variety of the following approaches and techniques.
Articulate a strategy that guides trade-offs and allows for flexibility.
Doing this will get IT teams thinking about the right level of tolerance for their software’s environmental effects. There are almost always trade-offs between business and environmental goals, and software engineers need to be able to determine where the go/no-go line is. Think back to the AI model we trained on the iris flower data set. Whether that last step to increase the accuracy is worth the energy it consumes is a business decision that requires clear guidance from the top.
It is equally important that the strategy call for flexibility—allowing engineers running room to improvise and to learn through trial and error. Green software is still an emerging field, largely limited to academia. There are no guidebooks for engineers in this area.
Finally, this broad strategy should suggest the metrics needed to measure progress. For software updates, these would not be difficult to set (for example, by determining how much more energy a new version consumes than the previous version). For new software, however, useful measures would be more difficult to define. Initially they could include such measures as memory-use efficiencies, the amount of data used, and floating-point (mathematical) operations per second.
Review and refine the software development life cycle.
Start by asking: What is the smallest possible environmental footprint we could make with this application? Use that expectation to guide the first stages of the software development cycle. This expectation may shift as you gain knowledge, but it can be a great help in informing the feasibility study and any assessment of trade-offs between alternate approaches.
Then develop recommendations on, for example, the algorithms, programming languages, application programming interfaces (APIs), and libraries you can draw on to minimize carbon emissions. And demand constant assessment of alternatives that might be more efficient. These assessments would test the software’s compatibility across various energy-constrained hardware designs, such as mobile, car, and home controls.
At the deployment stage, monitor real-time power consumption through techniques such as dynamic code analysis. The data you gather will be critical for understanding the gaps between the design choices and actual energy profiles.
Some companies are offering tools to help develop power-aware and increasingly efficient systems. For example, Intel offers developers tools and resources for managing energy consumption. The company’s Software Development Assistant allows engineers to take energy measurements from the system as it executes specific workloads within their application and determine its efficiency.
However, these sorts of tools are in short supply. Assessing key trade-offs between carbon emissions and business objectives such as flexibility is still an uphill climb.
Make the cloud green.
Modern applications are almost always deployed in the cloud. But the exponential growth in cloud-based services has resulted in the rapid expansion of power-intensive data centers. Data centers consume about 2% of global electricity today; by 2030, they could consume as much as 8%.6
To date, most efforts to make data centers green have focused on optimizing hardware (by reducing the incidence of overheated servers) and reducing carbon emissions (by increasing the mix of renewable energy that powers them). These techniques are helping to address the problem; however, including sustainable software interventions opens new opportunities to save energy.
For example, eliminating duplicate copies of data or compressing data into smaller chunks would save energy. So would deploying graphics-processing units to manage workloads at the edge (near the device or the end user), which creates efficiencies by breaking up large tasks into smaller ones and divvying them up among many processors.
Adopting greener server architectures will likely prove crucial for saving energy consumption. Using virtual servers, for example, would help companies scale up their servers on demand, conserving energy in enterprise data centers. Virtualization essentially enables the creation of multiple simulated environments (or dedicated resources) from a single, physical hardware system. Containerization, essentially an improvement over virtual systems, is another option. Where serverless computing separates applications at the hardware level, containerization separates them at the operating-system level.
Newer application architectures—such as serverless computing or functions-as-a-service (FaaS)—enable even more control over capacity and by extension, energy consumption. Serverless computing, for example, efficiently shares infrastructure resources by executing functions only on demand. And since it bills by execution time, it compels programmers to improve their codes’ efficiency. Large serverless-computing service providers such as AWS Lambda and Microsoft Functions, for example, provide for continuous scaling with a pay-as-you-use cost model.
Whether it is the mobile phone that requires more-efficient use of resources and computing power to save energy or the cloud data center where servers must be optimized for energy consumption, the need for green software will continue to grow. By including software in your sustainability efforts now, your company will have a head start in this important area.
The authors thank Vikrant Kaulgud and Vibhu Saujanya Sharma from Accenture Labs and Shruti Shalini and Dave Light from Accenture Research for their contributions to this article.
TAKEAWAYS
The way software is designed, developed, and deployed can have a major impact on energy consumption. Including software in your sustainability efforts calls for a three-part process:
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