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Intelligence
HOW TO GET IT
CHAPTER ONE
Varieties of Intelligence
By intelligence the psychologist [means] inborn, all-around intellectual ability…inherited, not due to teaching or training…uninfluenced by industry or zeal.
—Sir Cyril Burt and colleagues (1934)
I BEGAN HAVING TROUBLE with arithmetic in the fifth grade, after I missed school for a week just when my class took up fractions. For the rest of elementary school I never quite recovered from that setback. My parents were sympathetic, telling me that people in our family had never been very good at math. They viewed math skills as something that you either had or not, for reasons having mostly to do with heredity.
My parents probably were not aware of the psychological literature on the question of intelligence, but they were in tune with it. Many if not most experts on intelligence in the late twentieth-century believed that intelligence and academic talent are substantially under genetic control—they are wired in and more or less unfold in any reasonably normal environment. Such experts were suspicious about the likely success of any effort to improve intelligence and were not surprised when interventions such as early childhood education failed to have a lasting effect. They were quite dubious that people could become smarter as the result of improvements in education or of changes in society.
But the results of recent research in psychology, genetics, and neuroscience, along with current studies on the effectiveness of educational interventions, have overturned the strong hereditarian position on intelligence. It is now clear that intelligence is highly modifiable by the environment. Without formal education a person is simply not going to be very bright—whether we measure intelligence by IQ tests or any other metric. And whether a particular person’s IQ—and academic achievement and occupational success—is going to be high or low very much depends on environmental factors that have nothing to do with genes.
There are three important principles of this new environmentalism:
The basic message of this book is a simple one about the power of the environment to influence intelligence potential, and more specifically about the role that schools and cultures play in affecting the environment. The accumulated evidence of research, much of it quite recent, provides good reason for being far more optimistic about the possibilities of actually improving the intelligence of individuals, groups, and society as a whole, than was thought by most experts even a few years ago.
On the other hand, just as there are laypeople and experts who are wrongly convinced that intelligence is mostly a matter of genes, there are laypeople and experts who have mistaken and sometimes overly optimistic ideas about the sorts of things that can improve intelligence and academic performance. One of the goals of this book is to present evidence on which interventions are most effective.
The chapters that follow emphasize that societal and cultural differences among groups have a big impact on intelligence and academic achievement. People of lower socioeconomic status have lower average IQs and achievement for reasons that are partly environmental—and some of the environmental factors are cultural in nature. Blacks and other ethnic groups have lower IQs and achievement for reasons that are entirely environmental. Most of the environmental factors relate to historical disadvantages but some have to do with social practices that can be changed.
Culture can also confer advantages for the development of intelligence and academic achievement. Some cultural groups have distinct intellectual advantages, on average, over the mainstream white population. These include people with East Asian origins and Ashkenazi Jews. Later, I discuss what these advantages are due to and whether some of them might be adopted by others who would like to increase their own intelligence and academic achievement.
Finally, I present ways of improving intelligence as suggested by new scientific findings.
Nearly everything in this book is readily understood without any particular technical knowledge. But it might be helpful to be familiar with statistics, so I provide an appendix defining some terms. Readers who want to brush up on their statistics might also want to look at the appendix. The concepts discussed there are normal distribution, standard deviation, statistical significance, effect size (in standard deviation terms), correlation coefficient, self-selection, and multiple-regression analysis.
Note that I have a somewhat atypical aversion to multiple-regression analysis, in which a number of variables are measured and their association with some dependent variable is examined. Such analyses can give a false impression of the degree to which causality can be inferred, and I refer to them only rarely and always with skepticism. Those of you who would like to see the basis of my prejudice can look at the part of Appendix A that deals with it.
To get us started, in this chapter I define intelligence, discuss how it is measured, present evidence on the two different kinds of analytic intelligence assessed by IQ tests, and discuss the types of intelligence not measured by IQ tests. I also examine how well IQ predicts academic achievement and occupational success, the types of intelligence not tapped by IQ, and important aspects of motivation and character.
Defining and Measuring Intelligence
A definition of intelligence by Linda Gottfredson is a good place to start:
[Intelligence is] a very general mental capability that, among other things, involves the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly and learn from experience. It is not merely book learning, a narrow academic skill, or test-taking smarts. Rather it reflects a broader and deeper capability for comprehending our surroundings—“catching on,” “making sense” of things, or “figuring out” what to do.
Experts in the field of intelligence agree virtually unanimously that intelligence includes abstract reasoning, problem-solving ability, and capacity to acquire knowledge. A substantial majority of experts also believe that memory and mental speed are part of intelligence, and a bare majority include in their definition general knowledge and creativity as well.
These definitions leave out some aspects of intelligence that people in other cultures would be likely to include. Developmental psychologist Robert Sternberg has studied what laypeople in a large number of cultures think should be counted as intelligence. He finds that a good many people include social characteristics, such as ability to understand and empathize with other people, as aspects of intelligence. This is especially true of East Asian and African cultures. In addition, East Asian understanding of intelligence emphasizes the pragmatic, utilitarian aspects more than Western views do, which are more likely to value the search for knowledge for its own sake, whether or not it has any obvious immediate uses.
Intelligence is often measured by IQ tests. The Q, by the way, stands for quotient. The original IQ tests, which were devised for schoolchildren, defined intelligence as mental age divided by chronological age. By that definition, a ten-year-old with a test performance characteristic of twelve-year-olds would have an IQ of 120; one with a mental age typical of eight-year-olds would have an IQ of 80. But modern IQ tests arbitrarily define the mean of the population of a given age as being 100 and force the distribution around that mean to have a particular standard deviation—usually 15. So a person whose performance on the test was one standard deviation above the mean for his or her age group would have an IQ of 115.
To give you an idea of what an IQ difference of 15 points means, a person with an IQ of 100 might be expected to graduate from high school without much distinction and then attend a year or two of a community college, whereas a person with an IQ of 115 could expect to graduate from college and might go on to become a professional or fairly high-level business manager. In the other direction, someone with an IQ of 85, which is at the bottom of the normal range, is a candidate for being a high school dropout and could expect a career cap of skilled labor.
Although IQ tests were designed to predict school achievement, it quickly became apparent that they were measuring something that overlaps substantially with ordinary people’s understanding of what intelligence is. At any rate, people’s ratings of other people’s intelligence correlate moderately well with the results of IQ tests. Those who are rated higher in intelligence by ordinary people also get higher IQ test scores.
There are a huge number of IQ tests, but there is not much difference among the reasonably comprehensive ones, and the typical correlation between any two tests, even those having rather different apparent content, is in the range of .80 to .90.
Tests of intelligence sometimes measure quite specific skills such as spelling ability and speed of reasoning. Such highly specific tests tend to correlate with one another in clusters. For example, tests of memory tend to be correlated. The same is true for tasks measuring visual and spatial perception of various kinds (for example, arranging colored blocks to match a two-dimensional design) and for tasks measuring verbal knowledge (for example, vocabulary). All tests of anything that you would be likely to call intelligence are correlated at least to some degree. (For that matter, everything that a society holds to be good is correlated with every other good thing to some degree. Life is unfair.)
BOX 1.1 Subtests Employed on the Wechsler Intelligence Scale for Children (WISC)
Information: | What continents lie entirely south of the equator? |
Vocabulary: | What is the meaning of derogatory? |
Comprehension: | Why are streets usually numbered in order? |
Similarities: | How are trees and flowers alike? |
Arithmetic: | If six oranges cost two dollars, how much do nine oranges cost? |
Picture Completion: | Indicate the missing part from the incomplete picture. |
Block Design: | Use blocks to replicate a two-color design. |
Object Assembly: | Assemble puzzles depicting common objects. |
Picture Arrangement: | Re-arrange a set of scrambled pictures so that they describe a meaningful set of events. |
Coding: | Match symbols with shapes using a key as a guide. |
As an example of a particular IQ test, Box 1.1 shows subtests of the Wechsler Intelligence Scale for Children (WISC), which can be given to children aged six to sixteen. Correlations among subtests of IQ tests like this are in the vicinity of .30 to around .60. That they are correlated is reflected in the notion that there is something that corresponds to general intelligence, a construct known as the g factor. (Factor has a technical meaning that is unnecessary for us to pursue. The g factor is itself highly correlated with IQ score, but it is slightly different from IQ score in respects that needn’t concern us here.) Some subtests better correlate with the g factor than others, and we say that they have high g loadings. The Vocabulary subtest, for example, is highly correlated with g, whereas Coding (matching symbols using a key) is not.
Figure 1.1. A problem similar to those on the Raven Progressive Matrices test. From Flynn ( 2007. Reprinted with permission.
The Two Types of IQ
There are actually two components to g or general intelligence. One is fluid intelligence, or the ability to solve novel, abstract problems—the type requiring mental operations that make relatively little use of the real-world information you have been obtaining over your lifetime. Fluid intelligence is exercised via the operation of so-called executive functions. These include “working memory,” “attentional control,” and “inhibitory control.” The information that you must sustain constantly in your mind in order to solve a problem, and that requires some effort to maintain, is said to be held in working memory. Attentional control is the ability not only to sustain attention to relevant aspects of the problem but also to shift attention when needed to solve the next step in the problem. And inhibitory control is the ability to suppress irrelevant but tempting moves.
Figure 1.1 shows a classic example of a problem that tests fluid intelligence. It’s from the Raven Progressive Matrices. The word matrices refers to the collection of figures in the problems—arrayed as 2 × 2 or 3 × 3 matrices. The word progressive refers to the fact that the problems get harder and harder. John C. Raven published the first version of the test in 1938.
The example that the problem-solver must follow is set up by the two figures in the top row of the left panel. The figure at the left in the bottom row then specifies what has to be transformed in order to solve the problem. The six figures on the right correspond to the answer alternatives. The solution of the problem requires you to notice that the figure in the upper left of the left panel is a diamond and the figure in the upper right is a square. This tells you that the answer has to be a square. Then you must notice that the bottom half of the upper diamond is divided into two, with the left portion in black. The fact that the left half of the figure on the right is also black tells you that the corresponding portion of the square on the bottom right must match the corresponding portion in the lower left diamond—that is, the entire bottom half must be black. Then you notice that to make the top right figure, one of the bars has been removed from the top left diamond while symmetry of the bars has been preserved. This establishes that you must remove one of the bars of the square at the bottom while preserving symmetry. Now you know that the correct answer must be the square at the bottom right of the answer panel.
Of the subtests on the WISC shown in Box 1.1, the ones that most involve fluid intelligence are Picture Completion, which requires you to attend to all aspects of a figure and analyze which portion of it is missing; Block Design, which requires you to operate with purely abstract visual materials; Object Assembly, which requires going back and forth between your knowledge of what the desired object looks like and the abstract shapes that must be used to compose it; Picture Arrangement, which requires you to hold in working memory the various pictures and to rearrange them mentally until a coherent story is told by the pictures in a given order; and Coding, which is a completely abstract task that measures primarily speed of information processing. Scores on these types of tests are sometimes said to comprise the Performance IQ, referring to the fact that all of the subtests require performing operations of some kind. These operations are brought to bear on the spot and draw only somewhat on stored knowledge.
The other type of general intelligence is called crystallized intelligence. This is the store of information that you have about the nature of the world and the learned procedures that help you to make inferences about it. The subtests on the WISC that tap crystallized intelligence most heavily are Information, Vocabulary, Comprehension, Similarities, and Arithmetic. Doing arithmetic, of course, involves both calling up stored or crystallized knowledge and performing operations, most if not all of which have been learned previously. The WISC creators refer to the total of the scores on this collection of subtests as Verbal IQ, since most of the information being drawn upon is verbal in nature. The score that combines Performance IQ with Verbal IQ is called Full Scale IQ.
How do we know that there are two fundamentally different types of general intelligence? We know this first because the subtests that we describe as performance-oriented clearly draw relatively more on reasoning skills (fluid intelligence) than on knowledge (crystallized intelligence), and the subtests that we call verbal clearly depend relatively more on knowledge (including knowledge about algorithmic solutions) than on reasoning skills. Also, the verbal subtests have higher correlations with one another than they do with the performance subtests, and vice versa.
In addition, the subtests that we call measures of fluid intelligence rest on executive functions that are mediated by a portion of the frontal cortex called the prefrontal cortex (PFC) and another region linked in a network with the PFC called the anterior cingulate. The destruction of the PFC has devastating consequences for mental tasks that require the executive functions of working memory, attentional control, and inhibitory control. People with severe damage to the PFC may be so incapable of solving Raven matrices that they function at the level of mentally retarded people on that test, yet have crystallized intelligence that is entirely normal. The opposite pattern also occurs. Autistic children usually have impaired crystallized intelligence but may have normal or even superior fluid intelligence.
As one would expect given the lesion evidence, the PFC is particularly active, as demonstrated in brain-imaging studies, when people attempt to solve problems that make substantial use of fluid intelligence, such as the Raven matrices and difficult mathematical problems.
Additional evidence for the two types of intelligence is that fluid intelligence and crystallized intelligence have quite different trajectories over a lifetime. Figure 1.2 shows an idealized version of those trajectories. The growth of fluid intelligence is rapid over the first years of life but begins to decline quite early. Already by the early twenties, fluid intelligence shows some decline. Mathematicians and others who work with symbolic, abstract materials for which they must invent novel solutions may find their powers fading somewhat by the age of thirty. By seventy years old, fluid intelligence is noticeably less than it has been—more than one standard deviation lower. Older people find it harder to solve puzzles and mazes. Crystallized intelligence, on the other hand, may continue to increase over the lifespan, at least until very old age. Historians and others whose best work depends on a large storehouse of information may find their powers increasing well into their fifties.
Figure 1.2. Schematic rendering of fluid intelligence and crystallized intelligence over the life span. From Cattell ( 1987).
Note that everything I have just written about the age trajectories of fluid and crystallized intelligence is controversial to some degree. I will spare you the ins and outs of this controversy and simply say that the universally agreed-upon fact is that fluid intelligence begins to decline earlier than crystallized intelligence.
That fluid intelligence declines earlier in life than crystallized intelligence could be predicted by the fact that the PFC shows deterioration earlier than other structures in the brain.
A final source of evidence that the two types of intelligence exist is that executive functions and overall IQ may be separately heritable. Executive functions are inherited to a degree from parents, and so is crystallized intelligence, or the knowledge that helps people solve problems. A person can inherit relatively high executive function from parents who have relatively high executive function, yet can inherit relatively low crystallized intelligence from the same parents who score relatively low on this dimension.
Fluid intelligence is more important to good intellectual functioning for younger people than it is for older people. For young children, the correlation between fluid intelligence and reading and math skills is higher than that for crystallized intelligence. In contrast, for older children and adults, the correlation between crystallized intelligence and reading and math skills is higher than that for fluid intelligence. This point becomes crucial later, when I discuss some of the reasons for the relatively low IQ of people of lower socioeconomic status and members of some minority groups, and some of the possible ways to improve IQ.
Another extremely important fact about fluid intelligence is that the PFC has substantial interconnections with the limbic lobe, which is heavily involved in emotion and stress. During emotional arousal, there is less activity in the PFC, and so fluid-intelligence functioning is worse. Over time, continued stress may result in permanently reduced PFC function. This information too becomes critical later, when I discuss the modifiability of fluid-intelligence functioning for the poor and minorities.
In the meantime, however, I focus on the simple IQ score, combining fluid and crystallized intelligence, and make distinctions between the two types of intelligence when that is important.
Varieties of Intelligence
What do IQ scores predict? First of all, they predict academic grades. This is scarcely surprising, because that is why Alfred Binet invented IQ tests more than a hundred years ago. He wanted to be able to determine which children would be unlikely to benefit from normal education and therefore would require special treatment. The correlation today between the scores on typical intelligence tests and the grades of schoolchildren is about .50. That value is substantial, but it leaves room for a great many variables that are not measured by an IQ test to play a role in predicting academic performance.
IQ tests tend to measure what has been called “analytic” intelligence as distinct from “practical” intelligence. Analytic problems typically have been constructed by other people; are clearly defined; have all the information necessary to solve them embedded in their description; have only one right answer; usually can be reached only by one particular strategy; are often not closely related to everyday experience; and are not particularly interesting in their own right. These can be contrasted with “practical” problems, which require recognition that there is something to be solved; are usually not well defined; typically require seeking out information relevant to their solution; have several different possible solutions; are often embedded in everyday experience and require such experience for their solution; and engage—and usually require—intrinsic motivation.
Robert Sternberg measures practical intelligence with questions asking people, for example, how to handle problems like entering a party where one does not know anyone, discussing what share of rental payments is fair for each of several people, and writing a letter of recommendation for someone who is not well known to the person writing it.
Sternberg also writes about a third type of intelligence, which he calls “creative” intelligence. This is the ability to create, invent, or imagine something. He measures creative intelligence by, for example, giving people a title, such as “The Octopus’s Sneakers” or “A Fifth Chance,” and asking them to write the story. He also measures creative intelligence by asking people to look at a sequence of pictures and having them tell a story about one of them, and by having people develop advertisements for new products.
When Sternberg measures analytic intelligence in the standard way, by SAT or ACT scores or IQ tests, and practical and creative intelligence by his novel measures, he finds that his practical and creative measures add to the predictability of outcomes such as success in school and work performance. Sometimes the increments in predictability are substantial; in fact they sometimes outperform IQ tests by a significant margin.
Sternberg is highly persuasive when he talks about three hypothetical graduate students. Analytic Alice is brilliant in discussion of ideas and is a superb critic of the products of others. Creative Cathy is not so incandescent in her treatment of ideas, but she comes up with lots of interesting notions of her own, a certain fraction of which end up paying off. Practical Patty is neither analytically brilliant nor especially innovative. But she can figure out a way to get the job done. She can get from here to there in sensible, cost-effective ways.
What you hope for are colleagues with all three types of intelligence, of course, but especially when you work on a team, even the people who stand out in only one dimension have a vital role to play. It is worth noting that Sternberg’s measures of practical and creative intelligence show much less of a separation between minority and majority groups than do analytic tests, meaning that they become a way to bring more minorities into educational and occupational roles where their entrance might be blocked by tests of analytic intelligence.
Howard Gardner argued that IQ tests measure only linguistic, logical-mathematical, and spatial abilities but neglect other “intelligences.” These include various “personal intelligences” resembling the “emotional intelligence” that social psychologist Peter Salovey and his colleagues researched. Emotional intelligence includes being able to accurately perceive emotion, using emotions to facilitate thinking, understanding emotions, and managing emotions in self and others. Emotional intelligence as measured by Salovey and his colleagues is virtually uncorrelated with analytic intelligence as measured by IQ tests, but it predicts peer and supervisor ratings of dimensions like interpersonal sensitivity, sociability, contributing to a positive work environment, stress tolerance, and leadership potential. Some might want to avoid the term intelligence for these measures of emotional skills, but that is a quibble.
The other intelligences that Gardner discussed are “musical” and “bodily kinesthetic.” Some intelligence researchers are utterly contemptuous of using the term intelligence for these skills. But there are such things as musical and kinesthetic ideas, and there are such things as musical and kinesthetic problems to be solved. I’m personally willing to call Beethoven’s Seventh Symphony and Alvin Ailey’s “Revelations” works of genius. So I am perfectly content to say that the skills that invented those works are the products of intelligence. But I wouldn’t try to press my personal preference on others who are resistant to that label.
Gardner justified his lengthening of the list of intelligences by pointing out that there are child prodigies for most of them, and there is neurological evidence that different areas of the brain are specialized for each of the intelligences he identified. Whether one calls his additions to the intelligence list mere skills or something else, it is clear that they are somewhat separate from the standard analytic ones and that measures of them predict—or in principle could predict—important aspects of skilled human endeavor that the standard tests do not.
Motivation and Achievement
Finally, characteristics that no one would call intelligence have a marked effect on academic and occupational achievement.
Decades ago, personality psychologist Walter Mischel studied the ability of children to delay gratification. He put preschoolers from a Stanford University nursery school into a room (alone, they thought, but with an experimenter watching their every move) where there was a cookie, a marshmallow, a toy, or some other desirable object. The children were told that they could have the object whenever they wanted. They had only to ring a bell and then the experimenter would come in and let them have the object. Or they could wait until the experimenter returned of his own accord. If they waited that long they could have two cookies, marshmallows, or toys. The dependent measure is called the “delay of gratification.” The longer the child waits before ringing the bell, the greater the ability to delay gratification.
Mischel then waited more than a decade, until these mostly upper-middle-class kids were in high school. The children who had waited the longest before taking the goodie were rated by their parents as being better able to concentrate, better planners, and better able to tolerate frustration and to deal maturely with stress. These traits paid off in tests of measured academic intelligence. The greater the toddler’s ability to delay gratification, the higher the SAT score in high school. The correlation between delay time of the toddler and the SAT Verbal score was .42; the correlation for the SAT Math score was .57. It is possible that the brighter toddlers are the ones who had the longer delay times, but it seems unlikely that this is the whole explanation. More plausible is that children who were better able to resist temptation were better able to hit the books when they got older. This is not the last time we will have occasion to note that SAT scores, which correlate highly with IQ scores, are not equivalent to IQ. Some cultural groups do better on SAT scores than would be predicted by their IQ—for reasons that probably have to do with motivation.
That motivational factors affect academic achievement levels is scarcely shocking. That motivation may sometimes actually be a better predictor of academic achievement than IQ is, however, a surprise. This is what an extremely important study found for eighth-graders at a magnet school in a large city in the Northeast. Psychologists Angela Duckworth and Martin Seligman measured self-discipline in a variety of ways. They asked the students about the degree to which they said and did things impulsively; they quizzed the students about different kinds of rewards, asking them about the degree to which they would prefer a small, immediate version of the reward versus a large, delayed reward; they actually offered the children one dollar immediately versus the opportunity to get two dollars a week later; and they asked parents and teachers about each student’s ability to inhibit behavior, follow rules, and control impulsive reactions. They combined scores on all of these measures into a single omnibus measure of self-discipline and then compared how well this measure predicted grades versus how well a standard IQ test predicted grades. The result: the IQ test was not nearly as good a predictor of grades as the motivational measure. The correlation for IQ was a very modest .32. The correlation for self-discipline was more than twice as high—.67. The self-discipline measure was a slightly better predictor of standard school achievement test scores than was IQ—.43 versus .36, though the difference was not statistically significant. If you had to choose for your child a high IQ or strong self-discipline, you might be wise to pick the latter.
The results of the Duckworth and Seligman study, important as they are, need to be replicated. The differences between self-discipline and IQ as predictors of achievement might not be the same at a nonselective school or even another magnet school. Nevertheless, the study stands as proof of the hypothesis that motivational factors can count more than IQ as a predictor of achievement.
Let’s draw together some of the lessons of the research I have been describing.
IQ is only one component of intelligence. Practical intelligence and creative intelligence are not well assessed by IQ tests, and these types of intelligence add to the predictability of both academic achievement and occupational success. Once we have refined measures of these types of intelligence, we may find that they are as important as the analytic type of intelligence measured by IQ tests.
Intelligence of whatever kind and however measured is only one predictor of academic and occupational success. Emotional skills and self-discipline and quite possibly other factors involving motivation and character are important for both.
To these qualifications of the importance of IQ, we can add the fact that, above a certain level of intelligence, most employers do not seem to be after still more of it. Instead, they claim that they’re after strong work ethic, reliability, self-discipline, perseverance, responsibility, communication skills, teamwork ability, and adaptability to change.
So IQ is not the be-all and end-all of intelligence, and intelligence, even when defined more broadly than IQ score, is not the only important factor influencing academic success or occupational attainment. And academic success is itself only one predictor of occupational success.
What IQ Predicts
Nevertheless, IQ and academic success are associated with a great many outcomes. But it is surprisingly difficult to specify exactly what the causal pathways are. Researchers often determine the individual’s contemporary IQ or IQ earlier in life, socioeconomic status of the family of origin, living circumstances when the individual was a child, number of siblings, whether the family had a library card, the educational attainment of the individual, and other variables, and put all of them into a multiple-regression equation predicting adult socioeconomic status or income or social pathology or whatever. Researchers then report the magnitude of the contribution of each of the variables in the regression equation, net of all the others (that is, holding constant all the others). It always turns out that IQ, net of all the other variables, is important to outcomes. But as I make clear in Appendix A on statistics, the independent variables pose a tangle of causality—with some causing others in goodness-knows-what ways and some being caused by unknown variables that have not even been measured. Higher socioeconomic status of parents is related to educational attainment of the child, but higher-socioeconomic-status parents have higher IQs, and this affects both the genes that the child has and the emphasis that the parents are likely to place on education and the quality of the parenting with respect to encouragement of intellectual skills and so on. So statements such as “IQ accounts for X percent of the variation in occupational attainment” are built on the shakiest of statistical foundations. What nature hath joined together, multiple regression cannot put asunder.
But it is possible to get a much firmer bead on the importance of IQ in determining life outcomes. Political scientist Charles Murray has looked at people whose IQs were measured by the Armed Forces Qualification Test as part of the National Longitudinal Survey of Youth begun in the late 1970s. He examined income and other social indicators for the original group when they were adults many years later. But he did this for a highly selected sample—sibling pairs who were not born into poverty (that is, their income was higher than the lowest quartile of income), who were not illegitimate, and whose parents were together at least up until the child was seven. But the pairs had to differ in IQ. Each person either had an IQ in the normal range—from 90 to 109—or had one outside that range. The sibling with an IQ outside that range could either be bright (110–119), very bright (120+), dull (80–89), or very dull (less than 80).
Murray could ask for this sample, which he called “utopian,” how much difference it made to have IQ in the normal range versus outside that range in one direction or another. The firmest measure that he had was the income of the individuals as adults. Income, of course, is correlated with occupational attainment and social class, so when we look at income we can treat it as a proxy for these other variables as well. He also had good data on whether the women in the sample had given birth to illegitimate children. This variable too can be taken as a proxy for a large number of other variables, in this case some involving social dysfunction such as likelihood of incarceration and likelihood of being on welfare.
What Murray found is that even in this stable, mostly middle-class group of siblings, different IQs are associated with very different outcomes. Table 1.1 shows that if a person had a normal-IQ sibling but was very bright himself or herself, the very bright sibling made more than a third more money (and thus would have had on average a substantially higher-status job). If a person had a normal-IQ sibling but was himself or herself very dull, the very dull sibling made less than half as much as the normal-IQ sibling. Illegitimate births were also very much tied to IQ. Very dull women were two and a half times as likely to have illegitimate children as their normal-IQ siblings.
TABLE 1.1 Relationship between IQ and income and percentage of women having illegitimate children, for siblings from the same stable, middle-class family who differ in IQ
IQ Group | Income | Illegitimacy Rate (%) |
Very bright siblings (120+) | $70,700 | 2 |
Bright siblings (110–119) | $60,500 | 10 |
Reference group (90–109) | $52,700 | 17 |
Dull siblings (80–89) | $39,400 | 33 |
Very dull siblings (< 80) | $23,600 | 44 |
What is important about these analyses is that they show that members of the same family who have different IQs have very different life outcomes on average. Importantly, the analyses remove from consideration the effects of socioeconomic status of the family of origin, since all of the comparisons are between members of the same family. The analyses do not prove that IQ alone is directly causing those outcomes. For example, it is likely that educational opportunity, which is mediated by IQ, is also an important part of the causal chain. In effect, education probably acts as a multiplier of the effect of IQ. And IQ is undoubtedly associated with aspects of character and motivation that play a role as well. But the results are very telling about the importance of IQ and its correlates even among members of the same, relatively high-status and stable, family.
The IQ scores Murray examined are undoubtedly influenced substantially by genes. Some children in a family get a better luck of the genetic draw from their parents. Murray himself has long been associated with the view that IQ is largely genetically determined, and with the view that, partly because of this, IQ is not very susceptible to influence by environmental factors. But how important are genes, exactly? And what role do they leave for the environment? In the next chapter I pursue the questions regarding the degree to which intelligence is something that is inherited and the degree to which the environment can modify it.
CHAPTER TWO
Heritability and Mutability
…75 percent of the variance [in IQ] can be said to be due to genetic variables…and 25 percent to environmental variation.
—Arthur Jensen (1969)
Being raised in one family, rather than another…makes few differences in children’s personality and intellectual development.
—Sandra Scarr (1992)
NOT SO VERY LONG AGO, scientists who study IQ more or less agreed that intelligence is mostly heritable. Some still consider it to be about 75 to 85 percent heritable, at least for adults. The effects of the environment that children share by virtue of being raised in the same family have often been presumed to be slight, sometimes literally zero by the time the children are adults. Scientists frequently believed, or at least wrote as if they did, that the overwhelming importance of heritability meant that the environment could do little and that social programs intended to improve intelligence were doomed to failure.
But many scientists today consider the heritability of IQ to be much lower than 75 to 85 percent. This environmentalist camp estimates heritability to be .50 or less. (Though, as you will see later, heritability actually differs quite a bit from one population group to another.) And I agree with these scientists—in fact I suspect heritability may be even lower than .50.
In the first section of this chapter, I show why earlier estimates of heritability were so high. Even more important, I review the results of adoption studies showing that raising someone in an upper-middle-class environment versus a lower-class environment is worth 12 to 18 points of IQ—a truly massive effect. This fact places a very high upper bound on the degree to which the environment can influence intelligence. Finally, I emphasize that the heritability of a characteristic places no theoretical limits on the degree to which it can be affected by the environment. The upshot is that the environment counts for a lot in determining IQ and could conceivably account for more if we could think of the right ways to change it.
Some of the notes for this chapter are long. This is because I want to answer the concerns of specialists in the heritability of IQ without derailing the attention and understanding of the general reader. Even without the notes, this chapter is by far the most technical in the book. Please don’t get bogged down in it. Rather, take on faith for the time being my assertions that genes are far from being completely determinative of intelligence and that the environment can made a huge difference to intelligence.
Heritability, Environment and IQ
Laypeople sometimes think of the heritability of a characteristic as the degree to which it is inherited from parents. This encourages the assumption that a heritability estimate for IQ of .80 means that 80 percent of a person’s IQ comes from genes. This is quite wrong. Heritability does not refer to the individual at all, but to populations. The heritability of a characteristic refers to the percentage of variation in that characteristic in a particular population that is due to genetic factors. This contrasts with the percentage of variation in the characteristic due to all other factors. For intelligence, these other factors include prenatal and perinatal biological factors, environmental factors of a biological nature such as nutrition, and social factors such as education and experience. This chapter concerns the most interesting sources of variation—that due to genetics and that due to the environment which is shared among children in a given family but differs between families.
The between-family environmental effect refers to how much difference it makes that a person was raised in one family versus another (with all the various factors that go with membership in different families, such as social class, rearing styles, and religious orientation). The between-family environmental source of variation does not include environmental variation within a family, such as that associated with birth order. Only one child in a family can be the first born, only one can be the second born, and so on. And we know that birth order can be an important factor associated with some characteristics. Other factors such as peer influences and schools attended also differ among children within a given family.
Of course, between-family environmental differences do not include the genetic contribution of the parents. Everyone agrees that there are big average differences in IQ between two randomly selected families, and a substantial portion of those differences is due to genes.
The researchers I call the strong hereditarians hold that IQ is between 75 and 85 percent heritable in the population of developed countries, and that the environmental contribution from all sources is between 15 and 25 percent. Most of the strong hereditarians believe that the between-family environmental contribution (growing up with the Smiths rather than the Joneses) is slight to nil, at least after childhood. They also agree that such environmental contribution as exists is mostly due to variations that occur within the family—for example, the children having gone to different schools, having been treated differently by their parents, and having experienced a different uterine environment.
How do the strong hereditarians reach these conclusions? Have a look at Table 2.1, which summarizes the results of a large number of studies of the correlations between individuals with a given degree of relatedness who were raised either together or apart. A direct estimate of heritability is provided by the figure for identical twins—who have the same genetic makeup—who are reared apart. This figure is .74, and is essentially the one that Arthur Jensen drew upon to derive his estimate of the contribution of genes to IQ. Since the environments of the twins are different, so the logic goes, the similarity between the twins can only be due to genetics (as well as to prenatal and perinatal effects that might have been consequential before the twins were separated and which are generally assumed by the hereditarians to be minimal).
TABLE 2.1 Correlations for individuals with varying degrees of relationship, raised either together or apart
Relationship | Raised | Correlation |
Identical twins | Together | .85 |
Identical twins | Apart | .74 |
Fraternal twins | Together | .59 |
Siblings | Together | .46 |
Siblings | Apart | .24 |
Midparent/child | Together | .50 |
Single parent/child | Together | .41 |
Single parent/child | Apart | .24 |
Adopting parent/child | Together | .20 |
Adopted children | Together | .26 |
Midparent = average of mother’s and father’s IQ. |
Correlations are based on a summary of 212 different studies and are weighted by the size of the sample. From Devlin, Daniels, and Roeder (1997), except for the correlation for adopted children raised together, which is from Bouchard and McGue (2003).
How do scientists typically arrive at a direct estimate of the role of between-family environmental differences? They examine the correlation between the IQs of unrelated individuals living together. A direct way to estimate this is by determining the correlation between the IQs of adopted children and those of their adoptive parents. Since these people do not share genes, the only way that the IQs of the adopted children can resemble those of their adoptive parents is by virtue of sharing the same environment. The next-to-last line of Table 2.1 shows that this correlation is .20. Some scientists take this as a good estimate of the contribution of the environment to the variation in IQ from one family to another. A different way of arriving at this conclusion is to compare the IQs of unrelated children living in the same family (the last line in Table 2.1). Again, because the children do not share genes, the only way they can resemble one another is through sharing the same environment. This correlation is .26, a slightly higher estimate of the contribution of between-family differences to IQ.
Jensen and other strong hereditarians, however, would not accept a figure for between-family environmental effects that is as high as .20 to .26. This is because when people older than those in the studies summarized in Table 2.1, who are mostly children, are examined, the correlations drop dramatically—sometimes to as low as zero. This is true, for example, for unrelated children brought up in the same household. When they are adults, the correlations run in the vicinity of .05 or less. The usual explanation given for this weak effect on adults is that as people grow older, they select their own environments, and their preference for one environment versus another is largely influenced by genetics. The importance of the early environment, never all that great to begin with, drops way off. This means that the strong hereditarians assign most of the environmental contribution to IQ to factors that differ among members of the same family, such as birth order, rather than to factors that are common to the members of the same family and that differ between families.
To summarize, the strong-hereditarian position is as follows: three-quarters or more of the variation in IQ is genetic; some of the variation in IQ is due to nonshared, within-family environmental factors that a parent cannot do much about; and by adulthood almost nothing of the variation in IQ is due to between-family environmental differences—the difference between randomly chosen family A and randomly chosen family B. So the characteristics of your family, in comparison to the characteristics of the randomly selected Joneses—who might make less money, not read as much to their kids, send them to poorer schools, live in a sketchier neighborhood, and have a different religion—make almost no difference.
By now, if you have children, you could be wondering why you spent good money to move to a more expensive neighborhood with better schools, or for that matter why you squander money on books and orthodontia, waste time driving them to violin lessons and museums, and drain off emotional energy holding your temper so as to set a good example. But you don’t have to accept those high estimates of heritability and low estimates of between-family environmental effects.
The direct estimate of heritability based on the correlation between the IQs of identical twins reared apart makes a tacit assumption that is surely false—namely, that the twins were placed into environments at random. For that to be true, the twins would have to be in environments that differed as much as any two people selected at random from the Google-based U.S. telephone book. But that is not the case. Billy is likely to be raised by people—frequently relatives in fact—not all that different from those raising Bobby. And just how similar the environments are makes a good deal of difference for the correlations in IQ between identical twins reared apart. Developmental psychologist Urie Bronfenbrenner showed that when twins reared apart are brought up in highly similar environments, the correlations between their IQ scores range from .83 to .91. But the correlation now reflects not just the fact that their genes are identical but also the fact that their environments are highly similar. Such a correlation therefore gives an inflated estimate of heritability. When environments are dissimilar to one degree or another, the correlations range from .26 to .67. Since we don’t know just how dissimilar the environments are in most studies of twins reared apart, we can’t know exactly what heritability to estimate from the correlation between them.
Regardless of the degree of similarity in environments, the correlation between identical twins overestimates heritability as compared to other ways of estimating heritability based on the correlations for other kinds of relatives. This could be because the environmental experiences of identical twins who are reared separately in quite different environments are highly similar since they look so much alike or have other characteristics in common that tend to elicit the same sorts of behavior from other people. Or there may be gene interactions that specifically make identical twins more similar but that don’t contribute much to the degree of resemblance of other relatives.
A third source of error in the .75 to .85 estimates is that twins share the same uterine environment. Devlin and his colleagues maintain that this shared-environment factor means that as much as 20 percent should be subtracted from the heritability estimates.
I will present a fourth source of error later, when I discuss the fact that heritability differs greatly from one social class to another—and that twin studies are biased toward including disproportionately large numbers of people from social classes for which heritability is high.
Once corrections are made for all these facts, the estimate based on identical twin correlations is likely to be substantially lower than the .75 to .85 assumed by Jensen and the other strong hereditarians.
Genes as Triggers of Environmental Influences
Developmental psychologists Sandra Scarr and Kathleen McCartney, as well as economist William Dickens and philosopher and IQ scientist James Flynn, propose a further reason why the role of genes is overestimated. Slight genetic advantages can be parlayed into very great IQ advantages because of the way they influence the kinds of experiences an individual has. Consider a basketball analogy. The child who is somewhat taller than average is more likely to play basketball, more likely to enjoy the game, more likely to play a lot, more likely to get noticed by coaches and encouraged to play for a team, and so on. That height advantage is totally dependent on such environmental events for its expression. And identical twins reared apart are likely to have very similar basketball experiences, because they are of similar height, so they are likely to end up with similar skills in basketball. But their similarity in basketball skills is not due to their possessing identical “basketball-playing genes.” Instead, it is due to genetic identity in a narrower attribute that causes them to have highly similar basketball-related experiences.
A similar point can be made about intelligence. A child with a relatively small genetic advantage in, say, curiosity is more likely to be encouraged by parents and teachers to pursue intellectual goals, more likely to find intellectual activity rewarding, and more likely to study and engage in other mental exercises. This will make the child smarter than a child with less of a genetic advantage—but the genetic advantage can be very slight and can produce its effects by virtue of triggering environmental “multipliers,” which are crucial for realizing that advantage. All of this gene-environment interaction (or as geneticists would prefer to say, gene-environment correlation), however, gets credited to heritability, given the way heritability is calculated. This is not wrong, but it leads to an underestimation of the role of the environment.
To make it even clearer why heritability estimates slight the role of the environment, let’s return to the basketball analogy. Suppose a child of average height is encouraged to play basketball, perhaps because her older siblings are players and keep a well-used hoop on the driveway. And suppose another child, of above-average height, has little access to basketball experiences, perhaps because she lives in a rural area and there are no neighborhood kids nearby. The taller child from the rural area is not likely to become much of a basketball player, whereas the average-height child has a reasonable chance of becoming good. Now we have a child with a genetic advantage who is not very good at basketball, and a child with a genetic disadvantage who nevertheless is pretty good at it. Genes count, and given a constant environment they may have a big influence in determining talent. But environmental interventions can greatly influence—even largely override—the effects of genes. This is particularly important for estimates of the effects of the environment on IQ. It is easy to imagine any number of ways in which intellectual pursuits can be made more or less available and attractive.
Tolstoy and Adoption
Now let’s consider how the effects of between-family environmental differences are measured. These differences are estimated by calculating the correlation between the IQs of adopted children and those of their adoptive parents, and the correlation between children in the same family who are not related to each other (usually adopted children). As we have seen, the correlations turn out to be low on average—around .20 to .25. But these numbers only make sense if we assume that the variation in the environments created by adoptive parents is about the same as the variation in the population as a whole. It turns out, though, that adoptive families, like Tolstoy’s happy families, are all alike.
Psychologist Mike Stoolmiller showed that the variation in factors that predict IQ is, for adoptive families, a fraction of what it is for families in general. We know this for two reasons. First, the socioeconomic status (SES) of adoptive families is higher than that of nonadoptive families; the bottom rung of the SES ladder is scarcely represented among adoptive families. Second, there is much less variation in scores derived from a method of assessing home environments called the HOME (Home Observation for Measurement of the Environment). HOME researchers assess family environments for the amount of intellectual stimulation present, as indicated by how much the parent talks to the child, how much access there is to books and computers, degree of warmth versus punitiveness of parents’ behavior, and so on. HOME assessments show that adoptive families rate far above the general run of families in these respects. In fact, adoptive families score at the 70th percentile on average. Just as important, the range on these variables is very restricted compared to the population at large. HOME measures for disadvantaged families are five times as variable as those for adoptive families; that is to say, disadvantaged families differ far more from one another on average than do adoptive families.
Why does restricted range of environmental variation result in correlation estimates that are too low? Because if there is very little variation in one variable being correlated with another, the correlation cannot be very high. Consider the extreme case of variable A, which has no variation: the correlation with variable B is zero. High and low scores on B would alike be associated with the same score on variable A, so the correlation between scores on variables A and B can only be zero. Therefore, if the variation in environments between adoptive families is mistakenly estimated as being higher than it really is, the impact of the environment on IQ will be underestimated.
Because the environmental variation of adoptive families has mistakenly been assumed to be as great as the environmental variation in the population as a whole, the estimates of between-family environment effects are way off. Stoolmiller calculated that if you correct for this restriction of environmental range, as much as 50 percent of the variation in intelligence could be due to differences between family environments. Since we know that within-family variation also makes an important contribution to IQ, this would mean that most of the variation in IQ is due to the environment. (These numbers would hold, though, only for children. We know that heritability goes up with age to some degree, so Stoolmiller’s estimate for the contribution of between-family differences has to be lowered by some unknown amount.)
There Is No Such Thing as the Heritability of IQ (or Anything Else, for That Matter)
So what value should be assigned to heredity’s contribution to IQ? Actually, geneticists say that there is no such thing as a single point estimate for heritability. Heritability is dependent on the particular population and the particular circumstances in which it is examined. For IQ in particular, the nature of the population turns out to be crucial. Psychologist Eric Turkheimer and his colleagues recently showed that heritability is radically dependent on social class. They found that the heritability of IQ was about .70 for children whose parents were upper-middle class but was about .10 for children whose parents were of lower social class. A plausible explanation for this is that higher-SES families are providing excellent conditions for the development of intelligence, and they may not differ much among themslves in these respects. Under these circumstances, the contribution of heredity can be very great. At the extreme, if the environment is completely constant across families, the only possible source of variation is genetic.
Why should the heritability of IQ be so low for lower-SES people? We know from the work by Stoolmiller that the range of environments with respect to the variables that influence IQ is far greater for lower-class families than for middle-and upper-middle-class families. The environment for lower-SES people probably varies from being equal to the most supportive upper-middle-class setting to being pathological in every respect. This means that the environment for this group of people is going to make a great deal of difference to IQ. And in fact the environment almost completely swamps heredity.
So you haven’t wasted your time, money, and patience on your children after all. If you were to average the contribution of genetics to IQ over different social classes, you would probably find 50 percent to be the maximum contribution of genetics. Most of the remainder of variation in IQ is due to environmental factors—those shared within families and differing between families, plus those not shared within families. (The rest—a small amount—is due to measurement error.)
Note also that the Turkheimer findings provide yet another, and crucially important, indication that the very high estimates of heritability are overestimates. This is because they are based largely on twin studies, and there is a substantial bias in twin studies toward middle-class participants since middle-class and upper-middle-class people are easy to contact and to persuade to participate in research projects. Therefore, estimates of heritability for adults are biased upward, and estimates of between-family environmental effects correspondingly biased downward.
Stoolmiller’s claims about the superiority of adoptive parents from the standpoint of encouraging the development of intelligence raise the question of just how big the effects of adoption are. Addressing this issue would provide another way of drawing a bead on the contribution of family environment to IQ. If adoptive families are such an exemplary bunch with respect to the variables that predict IQ, shouldn’t we find adopted children to have IQs that are higher than would be expected from their origins? We certainly would under the hypothesis that environments matter a great deal to IQ.
The Proof of the Importance of Family Environment in Determining IQ
Heritability estimates are based on correlations, and as we have just seen, inferences based on correlations can be misleading. What is needed to test the power of differences between family environments are experiments. As it turns out, there are a large number of natural experiments based on the everyday occurrence of adoption. We can ask if it makes a difference whether children are adopted into a family with highly favorable environmental conditions versus a family with less favorable conditions. Many natural experiments, with many different “designs,” point to the same conclusion: being raised under conditions highly favorable to intelligence has a huge effect on IQ.
Psychologists Christiane Capron and Michel Duyme carried out a “cross-fostering” study with French children. They tracked down children born to low-or high-SES parents who had been adopted by either low-or high-SES parents. The class differences were pronounced: they compared children of poor and working-class parents based on occupation of the father (semi-skilled or unskilled worker having nine years of education or less) with children of upper-middle-class parents (professional or upper-level manager, having an average of sixteen years of education). This design allowed an independent assessment of the contribution to IQ of genes from parents of very low versus very high SES and the contribution to IQ of being raised in a very-low-versus very-high-SES family. As it turns out, both genes and class-related environmental effects are powerful contributors to intelligence.
On average, the biological children of high-SES parents had IQs that were 12 points higher than those of low-SES parents, regardless of whether they were raised by high-SES parents or low-SES parents. (We don’t know how much of this difference was due to genes and how much was due to nongenetic prenatal, perinatal, and immediate postnatal environmental factors, though I don’t doubt that most of the difference was genetic.)
The crucial finding is that children adopted by high-SES parents had IQs that averaged 12 points higher than the IQs of those adopted by low-SES parents—and this was true whether the biological mothers of the children were of low or high SES. So the study showed that being raised in higher-social-class environments produces children with a far higher IQ than does being raised in lower-social-class environments. Equally important, the school achievement of children raised in upper-middle-class environments was much higher than that of children raised in lower-class environments.
Another French study, having a different “natural experiment design,” examined lower-SES children adopted into upper-middle-class families and compared them with their siblings who had not been adopted. The adopted children had an average IQ of 107 by one test and 111 by another, whereas their biological siblings who were not adopted had an average IQ of about 95 by both tests. We therefore get an estimate of 12 to 16 IQ points as the value of being raised in an upper-middle-class environment versus a lower-class environment. The difference in academic achievement between adopted and nonadopted siblings was huge. The school failure rate was 13 percent for children adopted by upper-middle-class parents and 56 percent for their nonadopted siblings.
In another extremely important natural experiment conducted in France, but with yet a different design, Duyme and his colleagues looked at abused, low-IQ children who were tested for IQ adopted at the age of four or five and then retested for IQ at age fourteen. They deliberately searched for children who had been adopted into families of varying social classes. When younger, the children had IQs between 61 and 85—between what IQ testers describe as decidedly retarded and dull-normal levels. The families into which they were adopted were poor (unskilled workers), lower middle and middle class (lower-or middle-level managers, tradesmen, and skilled laborers), or upper middle class (professionals and high-level managers). The effects on IQ of being adopted were very large, 14 points on average. But the social class of the family made a great difference. Children adopted into lower-SES families gained 8 points; those adopted into middle-class families, 16 points; and those adopted into upper-middle-class families, almost 20 points. This gives an estimate of 12 points for the effect of being raised by an upper-middle-class family as opposed to a lower-class family.
Conveniently, from the standpoint of being able to make a confident inference about the effects of the social class of adoptive parents, there was no selective placement of children. That is, relatively lower-IQ children were no more likely to be adopted into lower-SES families than were relatively higher-IQ children. So this study reached the same conclusions as the other two French studies: the difference between being raised in a lower-class environment versus an upper-middle-class environment is 12+ points. Note that the study showed that being raised in a relatively modest lower-middle or middle-class family can give a big boost in IQ over being raised in a lower-SES family, namely, 8 points. Note also that this study gave, if anything, an underestimate of the effects of being raised in a higher-versus a lower-SES family, because, as Stoolmiller showed, even lower-SES families who adopt have parenting practices of a kind that encourage the growth of intelligence.
A review that examined all of the well-designed adoption studies available as of 2005 found that the effect on children’s IQ of being adopted by a middle-or upper-middle-class family as opposed to being left behind in the family of origin (which was generally of lower SES) is 1.17 SD, which translates into an 18-point advantage for upper-middle-versus lower-class upbringing. The review also gave an estimate for the contribution of biological factors—genetic plus prenatal, perinatal, and immediate postnatal factors. This estimate was derived by comparing the biological children of middle-and upper-middle-class families with their adopted siblings. As it happens, the difference was 12 points, the same value Capron and Duyme found.
The crucial implication of these findings is that the low IQs expected for children born to lower-class parents can be greatly increased if their environment is sufficiently rich cognitively.
The review of adoption studies tells a somewhat less optimistic story for school achievement. The adopted children performed only .55 SD better in academic achievement measures than their siblings who were not adopted. On the other hand, they scored only about .25 SD below the general population and even less behind when compared to their classmates.
Before leaving the topic of adoption, I would like to point out that it is customary for strong hereditarians to maintain that the primacy of genes and the low relevance of the environment are established by the fact that there is typically a much higher correlation between biological parents’ IQ and their offsprings’ IQ than there is between adoptive parents’ IQ and their adopted children’s IQ. The hereditarians believe that the environment of the adopted child does little for the child’s intelligence, since differences in adoptive environments do not make for differences in IQ. We can see now how mistaken this conclusion is. The environments of adoptive families are highly similar for the most part, chiefly consisting of stable middle-and upper-middle-class families. Even adoptive families who are of lower SES are high on the parenting practice factors that predict a high IQ. Since variation in adoptive families is relatively slight, very high correlations would not be expected between the IQs of adoptive parents and those of their children. There just isn’t that much difference between the environments of adoptive parents on the dimensions that matter for determining IQ—and if the differences are small, the correlation cannot be big. But there is a huge difference between the adoptive environments on the one hand and lower-SES environments in general on the other, and this results in big IQ differences. So the relatively low correlation between the IQs of adoptive parents and those of their adopted children is nothing but a red herring—it does not contradict in the least the fact that adoptive families are having a huge effect on their adopted children’s IQs.
Finally, since Herrnstein and Murray assert in The Bell Curve that the “consensus” about the average effect of adoption on IQ is 6 points, it is necessary to point out that their evidence was a review by Charles Locurto. The actual value that Locurto gave as an average effect of adoption was 12 points.
The belief that differences between family environments have little effect on IQ has to be one of the most unusual notions ever accepted by highly intelligent people. Judith Rich Harris, the author of the very interesting and best-selling book The Nurture Assumption, premised her work on the assumption that the contribution made by differences between families is virtually nil. In his brilliant book The Blank Slate, Steven Pinker insisted on the same principle. In the best-selling Freakonomics, Steven Levitt and Stephen Dubner were explicit that adoption has little effect on intelligence: “Studies have shown that a child’s academic abilities are far more influenced by the IQs of his biological parents than the IQs of his adoptive parents.” (I wish I could exempt myself from the company of strange believers, but unfortunately for many years I bought—but was deeply puzzled by—the claims of the hereditarians that family environments do not matter much.)
The evidence we have just been looking at concerning the effects of genes versus the environment tells us something crucially important about social class and intelligence. The experiences of the children of the professional and middle classes result in much higher IQs and much lower school-failure rates than is typical for lower-SES children. Moreover, we can place a number, or at least a range, on the degree to which environmental factors characteristic of lower-SES families reduce IQ below its potential: it is between 12 and 18 points. Whatever the estimates of heritability turn out to be, nothing is going to change this fact. So we know that, in principle, interventions have the potential to be highly effective in changing the intelligence of the poor. Interventions could also greatly affect the rate of school failure of lower-class children. The minimum estimate for this reduction is about half a standard deviation. The maximum estimate for this is much higher—one standard deviation, or about the same rate that would be found for middle-class children raised by their own parents.
Note also that it is not just the IQs of lower-SES children that can be affected. One study looked at the IQs of white children who were born to mothers with an average IQ and who were adopted by mostly middle-and upper-middle-class families. The children adopted relatively late had an average IQ in childhood of 112 and those adopted relatively early had an average IQ of 117. This study suggests that even children who would be expected to have an average IQ if raised in an average environment can have their IQ boosted very considerably if they are raised under highly propitious circumstances. Similarly, the cross-fostering study of Capron and Duyme showed that upper-middle-class children can have their IQs lowered if they are raised in poverty. The loss is about 12 points. So children born to poor families are not the only ones who can have their IQs dramatically affected by the environment. All children can.
Heritability Says Nothing about Mutability
Now I can deal a final blow to the idea that high heritability of IQ means that the environment has little effect. The degree of heritability of IQ places no constraint on the degree of modifiability that is possible. This is so important that I need to say it again, more emphatically: the degree of heritability of IQ places no constraint on the degree of modifiability that is possible. All geneticists accept this principle, but hereditarians often acknowledge the principle and then go on to write as if heritability does in fact place limits on modifiability.
To understand why heritability implies nothing about mutability, think about two facts: (a) the heritability of height is about .85 to .90 and (b) gains in average height of a standard deviation or more have appeared in a generation or less in several countries in the world. The average height of thirteen-year-old Korean boys increased by more than seven inches between 1965 and 2005, a difference of 2.40 SDs. The average boy in 1965 would have been painfully short in 2005. The forty-year time span is far too brief for genetics to have played a role in the increase. The increases in height we have seen in many places in the world in the last couple of generations are obviously due to environmental changes of some kind, probably in nutrition.
Or we can think of an even more extreme case: heritability of 1.0 yet massive environmental influence. We can randomly toss the seeds for corn plants into either rich soil or poor soil. Imagine that the heritability of the height of corn plants is 1.0 in rich soil and 1.0 in poor soil. The average height of the two groups of plants can nevertheless be greatly different and will be entirely due to environmental factors.
These examples should make it clear that the heritability of a characteristic within a given population places no theoretical constraint on the modifiability of that characteristic by environmental forces. And that’s good, because, as you will see in the next chapter, despite the moderate heritability of IQ, it is enormously influenced by environmental factors—namely, school and the social changes that have taken place over the last eighty years.
CHAPTER THREE
Getting Smarter
…even a perfect education system is not going to make much difference in the performance of children in the lower half of the distribution…
—Charles Murray (2007)
…a person’s total score [on the Raven Progressive Matrices test] provides an index of his intellectual capacity whatever his nationality or education.
—Raven, Court, and Raven (1975)
THE EXTREME HEREDITARIAN VIEW holds that nothing in the environment can much affect intelligence. You have the IQ your genes had planned for you. This view has two important implications: school should not much affect intelligence; and the intelligence of the population as a whole cannot change a great deal, short of genetic engineering.
That such important predictions can be shown to be so manifestly wrong does not happen often in the behavioral sciences.
Does School Make You Smarter?
Some psychologists have been quite explicit in maintaining that education is mostly irrelevant to intelligence. They hold that education teaches specific facts and procedures but it does not improve raw problem-solving ability to deal with unfamiliar situations. Reflecting the opinion of many intelligence theorists, Herrnstein and Murray, in The Bell Curve, acknowledge that more schooling is associated with higher IQs, but they maintained that the association is in large part due to smarter people deciding to stay in school longer. Smarter people like school better and receive more reinforcement for staying in school and so they get more education. This conclusion is based on regression analyses, which, as I pointed out in Chapter 1, are usually unable to answer questions about causality. What happens when education is withheld? Does this prevent people from being as smart as they would otherwise be? Experiments addressing these issues have been tried many times, and the results always turn out to be the same.
Evil social scientists do not conduct these studies. Rather the experiments are natural ones in which children are deprived of school for a period of time for a variety of different reasons. Such experiments eliminate the possibility that more schooling is associated with higher IQ simply because smarter people prefer to remain in school longer. Developmental psychologists Stephen Ceci and Wendy Williams have described these studies at length.
One natural experiment is summer vacation. Kids are deprived of school over the summer, and this results in a drop or greatly reduced growth in IQ and academic skills. The summer slump is especially great for math, for children in the higher grades, and for children of lower socioeconomic status. Much, if not most, of the gap in academic achievement between lower-and higher-SES children, in fact, is due to the greater summer slump for lower-SES children.
The very oldest study on the effect of schooling on IQ was carried out in 1923. Psychologist Hugh Gordon studied the IQ of the children of transients in London, such as canal boat pilots and gypsies, who went to school rarely if at all. The children’s IQ was in the low-normal range around the time they would normally start school, but showed a steady decline thereafter. Children four to six years old had an average IQ of about 90—toward the bottom of the normal range—whereas the oldest children (twelve to twenty-two) had an average IQ of about 60, well below the cutoff for mental retardation. The average IQ of children who attend school doesn’t drop. So the study findings indicate that schooling is necessary for children to maintain their intelligence.
Another early natural experiment arose from the fact that at the beginning of the twentieth century, some children in remote areas of the United States received little or no education. In the “hollows” around the Blue Ridge Mountains, there were children of the original Scotch-Irish and English immigrants whose forebears had departed to the remote highlands when their land was deeded to German immigrants in the nineteenth century. Most of these children had little access to schools, newspapers, or movies. The older the children were, the lower their IQs were, as tested by performance measures (such as a block design test) that do not require literacy. But children in one of these communities did have a reasonable amount of schooling, and their IQs did not drop as they got older.
World War II provided another natural experiment. School was delayed for Dutch children for several years by the Nazi siege. The average IQ for these children was 7 points lower than for children who came of school age after the siege.
Children of Indian ancestry in many South African villages in the mid-twentieth century had their schooling delayed for up to four years because there were no teachers in their village. The IQs of such children, compared to those of children in neighboring villages with access to school, averaged 5 points lower for every year that their schooling was delayed. Even after several years in school, the school-deprived children still had not caught up.
Another late-start-schooling study examined black children in Prince Edward County in Virginia, which shut down its public schools between 1959 and 1964 in order to avoid racial integration. The IQs of the children who had no school during that period diminished by an average of 6 points per year of school missed.
Dropping out of school early is also bad for intelligence. Two different groups of Swedish psychologists obtained the IQs of thousands of randomly selected boys who had taken an intelligence test at the age of thirteen. They equated the children for IQ, socioeconomic status (SES), and school grades at age thirteen and then looked at their IQs again when all the boys had to take another intelligence test to register for the military at age eighteen. The psychologists found that for every year of education skipped, there was a loss of about 2 points for boys having the same IQ, SES, and school grades at age thirteen. The loss for boys who dropped out of school four years early was 8 points—equivalent to half a standard deviation. Note that these studies established that it isn’t just that smarter kids stay in school longer and therefore end up smarter, but that regardless of what the IQ was at age thirteen, big gains resulted from staying in school. (Or, alternatively, big losses resulted from dropping out. Given the fact that average IQ is forced to be 100, we cannot be sure whether there was a loss for the dropouts, a gain for those who stayed, or some of both.)
The fact that children can start school in a particular year only if they are born by a certain date allows for an ingenious way of establishing that school makes children smart. For example, many districts have a cutoff date in September. To illustrate, let’s pick the date September 15. A child born on September 16 has to wait a year longer than a child born on September 15 before she is allowed to start kindergarten. This makes it possible to examine the results of a very tidy natural experiment. We can compare the IQs of kids who have the advantage of being almost a year older than other kids with the IQs of kids who have the advantage of a year’s extra schooling. We can then see which is more important: a year of age or a year of school. Sir Cyril Burt and the Ravens and their modern followers are quite clear in their predictions: a year of age for a young child should be worth a lot, and a year of school should be worth little or nothing. (To be exact, the Ravens would say that a year of school should be worth nothing for an IQ test such as the Raven Progressive Matrices, which allegedly measures pure fluid intelligence uncontaminated by culture.)
In fact, studies in Germany and Israel discovered that a year of school is worth about twice as much as a year of age.
Western-style education can have big effects on the IQs of children who previously had only non-Western schooling or none at all. Western-style schools improve memory, including memory of the type that IQ specialists often claim is influenced little or not at all by academic learning, such as that assessed by digit span (ability to remember digits that are presented by voice) and coding tests (where the child matches symbols with shapes or numbers using a key). As little as three months of a Western-style education improved the ability of African teenagers to perform a variety of spatial perception tasks of the kind found on IQ tests by as much as .70 standard deviation. These included performance tests such as block design, memory for designs, and picture description—tasks that IQ researchers have often characterized as being measures of raw, unschooled intelligence.
Given that schools directly teach material that appears on comprehensive IQ tests, including information such as the name of the writer who wrote Hamlet and the elements that make up water, as well as vocabulary words and arithmetical operations, it is strange that some IQ theorists doubt that school makes people more intelligent. What is still more surprising to traditional IQ theorists is that school also affects people’s ability to solve problems that have been regarded as culture-free, such as those on the Raven Progressive Matrices test. Everyone has had experience with circles and squares and triangles, so many IQ theorists assume that such completely abstract tests are free of the influence of schooling. As you’ll now see, it turns out that this assumption is very far off the mark.
Are We Smarter than Our Grandparents?
Given that school makes us smart, and given that we have much more education now than people did a hundred years ago, wouldn’t it seem to follow that we are smarter than our great-grandparents were? In America in 1900, the mean level of schooling completed was seven years, and a quarter of the population had finished four years or less. The mean today is two years of education after high school, or fourteen years, and the great majority of people complete high school.
If you are familiar with the fact that the average IQ has been 100 for almost a century, you might be inclined to assume that education has had no impact on intelligence. But IQ tests are designed to give an average of 100 by definition, so the constant 100 average actually reveals nothing about change in intelligence over time. To find out whether people get better scores on IQ tests, you would give them the tests that people of a previous time period took, and compare the performance of the group tested earlier with that of the group tested later. This is what happens when tests are re-normed. If the same test were to be given year after year, IQs would become ever higher. To keep the average IQ at 100, new, more difficult items are added to the test.
So people are actually doing better with each succeeding year on the kinds of skills that IQ tests capture. For major IQ tests such as the Wechsler Intelligence Scale for Children (WISC), the Wechsler Adult Intelligence Scale, and the Stanford-Binet, the gain has been almost a third of a point per year in the fifty-five-year period between 1947 and 2002. This amounts to a total of 9 points per thirty-year generation in the United States. James R. Flynn has documented this increase, which has been christened (not by him) the Flynn effect. The rapid increase in IQ has been found in all developed nations where change has been investigated. In some countries it has been somewhat smaller than in the United States, and in others, somewhat larger.
What is responsible for this amazing increase? In what follows I stick closely to the most recent account in an important book by Flynn.
One guess about why the gain has occurred is that it might be due to increasing test-wiseness—greater familiarity with standardized, paper-and-pencil tests. This explanation is unlikely. The IQ gain has been going on since at least 1917. Scores for eighteen-year-olds on the army’s IQ test went up by 12 to 14 points between then and the start of the draft for World War II, and people would have had little exposure to standardized tests during that period. The gain in IQ has been more or less constant, covering a period from when relatively few people had experience with standardized tests, to more recent decades, when everyone has had innumerable exposures to them. And in any case, if completely test-naive people are given actual IQ tests repeatedly, their IQ scores do go up somewhat, but not a lot. And we are looking at an 18-point gain in the period between 1947 and 2002.
How about nutrition? This is also quite unlikely. While poor nutrition undoubtedly negatively affects IQ in some parts of the world today, and may even have done so in the United States and Europe before World War II, there is little evidence today of poor nutrition of a magnitude that would likely stunt mental growth for very many people. Most nutrition deficits in developed countries today occur in the prenatal or immediate postnatal period, and while this may have lessened in recent decades, it has been argued that the net effect on IQ of the population has probably been neutral. For every child whose intelligence prospects are improved by better perinatal nutrition, another child has been saved from death but is nevertheless mentally impaired. In any case, in all probability very few children in developed countries have been affected by poor nutrition in recent decades.
An additional argument against a role for nutrition is that scores have increased evenly throughout the range for IQ. The IQs of people at the top third of the distribution, for whom there would not have been nutritional disadvantages in any recent era, have increased as much as the IQs of people at the bottom third. The even gains across the distribution of IQ, incidentally, establish that Charles Murray is wrong when he says that nothing much can be done to improve the IQs of people in the bottom half of the distribution.
But then what does the gain show? We have to grapple with the meaning of an 18-point increase over fifty-five years and a rate of gain of about the same or even more in the preceding thirty-year period. Suppose we take as the real value of intelligence in 1947 an IQ of 100. Typical jobs for a person with an IQ of 100 would include skilled worker, office worker with a not terribly responsible job, and salesclerk. A four-year college would have been very difficult for such a person to handle, even if the person had the means to go to one. The average grandchild of that average person would have an IQ of 118 using the same test. A person with an IQ of 118 is not only capable of doing excellent college work but is likely to be able to do postgraduate work if that’s desired and to become a professional such as a doctor or a lawyer, a high-level manager, or a successful entrepreneur. Is it possible that people have gotten that much smarter on average?
Or let’s work the numbers back the other way. Say that the true value of an average person’s IQ in 2002 was 100. The average grandparent of that average person would have had an IQ of 82 using the version of the test given today to the grandchild. That grandparent would not likely have been able to carry out an office job of much responsibility and would have likely been challenged by the requirements of most skilled labor. Completion of high school would have been an iffy bet.
Or let’s project back another thirty years to 1917. The great-grandfather of today’s average person would be expected to have had an IQ of 73 using today’s test! Skilled labor would have been unlikely for that great-grandparent; high school completion would have been out of the question. And half the population would have been considered retarded by today’s standard!
Something is clearly desperately wrong with this picture. We are not that smart, and older generations were not that dumb.
In Just What Ways Are We Smarter?
On the other hand, we know that we must have gotten smarter because we know that school makes us smarter and we have had a lot more education than our forebears. So just how much smarter are we—and in what ways?
To help us answer this question, let’s look at the scores on the WISC IQ test and on the most widely used “culture-free” test, namely, the Raven Progressive Matrices. Figure 3.1 shows the changes in scores over the period 1947–2002 for the Raven matrices; the full-scale WISC IQ (given to millions of children from six to sixteen years old); the five “performance” subtests of the WISC that measure fluid intelligence (Picture Completion, Block Design, Object Assembly, Picture Arrangement, and Coding); two verbal subtests of the WISC that measure crystallized intelligence (Similarities and Comprehension); and three other WISC subtests that measure crystallized intelligence (Information, Vocabulary, and Arithmetic). Note that all scores on the tests and subtests are presented with the mean set equal to 100, to make comparisons among them easier.
The graph reveals a remarkable patchwork pattern. Scores on the Raven matrices and some subtests of the WISC have increased markedly while scores on others have hardly changed.
Figure 3.1. WISC full-scale IQ and WISC subtest scores and Raven Progressive Matrices scores from 1947 to 2002 for the United States. Reprinted by permission from Flynn ( 2007).
Let’s first discuss the allegedly culture-free Raven matrices (see Figure 1.1). This test, which is supposed to reflect raw intelligence, that which is not susceptible to contamination by culture or school, shows an average gain in intelligence of more than 28 points! Grandchildren of the person in 1947 with an IQ of 100 now have an average IQ close to the official genius level as measured by that test. We can absolutely rule out the possibility that people’s real intelligence, defined as general problem-solving ability, and so on, has increased by that much. We can also rule out the possibility that the Raven test is culture-free. It is absolutely drenched in culture. We know this because genes cannot have changed to such a significant degree during that period of time, nor have nutritional standards or any other biological factor that might affect intelligence.
So why has performance on the Raven test increased so much? We don’t know, but we can engage in some informed guesswork. Developmental psychologist Clancy Blair and his colleagues have shown that the teaching of mathematics, beginning very early in elementary school and kindergarten, has shifted from instruction in mere counting and arithmetical operations to presentation of highly visual forms of objects and geometrical figures whose patterns children have to figure out. Figure 3.2 gives an example of the kind of visual display that children have been exposed to in recent decades. You can see how it would be an advantage for solving actual Raven-type problems. Developmental psychologist Wendy Williams has shown that classroom instruction in general emphasizes abstract perceptual tasks much more than in earlier eras. Blair and his coworkers have also shown that math problems are more likely than in the past to require multiple sequential operations of a sort that is essential to the working-memory capacity required to solve Raven problems.
Using Critical Thinking
Finish the last figure in each row to continue the pattern.
Figure 3.2. Example of a visual problem used in a modern arithmetic textbook for very young children. Reprinted by permission from Eicholz (1991).
But Figure 3.2 shows that it is not merely Raven-type problems but virtually the entire range of performance, fluid intelligence–type skills that have been improved by a culture that has been moving toward ever more visual forms of stimulation—textbooks, television, children’s game books, and computers, including computer games. For example, all of the performance subtests of the WISC have a substantial visual component and many of them require multiple operations that have to be held in working memory for their solution.
We have every reason to believe that these sorts of visual exercises actually improve fluid-intelligence skills and the executive functions that underlie them, including working memory and control of attention. Researchers have shown, for example, that video-game players can attend to more things at once than can nonplayers. Video-game players can also ignore irrelevant stimuli more effectively than nonplayers and can see objects in a broader visual field than nonplayers. To make sure that what they have observed of computer-game players is not just a self-selection effect (with the fluid IQ hotshots being the ones most likely to play computer games in the first place), the researchers had nonplayers learn a game—Medal of Honor—that they thought would teach the attention-control skills of their video-game players, and had other nonplayers play a computer game that the researchers did not believe would be capable of teaching attention control, namely, Tetris. Subjects played the computer games for an hour a day for ten days. At the end of the period, Medal of Honor players did better on the attention-control tasks than did Tetris players.
Neuroscientists have shown that it is possible to use computer games to train very young children in executive functions of the kind underlying fluid intelligence. Researcher Rosario Rueda and her colleagues have focused on attention-control tasks. They had four-year-olds work on a variety of computer-based exercises over a period of five days. For example, the children had to keep a cartoon cat on grassy areas and out of muddy ones by using a joystick. The children also carried out anticipation exercises—e.g., learning how to forecast the movement of a duck across a pond—and they performed a task that required them to memorize attributes of different cartoon portraits. And the children had to pick out the larger of two arrays of numbers, with conflict being introduced by having the larger array made up of lower numbers. For example, the child had to pick nine number 4s as being a larger array than five number 7s. The children also had to complete an inhibitory-control exercise. They had to click a picture of a sheep as quickly as possible but withhold the click when the picture was of a wolf in sheep’s clothing.
These attention-management and executive-control tasks had a very significant effect on children’s performance on a matrices task of the kind used in the Raven test. The scores of trained children actually exceeded those for untrained children by more than .40 SD. Remarkably, there was a measurable effect on brain wave patterns. Electroencephalograms were recorded while the children performed some of the tasks. Activity in portions of the brain that mediate attention control was shifted so much that the patterns observed for the trained four-year-old children were more typical of six-year-old children than they were of untrained four-year-old children.
So we have every reason to believe that the culture is producing superior executive-control functions than were found for earlier eras, and that these altered executive functions are improving performance on fluid-intelligence tasks—certainly for Raven matrices and probably for other fluid-intelligence tasks such as those in the WISC performance package. As we might expect, by the way, computer-training tasks like those used by Rueda and colleagues can improve attention control for children with attention deficit hyperactivity disorder (ADHD). The ADHD researchers were also able to improve the working memory of adults without ADHD.
Cognitive neuroscientist Adele Diamond and her collegues have shown that mundane play activities can also increase executive functions. They structure play for nursery school children in ways that teach attention control and inhibition, crucial aspects of executive functioning. Children plan their play activities in an explicit way, learn to prompt themselves to act in certain ways with the use of memory aids, and get experience in turn-taking. These activities pay off in improving performance on standard executive-function measures.
So does the gain of 2 SDs for the Raven over fifty-five years and the gain of more than 1 SD for the WISC performance tests indicate truly massive shifts in intelligence? Probably not. They do indicate huge changes in skills that underlie some kinds of fluid intelligence, but they may not affect problem-solving skills in domains very far removed from those tasks. We don’t know how broad a net is cast by these skills at this point.
It should be clear that any claims that the Raven matrices comprise a culture-free IQ test are now completely invalidated. Using that test to compare illiterate Amazon tribespeople or Africans with only a little Western-type schooling, with Americans or Swedes or Spaniards living in highly complex and educated and computerized cultures, is no longer intellectually supportable—if it ever was.
This is not to say, however, that smarter people within a culture do not do better on the Raven test than people who are not so smart. We know that smarter people do better now and that they did two generations ago. This is because scores on the Raven do and did predict academic competence and career success to a degree. It is just that the Raven and other fluid-intelligence tests are getting easier for everybody in the wake of cultural changes, which include the teaching of mathematics and computer activities.
Scores on two tests generally thought of as measuring verbal skills or crystallized intelligence have also improved a lot over time. Performance on the Similarities subtest of the WISC has increased by an amount equal to 24 IQ points over the fifty-five-year period from 1947 to 2002. To get a good score on the Similarities subtest, you have to be able to say that summer and winter are alike because they are both seasons—or if you are really clever, that they both have solstices. Only partial credit is given for saying that summer and winter are times of the year, and none at all is given for saying that “they are parts of nature” or that “they are windy.” You also have to be able to say that revenge and forgiveness are alike because, for example, they represent choices about what to do if someone does something bad to you. You get only partial credit for saying that they are both decisions, or they are both actions that you take toward someone, and you get no credit at all for saying that they are feelings or types of resolutions. In short, you have to be able to abstract attributes from the test items and see some intersection of those attributes that is maximally interesting or informative.
Does the improvement in performance on the Similarities subtest mean that we have gotten 1.60 SDs smarter in the past two generations? No, but it does mean that we can think analytically in ways that help us to understand and generate metaphors and similes and that we have gained in our ability to categorize objects and events in ways that are relevant to scientific classifications. And these changes are of real significance.
Note that although the Similarities subtest is held to represent a form of crystallized intelligence, and answering the questions correctly does indeed rest on the storehouse of information that a person has, the subtest also has a significant fluid-intelligence component at the level of the more advanced items. You have memorized that summer and winter are seasons, but you have to infer on the spot just what features revenge and forgiveness have in common and assess which of those features are the most pertinent.
The other crystallized-intelligence subtest showing significant improvement in recent decades is the Comprehension test. In some ways I find this test the most convincing of all to build the case that people really have gotten smarter. It is impressive that young children today are more likely to understand why they should turn off electric lights when they are not using them, and it is impressive that somewhat older children are more likely to be able to say why people pay taxes. And the gains are quite significant—one-third of a standard deviation per thirty-year generation. To what should we attribute these gains? I don’t know, but I suspect that television has a lot to do with it. Children can learn a lot about the way the world works by watching educational TV shows like Sesame Street and even some shows that are meant purely as entertainment.
The changes on the Comprehension subtest are not likely to be due to increased reading. For an explanation, let’s turn to the three crystallized-intelligence tests, which have shown little change over time. The average score on the Vocabulary subtest has increased by a little more than .25 SD. This is not nothing, but it is not at all in line with the improvement on the Comprehension subtest. This seems understandable in view of the fact that people read less now than they did in earlier times. The percentage of seventeen-year-olds who read nothing at all for pleasure has doubled over the past twenty years. On the other hand, we do know from other evidence that younger children are learning to read well a little sooner than they did even thirty-five years ago. The National Assessment of Educational Progress (NAEP), which has tested nine-, thirteen-, and seventeen-year-olds every few years since the early 1970s, has established that nine-year-olds are gaining in reading proficiency at a rate of about .25 SD per generation. Thirteen-year-olds have gained a smidgen, and seventeen-year-olds nothing. In general, the reading results of the NAEP are pretty much in line with the Vocabulary subtest results. It is worth noting that the negligible improvement for older children is actually better than might be expected given that the level of textbooks for older children in the United States has been dumbed down by about two years in recent decades.
What is puzzling is how little improvement—none actually—has been achieved on the Information subtest in two generations. In some ways, this is not surprising in that children spend less time today memorizing facts. I was required to learn all the state capitals. Knowing that the capital of Kentucky is Frankfort and not Lexington has not proved particularly useful to me. On the other hand, it is a little puzzling that the average score on the Information subtest has gone up so little while that for Comprehension—understanding of why the world works as it does—went up so much.
Another conundrum is posed by the fact that the average score on the Arithmetic subtest of the WISC hasn’t increased in the past thirty years, yet we have other evidence indicating that math skills have genuinely improved.
At the turn of the twentieth century, geometry was taught only to college students and upper-level high school students; in midcentury it was not generally taught before the tenth grade; now geometry is taught in the late junior high and early high school years. “Pre-geometry” perceptual material and calculation are taught in elementary school. It was understood in 1900 that calculus could not be taught before the senior year of college, and that was a time when fewer than 10 percent of Americans attended college. At midcentury it was taught in the early years at the better colleges and in the senior year at the best public and private high schools. Now calculus is routinely taught in the last year of high school, and at some elite schools it is taught as early as junior high. In 1920 fewer than 20 percent of Americans were educated through high school. By 1983, more than 80 percent were. So it seems very strange that math scores on the WISC have not improved in sixty years.
Yet there is substantial evidence that students are in fact better at math, at least prior to high school. The NAEP shows math scores improving by two-thirds of a standard deviation for nine-year-olds in the period 1978–2004. Scores for thirteen-year-olds improved by more than half a standard deviation. Scores for seventeen-year-olds improved by almost a quarter of a standard deviation. I suspect that the way to reconcile the WISC results with the NAEP results is to note that the WISC emphasizes rote application of learned arithmetic procedures, whereas the NAEP emphasizes mathematical reasoning and the sorts of multiple-operation problems that put a stress on working memory. But I hasten to say that I am far from confident about how to resolve the discrepancy.
Will IQ scores continue to go up without limit? Surely not, though there is no evidence of the increase slowing in this country. It does seem to have come to a halt in Scandinavia. In contrast, increases in IQ may have begun in the developing world. In a particular region of Kenya, seven-year-olds gained 1.70 SDs on the Raven Progressive Matrices test over a fourteen-year period and .50 SD on a test of verbal intelligence. Since it was seven-year-olds who were tested, only four months after they started school, it is unlikely that schooling played much of a role in the changes. Access to popular culture of the kind that has been increasing in developed nations, such as video games, accounts for little or none of the gain. Plausible explanations include increases in parental education, which were substantial during the period; improvements in nutrition, which were also marked; and reduced incidence of hookworm. A study on the Caribbean island of Dominica revealed an 18-point gain on the Raven Progressive Matrices and a 20-point gain on a vocabulary test over a twenty-five-year period.
What can we say about IQ gains then?
In the next chapter you will see if it is possible for schools to do an even better job of making people smarter, and in Chapter 7 you will find out if it is possible to bring the IQ of people in the bottom half of the IQ distribution closer to that for people in the top half.
CHAPTER FOUR
Improving the Schools
I took a good deal o’ pains with his eddication, sir; let him run in the streets when he was very young, and shift for hisself. It’s the only way to make a boy sharp, sir.
—The elder Weller, Charles Dickens’s The Pickwick Papers, 1836
IF PEOPLE HAVE BECOME smarter over the last century, in part because they have had more and better schooling, can the schools be improved to produce an even bigger boost to intelligence? If so, what can be done to make them even better than they have been to this point? These questions are particularly pointed for Americans because the United States is well behind most of the developed world in its level of educational achievement. U.S. students who score in the 95th percentile on general knowledge assessments are comparable to students in the 75th percentile in some of the high-scoring countries. The most advanced U.S. students, the 5 percent taking advanced placement (AP) calculus and the 1 percent taking AP physics, score about as well as the top 10 to 20 percent of students in other countries. So, even a comparison of top performers reveals a substantial gap between the United States and other advanced countries.
There is plenty of room for improvement, so let’s see what might be done to make kids smarter and more academically accomplished.
Does Money Matter?
There is some surprising evidence about what does not work. Since the 1970s, researchers have maintained that the amount of money spent on schools is not very closely related to their effectiveness. This conclusion is usually based on multiple-regression studies in which a large number of variables are put into the analysis to see which ones matter. The studies essentially ask if, net of everything else, the quantity of money spent makes a difference. That amounts to the following: If one is looking at schools where the population consists of rich majority kids in the Northeast, for example, differences in amount of money spent do not matter much, and if one is looking at schools where the population consists of poor minority kids in the South, differences in amount of money spent do not matter much.
It seems obvious that the sheer amount of money spent would have no effect by itself on education. Judges sometimes force communities to spend as much for schools attended by poor students as for schools attended by better-off students. Such additional funds may be spent without much careful thought and planning, and when this happens there is little evidence that the scores for the poor improve very much. The classic case of this occurred in Kansas City, where judicial orders increased hugely the amount of money pumped into the schools. Olympic-size pools were built, state-of-the-art science labs were provided, and a computer was given to every student. The result: no improvement in scores. Money by itself does nothing to improve student performance, especially when administrators are incompetent and corrupt, as is the case in some big-city districts. Other evidence about the effect of money comes from a lack of association between the amount of money spent per student in developed nations and achievement scores on tests such as the TIMSS (Trends in International Mathematics and Science Study). Some high-scoring nations are below the median on per capita expenditures, and some low-scoring nations are above the median on per capita expenditures.
But this does not mean that money never matters. In a later chapter you will find out whether there is any evidence of ways to improve education, especially for the poor and for minorities, by spending more money than we now do.
Vouchers and Charters
Many school critics have urged a voucher system—giving parents money so they can send their kids to private schools. But researchers should not compare children whose parents are offered vouchers and actually take them with children who were not offered vouchers, because of the problem of self-selection: it might be that the more educated, intelligent, and motivated parents make use of the vouchers they were offered. The authors who claim that voucher programs have big effects did indeed compare children whose families were offered the vouchers and actually made use of them, with children who were not offered the vouchers. Such studies found as much as a one-third reduction in the black/white gap in test scores. But at least some of this “gain” really only represents a difference between children whose parents cared enough to carry through on enrollment and children whose parents might or might not have carried through if given the chance. When researchers maintain that they can control for this effect by procedures such as matching the voucher-users with students whose families were never offered the vouchers but who are comparable on a variety of dimensions, they are talking through their hat. When they let self-selection enter the front door, they cannot get rid of the problem by matching through the back door. In other words, parents who take advantage of an offer that sounds good for their children may be different from otherwise very similar parents in a control group who might or might not have taken advantage of that offer.
When studies on the effects of vouchers are done properly—comparing the achievement scores of all children who were offered the vouchers (most of whom accept them) with those of similar students who entered into a lottery for the vouchers but lost and so were not offered the vouchers—the evidence indicates that vouchers result in perhaps .10 SD better performance. (Such a comparison is called an intent-to-treat design: students in the treatment group are included in the analysis regardless of whether they accepted the treatment. This almost inevitably underestimates the treatment effect if there is one, but avoids the deadly self-selection that occurs when the only students compared to controls are those whose parents cared enough to see that they took advantage of the treatment). The disappointing results of this study of course do not prove that private schools are not capable of doing a better job than public schools, just that there is not much convincing evidence that the private schools studied to date do a better job.
There is also little evidence that charter schools in general are particularly beneficial. These schools are publicly funded but have been freed from some of the rules and laws that govern other public schools. In exchange, such schools set out in their charter some assurances of accountability for producing certain results. Reasonable experiments, with random assignment, have compared charter schools with other public schools. Unfortunately, charter schools seem to be only slightly better than the public schools that the children would otherwise have attended—at least for the first few years of their operation. For math and reading, the improvement on standardized tests runs just a few percentile points higher for young students in a charter school. Older students entering a charter school for the first time in later grades actually do worse than the public school students. There is, however, some evidence that after charter schools have been in operation for ten years or so, they may have as much as a 10 percent edge on public schools. None of this should be taken to mean that charter schools cannot do a better job than the public schools—just that not many have to this point. In a later chapter you will see that there is at least one very happy exception to this generalization.
Class Size
How about class size? Are smaller classes better? Here we have a real conflict of evidence. The multiple-regression analysts tend to tell us that class size makes little difference to student achievement. On the other hand, economist Alan Krueger, the researcher who has written the most about class-size effects, maintains that 70 percent of studies that looked at class size find a positive effect, and the better the journal in which the study was published, the more likely it was to show a positive effect. And there is one study that, in Krueger’s opinion and in mine, is more relevant than all the others put together. For this experiment, which was conducted in Tennessee in the 1980s, teachers and students in kindergarten through third grade were randomly assigned to classes of regular size (twenty-two pupils on average) or to smaller classes (fifteen pupils on average). The children in the smaller classes did better on standardized achievement tests, the improvement varying on average from .19 to .28 SD depending on subject and class size. In other words, being in a smaller class was typically enough to shift a child on average from the 50th percentile for achievement to a little less than the 60th percentile. The effects persisted to a significant degree through at least the seventh grade. And the effects of a smaller class were bigger for poor and minority children than for middle-class and white children.
Teachers Matter
How about teachers? Do they matter? Surely some teachers are better than others? Indeed so, but the fact that a teacher is certified is not proof that the teacher is particularly good at the job. Nor, surprisingly, is possession of a master’s degree.
Nevertheless, there is plenty of evidence that teachers can make a difference. First, experience matters. The average difference in reading achievement scores for children taught by teachers with one year versus ten years of experience is .17 SD—an expected benefit for experience of about 7 percentile points on achievement tests. But note that most of the difference between more and less experience occurs in the first year of teaching. So it is definitely worth trying to avoid having your child put in a class with a rookie teacher.
It is possible to measure teacher quality by defining it as the value a teacher adds to the achievement scores of the average student in his or her class over and above the achievement scores for the average student the previous year. A teacher produces high added value to the extent that students do better than expected given how well the students performed relative to their peers the previous year or years. Defined in this way, 1 SD in teacher quality is associated with approximately .20 SD in achievement scores. But this is an estimate of the difference teachers make within a given school. Since we know that teachers in some schools are better on average than teachers in other schools, we can be sure that the within-school difference is a minimal estimate of the difference made by teacher quality. Economist Eric Hanushek’s estimate of the impact of teacher quality, across teachers and across schools, is .27 SD—more than enough to raise a child from the 50th percentile to the 60th percentile in achievement. The difference in achievement scores that could be expected for a child who had teachers rated 1 SD or more above the mean for quality throughout elementary school and a child who had teachers rated 1 SD or more below the mean for quality is hard to calculate but clearly could be very great.
But statistics like these on the quality of teachers pale in their implications beside stories that people tell about the importance of individual teachers to their lives. Most people I know believe that at least one or two of their teachers made a great difference to them, and there is no reason to doubt them. A study on the effects of one particular first-grade teacher gives substance to the anecdotes.
The teacher, Miss A, taught for thirty-four years in a school serving a low-socioeconomic-status population, a third of whom were black. Sixty students who had been at the school over a period of eleven years were interviewed when they were adults. A third of them had had Miss A for a teacher in first grade. Among those who had had teachers other than Miss A, 31 percent could not remember the teacher’s name. All of the students who had had Miss A could remember her name. Whether or not they could remember their teacher’s name, only a third of students from the other classes rated their teacher as having been very good or excellent. Three-quarters of Miss A’s students gave her a rating that high. Twenty-five percent of children with another teacher gave the teacher an A for effort; 71 percent of Miss A’s students did. Asked by a researcher how Miss A taught, a colleague answered, “With a lot of love.” The colleague also reported that Miss A expressed confidence that all her students could learn—no child was going to leave her classroom without being able to read. She stayed after school to help slow learners. She shared her lunch with children who had forgotten theirs.
Outcomes in elementary school, in youth, and in adult life were much better for Miss A’s students. Two-thirds of her former students scored in the top third in achievement in second grade, compared to only 28 percent of students of other teachers. The students’ status as adults was also measured, by such things as grade of education completed, occupational attainment, and condition of the home. Of Miss A’s students, 64 percent were at the highest level of status; of other teachers’ students, only 29 percent were at the highest level.
This story, inasmuch as it is based on a single individual, could be discounted if there were not other, more convincing, quantitative evidence about the importance of teachers, especially the first-grade teacher. But in fact such evidence exists. Education researchers Bridget Hamre and Robert Pianta had access to the huge longitudinal Study of Early Child Care sponsored by the National Institute of Child Health and Human Development. They tracked about nine hundred children in their progression from kindergarten through the end of first grade. Some of the children were considered to be at risk of poor adjustment to the school situation on the basis of socioeconomic status as indicated by the mother’s educational attainment, and some were considered to be at risk based on the kindergarten teacher’s reports of problems displayed in behavior, attention, and academic performance.
The quality of the first-grade experience of each of the children was evaluated by observers sitting in on each class for three hours. The classrooms differed along two related, but somewhat statistically independent, dimensions. The first dimension was labeled “instructional support” and consisted of the sum of ratings of quality of literacy instruction, quality of evaluative feedback to the children, degree to which conversation was concerned with instruction, and encouragement of child responsibility. The second dimension was labeled “emotional support” and consisted of the sum of ratings of emotional climate, effective management of the classroom, involved as opposed to detached relationships with the children, and relative absence of intrusiveness.
Classrooms were divided into three levels on the basis of quality of instructional support. All children were tested on a widely used measure of ability—the Woodcock-Johnson tests of cognitive ability and academic achievement.
When a child who was at risk on the basis of the mother’s relatively low educational attainment was placed in a classroom providing low instructional support, the child’s achievement score at the end of first grade was more than .40 SD lower than would be expected if the child had been placed in one of the classes having relatively high instructional support. When a child of similar risk was placed in one of the classrooms that provided high instructional support, the child actually functioned at the same level on average as children of highly educated parents in those classrooms.
Classrooms were also divided into three levels on the basis of quality of emotional support. (In general, classrooms were more likely to be at a high level of emotional support if they were rated high on instructional support and at a low level of emotional support if they were rated low on instructional support, but the overlap was by no means complete.) Children who were at risk of failing on the basis of poor social and emotional functioning in kindergarten, and who were placed in a classroom having either low or moderate emotional support, scored about .40 SD worse than would be expected if they had been placed in a classroom having high emotional support. Children who were at risk on the basis of kindergarten functioning and placed in a highly supportive classroom did just as well as children who were not at risk and were in a highly supportive classroom.
The latter finding may be even more important than it sounds. Hamre and Pianta found, in an earlier study, that relationship problems in kindergarten are associated with academic problems throughout school. The findings about teacher quality in the first grade suggest that children with such problems may have a downward path deflected upward very early if they are placed in the right first-grade classroom.
Principals know about the quality of teachers in their schools—at least at the extremes. But there is little evidence that principals seek out or reward high-quality teachers. In fact, for teachers in the public schools it would be difficult for them to do so. Union rules tend to enforce similar pay standards for teachers and tend to allow for differences having to do only with seniority, certification, and the possession of higher degrees. There is little evidence, as I have noted, that certification and higher degrees are associated with better teaching, and beyond the first year or so of teaching, neither is seniority. Researchers who are aware of these facts tend to fall into one of two policy camps: (1) change the rules and make it possible to reward teachers for good teaching or (2) concede that this is difficult to accomplish politically and instead focus on teaching teachers how to teach better.
Everyone can agree that one of the most important things we can do for education is to improve teaching. Perhaps one place to start would be in schools of education. A common complaint from new teachers is that they received too much theory in education classes and too little experience or practical training. Another route to improving teaching would be to provide incentives for good teaching. Israeli researchers conducted a study of two different incentive programs. One program awarded bonuses to teachers at schools in the top third of performance based on their students’ achievement. The bonuses amounted to 1 to 3 percent of base salary. The other program gave greater resources, mainly teacher-training programs and reduced teaching time, to the winning schools. Both programs resulted in improvements in student scores and in dropout rates, but the salary incentive program was the more cost-effective. The study indicates that providing incentives at the school level might avoid union problems. It is conceivable that if such incentives were perceived as add-ons, and winners were at the school level rather than the individual level, teachers and their unions might accept the competition with its reward structure of “possible gain vs. no loss.” Just how to assess school quality, however, could be as much a political football as assessing individual teacher quality.
“Effective Schools”
Until relatively recently, there was little research showing convincingly that some educational techniques are more effective than others. There has long been a huge literature on what are called “effective schools”—schools that go beyond expectations for student achievement. But this evidence rarely rises above the anecdotal. It says that good schools are characterized by principals who convey a conviction that most children are capable of learning; who carefully pick their teachers and carefully monitor them; who find ways to encourage failing teachers to leave the school; who emphasize curriculum and instructional strategies; who monitor student performance data to see if the instructional strategies are working; and who seek parents’ involvement in their children’s education. Teachers in effective schools are less isolated and are more likely to talk shop; they are more likely to be evaluated and to appreciate being evaluated; and they monitor student performance data to see if the instructional strategies are working.
Much of the literature on effective schools deals with schools serving disadvantaged populations. The usual claim is that schools that emphasize the basics more are more effective with these populations. On the other hand, some people claim that an enriched curriculum more characteristic of good private schools can be highly effective.
In short, schools with better outcomes have better principals with better strategies and teachers who are more committed to seeing that their students flourish. But I find little in the literature to convince me that these things cause successful outcomes rather than merely reflecting the fact that the population being served is one that is easier to help. Principals are going to look good if their students are easy to work with. If students are sufficiently troublesome, focusing on curriculum and teacher evaluation may be secondary to enforcing discipline. So while there are many stories about remarkable schools, there are not many hard facts that leave me confident about how to improve underperforming schools.
Educational Research and Its Enemies
Despite the hundreds of millions of dollars spent on innovative educational programs, and the hundreds upon hundreds of studies evaluating them, the situation in educational research is scandalous. Research is mostly anecdotal, and most self-styled evaluators of educational programs are actually opposed to the experimental method, that is, providing one educational technique to children randomly selected from some population and providing a comparison technique to other randomly selected children. Very little research rises to the level of being scientifically acceptable.
The situation is as shocking as it would be if pharmaceutical companies were to routinely peddle their medicines without having them backed by evaluation research that went beyond haphazardly giving the medicine to some individuals with a given illness and reporting the percentage of patients who got better (without knowledge of the percentage who would have gotten better without any treatment at all). Only drug trials that identify a patient population and then randomly assign some patients to the treatment condition and some to the no-treatment or alternative-treatment condition count as adequate research. Yet this standard is almost never met in research on educational interventions. Anyone who tells you that studies lacking random assignment are just as good or better for evaluating educational research should be asked why educational research should be held to different standards than drug research.
Plenty of reasons are given for not using the experimental method. There is the claim that ethical considerations demand that the most needy receive the treatment. But ethical considerations require that the investigators establish that they are doing good—which can be done by finding the most needy and assigning half of them to the treatment group and half to the control group. The most specious reason given is that experiments somehow block finding out just what elements of a treatment cause it to be effective. Without knowing that a treatment is effective, there can be no way of knowing how it is effective.
Recent research on schools has employed at least some form of control. In some studies, investigators get schools to agree to accept an intervention, for example, a new type of computer instruction for math, and then compare performance at those schools with that at schools that are similar on a predetermined set of criteria, such as the social class and race of students, but that were not offered the intervention. This type of research is better than nothing, but not by much. It is susceptible to the self-selection problem: the schools that are offered the intervention may be systematically different in some unknown ways from those not offered the intervention. The problem is particularly acute when there is literal self-selection, that is, when only some of the schools offered the intervention accept it. The schools that accept the intervention may rate better on some of the relevant dimensions than those that do not accept it.
Also inadequate are studies that simply report scores at a school before the intervention began and compare them with scores after the intervention began. These studies generally yield effect sizes that are substantially greater than those found by studies comparing the schools that had the intervention with presumably comparable schools that did not. An exception to this rule exists when gains after an intervention are extremely large—and discontinuous with what could have been expected if there had been no intervention. Under such circumstances a claim of effectiveness can sometimes be persuasive.
Whole-School Interventions
Some of the programs that have been evaluated are whole-school interventions, known as comprehensive school reform. Educational psychologist Geoffrey Borman and his colleagues reviewed a number of the most promising of these programs, and my account of them rests on their review. I report on only the programs that have had three or more tests by independent third parties, and those in which schools having the intervention were compared to control schools. Virtually none of the comparisons are based on a random assignment of schools or students.
One whole-school program—Success for All—has been evaluated twenty-five times in comparison studies by third-party investigators. Hundreds of schools now participate in this program, which is managed by a private foundation. Success for All equips schools with its own curriculum materials, including teacher manuals. It offers a great deal of teacher training in reading, writing, and language arts, as well as twenty-six days of on-site professional development. The program emphasizes assessment of student outcomes and school organization and provides facilitators for each school. One-on-one tutoring is given to students having problems in reading. Outreach to parents is emphasized. Originally the program was available for pre-kindergarten through sixth grade, but it now has a junior high school component as well. Some schools also participate in a broader version of Success for All called Roots & Wings, which offers programs in math, science, and social studies.
Success for All seems to make a difference in achievement outcomes, but the better designed and more independent the evaluation, the weaker the effects appear to be—an average effect size of only .08 SD was found across all investigations. A particularly well-designed, fully randomized study, however, revealed an average effect size of .27 SD for reading in children assigned to the program from kindergarten through second grade. Moreover, four of the evaluations included the broader Roots & Wings program, and these evaluations produced an eye-popping average improvement of .77 SD. A couple of highly convincing, independent, random-assignment studies would be required to make an effect this large seem very plausible. Despite all the research, the final word on Success for All is not yet clear. And it will not be until more solid, random-assignment research is done.
Another very well-known program, the School Development Program, was founded more than thirty years ago by James Comer, a psychiatrist at Yale University. This program does not specify particular curricula or instructional methods but tries to build good relations among school staff, parents, and communities and sets up health interventions for students. It provides teams that develop and carry out specific reforms related to the assessed needs of individual schools. The third-party comparison studies show an effect of only .11 SD.
Slightly more successful is the Direct Instruction intervention for elementary schools, primarily those serving a disadvantaged clientele. Direct Instruction reading and math programs are distributed by McGraw-Hill publishing company, and some teacher training is offered. But the full program requires contracting with providers of extensive professional curriculum development and teacher training. The lesson plans are highly scripted and require extensive writing. Lessons are carried out in small groups organized by performance level, and student progress is frequently assessed. The third-party comparison studies show an effect size of .15 SD.
The cost of some of the whole-school interventions can be rather high. So a thorough cost-benefit evaluation is called for in addition to attending to established effect sizes. In fairness to these programs, and to many others that have been less extensively evaluated, some of the assessments are of interventions that have not been well implemented at some schools in the sample. One can always get null results for an intervention if it is handled badly enough, and the good, the bad, and the ugly all get averaged together to get effect-size estimates.
Instructional Techniques
A number of studies of specific instructional technologies have also been carried out. Evaluation researcher James Kulik reviewed a large number of so-called integrated learning systems. These computer software systems give students course materials customized to their level of attainment, keep records of how the students are doing, and provide substantial feedback on performance. Kulik reached some very clear conclusions. Across sixteen well-controlled studies of mathematics programs, he found computerized instruction to have a median effect size of .40 SD. This very large effect is educationally significant, and the costs of the program after computer purchase are low. Word-processing programs, by teaching writing, also have a significant effect on learning how to read. The effect may be as much as .25 SD in the upper grades and much larger in kindergarten and the first grade. (Computerized reading programs that attempt to teach reading without an emphasis on writing have a median effect size of only .06 SD.) Finally, computer tutoring is apparently effective for teaching the natural and social sciences. The median effect size for those fields was .59 SD, a very significant value. Computer tutoring also resulted in much more favorable attitudes toward the particular science being taught: the effect size was 1.10 SD.
Some of the most impressive intervention work to date goes by the name of “cooperative learning.” This refers to classroom techniques where students work together in small groups, helping each other to learn a body of material. The technique can be applied to any subject matter. Students can reach the group’s educational goal only if all of them bring their necessary part to the enterprise. It can be used for grades 2 through 12. Education researcher Robert Slavin wrote an entire book on these techniques. In order to be included in Slavin’s survey, a study had to have a control group learning the same material, and there had to be an adequate control, either in the form of randomization at the individual, class, or school level, or by means of matching—that is, finding groups of students who were similar on many criteria to those who were offered the program. As it happens, results using the far superior randomization methods were approximately the same as results using the matching method. In one variant, Student Teams Achievement Divisions, students are assigned to four-member teams (which are usually heterogeneous with respect to prior achievement level, ethnicity, or both). The students work together studying the materials and are then assessed individually. Slavin reported studies indicating that this technique has an effect size of more than .30 SD on standardized tests. One particularly impressive technique is the “structured dyad” method: one student is the tutor and one is the tutored; roles are then switched. There are a variety of ways to accomplish this, but reported effect sizes run very high for all of them. Enough studies of this general technique have been conducted to indicate that instruction in grades 2 through 12 ought to include a cooperative learning component.
Summing Up the Research
So what do we have? Can schools apply new procedures and improve their ability to make people smarter? There are lots of answers of the “no” variety, or at least of the “not yet” or “not much” variety. Money per se does not make a great deal of difference. Vouchers and charter schools have not produced substantially better academic achievement than regular public schools. Teacher certification and credentialization are unrelated to student outcomes. Teacher experience does count—at least up to a point: first-year teachers are not as good as they will be, and learning to teach continues for a few years.
Teacher quality matters a lot: some teachers are just a lot better than others. But the current systems are not good at rewarding the best teachers or weeding out the worst ones. The research is still young, but there is at least some evidence that providing incentives to teachers at schools that succeed the most results in improved educational outcomes, and it is possible to imagine schemes to give incentives that might not encounter serious political problems.
The “effective schools” literature tells us what the principals and teachers at the schools with better outcomes are like, but it does not tell us about causality: To what extent do dedicated principals and focused teachers make for better schools? And to what extent is it the more teachable clientele that makes it possible for principals to look focused and teachers to look dedicated? Some whole-school interventions have been effective, but there is little evidence to date that any of these produce very big effects.
Extremely promising evidence shows computerized instruction to be very effective, especially for mathematics and science training. Cooperative learning, in which students work together toward common educational goals, also is very promising.
In an extremely welcome development, the U.S. Department of Education now runs what is called the What Works Clearinghouse. This service identifies interventions that evaluation studies have shown to be effective. Unfortunately, the designs of these studies typically fall short of randomized-assignment experiments but at least they are far above the level of anecdotal reports. All of the research conducted for the clearinghouse is supposed to be at least “quasi-experimental studies of especially strong design.” These standards are well above most of what passes for evaluation research. We can hope that, eventually, educators will undertake only interventions that have been declared effective by the What Works Clearinghouse or will have to answer to an outraged public.
Enriching the Curriculum: Effects on Skills and IQ
But what would happen if we really pulled out all the stops and tried to teach kids general problem-solving skills that could make them genuinely smarter than they would be by studying materials that are typical for their grade level? A tantalizing answer to this question comes in the form of a massively ambitious study in Venezuela headed by, of all people, Richard Herrnstein, coauthor of the highly pessimistic Bell Curve book. Herrnstein and his coworkers devised a very advanced set of materials geared to teaching seventh-graders fundamental concepts of problem solving that were not targeted to any particular subject matter. In effect, they tried to make the children smarter by giving them handy implements for their intellectual tool kits.
The concepts and procedures taught were closer to high school or college level than to junior high level. The researchers gave sixty different 45-minute lessons on topics such as discovering the basics of classification and hypothesis testing, discovering properties of dimensions that can be ordered in some way, analyzing analogies, exploring the structure of simple propositions, understanding the principles of logic, constructing and evaluating complex arguments, learning how to trade off the desirability of outcomes against their probability, and evaluating the credibility and relevance of data. These tools are usually the side effects of learning about a subject or discipline rather than something teachers try to teach explicitly. Can we teach the tools directly—even to children—and show that they generalize to new problems with content different from the problems used to teach them?
In a word, yes. The instruction resulted in big changes in children’s ability to solve problems that the new skills were designed to improve. Some of the effect sizes were as follows: for language comprehension, .62 SD; for learning how to represent “problem spaces,” .46 SD; for decision making, .77 SD; and for inventive thinking, .50 SD. In short, general problem-solving skills can be taught, and taught moreover in a brief period of time.
How about “real” intelligence, as measured by IQ tests? Can teaching problem-solving skills improve IQ? I do not recognize IQ tests as being more than just one particular way to measure intelligence, rather than the way. If we can improve people’s reasoning and decision making, I don’t care whether this makes them perform better on IQ tests or not. But in fact, on a representative set of general-abilities tests, the score for the experimental group in the Venezuelan study increased .35 SD on average as compared to a control group. On a typical IQ test called the Otis-Lennon School Ability Test, IQ in the experimental group gained an average of .43 SD compared with the IQ in the control group. Even on a highly specialized, largely spatial IQ test similar to the Raven Progressive Matrices called the Cattell Culture Fair Intelligence Test, the gain was .11 SD. In short, whether intelligence is measured by general problem-solving skills of the sort that Herrnstein and his colleagues taught or by traditional IQ tests, the training had a very big effect.
You will want to know where the investigators went from there. Did they develop a yet more sophisticated tool box for eighth-graders? Unfortunately, the government in Venezuela changed, and increasing the intelligence of junior high school students was no longer a priority. I must say, however, that in light of the spectacular success of the program, it is amazing and dismaying to me that no one picked up where the Venezuela project left off.
Effective Tutoring
Finally, let’s remember that a lot of teaching is in the form of one-on-one tutoring. And not surprisingly, tutors differ a lot in their effectiveness. In fact, Mark Lepper and his colleagues found that college student tutors and other tutors of elementary school students range from virtually ineffectual to extremely helpful. And they discovered some intriguing characteristics of effective tutors.
First, how do you go about being an ineffective tutor? A surefire way to do it is to regard yourself as a debugger. You explicitly tell the student she has made a mistake and you give direct guidance in how to fix the error, preferably by using an abstractly stated rule. None of Lepper’s most effective tutors took such a strictly cognitive, error-correction stance.
How do you go about being an effective tutor? Lepper gave us five Cs.
You foster a sense of control in the student, making the student feel that she has command of the material.
You challenge the student—but at a level of difficulty that is within the student’s capability.
You instill confidence in the student, by maximizing success (expressing confidence in the student, assuring the student that the problem she just solved was a difficult one) and by minimizing failure (providing excuses for mistakes and emphasizing the part of the problem the student got right).
You foster curiosity by using Socratic methods (asking leading questions) and by linking the problem to other problems the student has seen that appear on the surface to be different.
You contextualize by placing the problem in a real-world context or in a context from a movie or TV show.
Expert tutors have a number of strategies that set them apart. They do not bother to correct minor errors like forgetting to put down a “plus” sign. They try to head the student off at the pass when she is about to make a mistake and attempt to prevent it from occurring. Or sometimes they let the student make the mistake when they think it can provide a valuable learning experience. They never dumb down the material for the sake of self-esteem, but instead change the way they present it. Most of what expert tutors do is ask questions. They ask leading questions. They ask students to explain their reasoning. They are actually less likely to give positive feedback than are less effective tutors, because, Lepper theorizes, this makes the tutoring session feel too evaluative. And finally, expert tutors are always nurturing and empathetic.
All of this could be taught to aspiring tutors—and to aspiring teachers in the schools.
In sum: We know that schools can do a lot better job at education than most are doing. We know a lot about what is effective and what is not. There can be no excuses for schools’ failure to guide instruction in the light of what research shows to be effective.
But instruction is more effective for some clienteles than for others. Let’s look at two clienteles in the next two chapters and then consider what can be done to improve the situation in the chapter following those.
CHAPTER FIVE
Social Class and Cognitive Culture
…the class structure of modern society is essentially a function of the innately differing intellectual and other qualities of the people making up these classes…
—H. J. Eysenck, The Inequality of Man (1973)
THE VIEWS OF H. J. EYSENCK about class and intelligence are representative of much of mainstream opinion among IQ experts. Social class is a consequence of intelligence. The poor are poor because they are not intelligent, and neither money, nor class, nor parenting practices play much of a role in making some people more intelligent than others. Class is mostly a matter of genes.
In the chapter on heredity and mutability, we saw how utterly mistaken these views are. Undoubtedly, people of different social classes have different genotypes for intelligence on average, but there is an enormous causal influence of class on intelligence. As we saw in Chapter 2 on heritability, a lower-class child who grows up in an upper-middle-class family has an IQ 12 to 18 points higher on average than a lower-class child who grows up in a lower-class family. We can estimate that the lower-class families in these studies were at the bottom 15 percent or so of the social-class ladder, and the upper-middle-class families at the top 15 percent or so. The average IQ for the children of people in the lowest third of the socioeconomic totem pole is about 95, and the average for the children of those in the highest third is about 105. That 10-point difference is the result of all factors operating to push the social classes apart on IQ: genes; prenatal, perinatal, and postnatal biological factors; and all social factors associated with class, including quality of neighborhoods and schools and parenting practices. The results of the adoption studies indicate that postnatal environmental factors—biological and social ones combined—probably outweigh the genetic factors.
Eysenck and the other hereditarians could hardly be more wrong. Being poor versus well-off has a huge impact on intelligence.
In this chapter I highlight some of the differences in social class that directly influence intelligence. I will not be able to quantify exactly how much difference a particular factor makes. But we know that each of a very large number of factors has at least some influence on intelligence. Moreover, we know that some of these factors would be ameliorated if the poor were better off financially. And we know that there is a lot of room for improvement in the plight of the poor and the working class in the United States. Their economic situation is substantially worse than that in most developed nations.
We also know that parenting is different across the social classes. People of lower socioeconomic status (SES) are tacitly preparing their children for different occupational and social roles than are people of higher SES. Educators need to know the ways in which poorer children are ill-prepared for school in order to be able to help them achieve academically. Without improvement in cognitive functioning, countless numbers of poor people will be unable to take advantage of the jobs that exist in the new information economy.
First, some definitions. Poor refers to the habitually unemployed, people chronically on welfare, and nonskilled workers. Working class refers to skilled and semi-skilled workers such as mechanics and workers in service occupations and lower-level clerical jobs. I refer to these two classes as one group, lower-SES people. Middle class refers to higher-level clerical jobs, teaching jobs, and supervisory and lower-level managerial positions. Upper-middle class refers to professional and higher-level managerial jobs. I refer to these two classes as a group, higher-SES people. These definitions are somewhat arbitrary; there are other ways of carving up the domain of social class, but these definitions map onto the way the social classes were defined in studies referred to in Chapter 2.
In this chapter the differences I present between lower-and higher-SES people hold regardless of race. In the next chapter I discuss how race and class interact.
Environmental Factors of a Biological Nature
Being poor is associated with many environmental factors of a biological nature that lower IQ and academic achievement.
Some of the differences between people of lower and higher SES may have to do with nutrition. Although the available evidence suggests that poor nutrition in the mother prenatally has no effect on intelligence, when food supplements are given to children who are living in hunger, they show gains in IQ. It is not clear that nutrition differences between the social classes in the West are sufficient to contribute significantly to differences in IQ between the classes, but there is some hunger among a small percentage of the poor. Even if hunger is rare, we know that lower-SES children are more likely to have vitamin and mineral deficits. And there is evidence that supplements of vitamins and minerals improve the IQs of children who are lacking in them.
The effects of lead are very deleterious for IQ, and inner-city-dwelling kids are exposed to more lead in the form of pollution and old peeling paint than are middle-class and suburban children.
Even use of less than two ounces of alcohol by pregnant women has a negative effect on IQ. Children whose mothers drank during pregnancy have more difficulty in school because of attention and memory difficulties and poorer ability to reason. Lower-SES women are more likely to drink to excess during pregnancy than are higher-SES women.
Lower-SES people have poorer health, and poor health is an impediment to learning in many ways. A sick child will have a harder time learning than a healthy one. Specific health problems that are more common among the poor, and associated with low IQ and academic performance, include poor dental health, more exposure to smoke and pollution with consequent susceptibility to asthma, poorer vision, and poorer hearing.
Low birth weight is more common for lower-SES babies, and low birth weight is associated with lower IQ. Some pesticides that are being phased out, but are still not uncommon in lower-SES households, are associated with smaller head circumference and lower IQ.
One biological factor that may be important is breast-feeding. Lower-SES mothers are less likely to breast-feed. For children with the most common genetic makeups, breast-feeding seems to add about 6 IQ points over and above what the IQ would be without breast-feeding. Breast-feeding may exert its beneficial effect on brain development through the actions of particular fatty acids that are found in human breast milk but not in cow’s milk and not in formula. The claim that the relationship between breast-feeding and IQ is causal is still in dispute. One study finds that children who were breast-fed have no higher IQ than their siblings who were not breast-fed. If the relationship is in fact causal, though, it could account for as much as 2 points in the IQ difference between higher-and lower-SES individuals.
Medical care is worse for the poor, and this not only compounds the problems associated with poor hearing and vision and asthma, as well as all the other biological factors, but also creates additional problems of its own. Lower-SES people are almost twice as likely to have no medical insurance. Even if they had insurance, working-class parents are less likely to be able to take their children to the doctor because they would lose wages or be absent from work, which would be a cause for discipline. In addition, doctors are much less available for the poor than for the middle class; there are three times as many doctors working around white, nonpoor neighborhoods than around poor, nonwhite neighborhoods.
Some of the environmental factors affecting biological processes are severely damaging but uncommon even among lower-SES people, for example, lead poisoning and fetal exposure to alcohol. Some are moderately damaging and are actually fairly common among lower-SES people, for example, exposure to polluted air, which can cause asthma. We do not know exactly how much each of these factors contributes to the IQ and achievement gaps. However, we cannot simply add up the differences made by each one and assume that they account for a very large fraction of the IQ difference between low-SES and high-SES classes. This is because the deficits are undoubtedly correlated with one another—children born to alcoholic mothers are also more likely to be exposed to peeling paint and to have poorer dental health. The deficits can’t be regarded as additive.
Environmental Factors of a Social Nature
Other environmental factors are not biological in the first instance but undoubtedly have seriously damaging effects, possibly mediated by brain physiology.
One such harmful circumstance is that lower-SES children move from one house to another much more frequently than higher-SES children. As a result, they have to deal with the stress of moving more often, and they are put into classroom situations for which they are unprepared or are forced to repeat material that they already know. Even when the child stays put, other children are rotating in and out of the classroom and make the environment unstable and teaching more difficult.
Lower-SES children are more likely to have behavior problems, which are disruptive to one degree or another for all who have to deal with such children. Instability of all kinds is more common for lower-SES children than for higher-SES children. Lower-class neighborhoods are in general more stressful, and lower-class homes are more susceptible to turmoil and strife.
Compared with higher-SES parents, lower-SES parents are less likely to be warm and supportive of their children and are more likely to punish infractions harshly. Developmental psychologist Vonnie McLoyd showed that lower-SES parents are more likely to raise their children in punitive and stressful ways than is characteristic of higher-SES parents.
Early emotional trauma damages the prefrontal cortex, which (you may recall from Chapter 1) is heavily implicated in fluid intelligence. We do not know exactly how much stress is necessary to damage the central nervous system, but it is possible that the higher stress associated with lower-SES parenting, together with the other stresses of lower-class life, does produce such damage, at least at the extreme. Fluid intelligence is particularly important to learning and to school achievement in the early grades.
Of course, not all lower-SES children have such extreme difficulties. Undoubtedly most have loving families who deal with them in kindly fashion and are deeply concerned with their physical and intellectual development. Many lower-SES children live in neighborhoods that pose few terrors. But at the best, the lower-SES child is likely to have peers who are on average less intellectually stimulating than those available to higher-SES children, and likely also to have to go to schools having poorer teachers, larger classes, worse facilities, and less parental involvement. It is scarcely surprising that a lower-SES environment results in lower IQs and academic achievement.
Class, Money, and the Gap between the United States and Other Developed Countries
How much would the IQ and achievement gaps be affected if the poor simply had more money? We know that the United States accepts lower levels of intellectual accomplishment for its lower-SES children than do other advanced countries. We need to consider the SES gap in achievement in light of the unusually large economic gap between classes in the United States. Income inequality in the United States is much higher than in most European Union countries or Japan. Although the income per capita in the United States is 25 to 35 percent higher than in most other advanced countries, workers in the bottom third of the income distribution are poorer than workers in the bottom third in the European Union or Japan. And workers in the bottom 10 percent of the income distribution of the average European Union country earn about 44 percent more than Americans in the bottom 10 percent. And even this statistic underestimates the disparity between the poorest Europeans and the poorest Americans. Europeans have national health insurance and other economic cushions that most Americans at low-income levels either pay for out of their own pockets or do without.
Income disparity is growing at a much faster rate in the United States than in almost any other advanced country. In 1979 the top 10 percent of wage and salary workers earned 3.5 times as much per hour as workers in the bottom 10 percent. Twenty-six years later, the top 10 percent earned 5.8 times as much as the bottom 10 percent. For families with children, the after-tax incomes of the lowest fifth rose by just 2.3 percent in the period 1979–2002. In contrast, the after-tax incomes for middle-income families with children rose by 17 percent during this same period. Between 1997 and 2006, the federally mandated minimum wage was never increased. Although an act substantially increasing the minimum wage was passed recently, the minimum wage in 2009, when the maximum is reached, will be only 73 percent of what it was in 1968 in real dollars.
Reflecting the differences in income inequality, there is more skill disparity between the social classes in the United States than there is in most advanced European countries, as measured by literacy, mathematics, and science scores gathered by the Organisation for Economic Co-operation and Development. Americans in the top fourth of SES scored almost a standard deviation higher than those in the bottom fourth. The comparable difference for the Scandinavian countries was less than two-thirds of a standard deviation. Most of the difference is due to the better performance of Scandinavians in the bottom fourth of the socioeconomic distribution. The difference in reading and math skills between lower-and higher-SES groups in the United States is greater than that for twenty-two industrialized countries that have been studied. The difference between the United States and South Korea is even more marked: only a third to a half of a standard deviation separates the average academic achievement of the bottom quarter on the socioeconomic index from that of the top quarter.
In fact, the achievement gap between the lowest 25 percent and the highest 25 percent of Americans is more similar to that in developing countries than developed countries.
There is every reason to believe that the IQ and achievement gaps in the United States could be reduced if people of lower SES had higher incomes. Low incomes produce many problems, ranging from poorer nutrition and health, to more disruption due to moving from place to place, to lowered expectations for the rewards of education. In a vicious feedback loop, lower income brings lower academic achievement to lower-status American youth, which in turn lowers their value in the labor market, which results in continued lower SES.
In a word, if we want the poor to be smarter, we need to find ways to make them richer.
Cognitive Culture
But other factors that contribute to the test score gap are not so readily cured by money. They concern the parenting practices of the lower-SES population that make learning less likely in the home and more difficult in school—cognitive culture, in short.
Higher-SES people start preparing their children for life in the fast lane early on. While their children are still in the crib, higher-SES parents begin to push them in directions that put them in good shape for the kinds of questioning, analytic minds they will need as professionals and high-level managers. Lower-SES people are not raising doctors and CEOs; they are raising children who will eventually be workers whose obedience and good behavior will stand them in good stead with employers who are not looking to be second-guessed or evaluated.
Psychologists Betty Hart and Todd Risley of the University of Kansas carried out an extremely ambitious study of the differences in verbal behavior directed toward children among white professional people, working-class blacks and whites, and underclass, welfare blacks. They observed children and their parents in their homes for many hours. In this chapter I will focus on the differences between professional and working-class families.
Professional parents talk to their children more than working-class parents do. The mother bathes her child in words, with running commentaries about the world, and about her own experiences and emotions, and with questions about the child’s needs and interests. The working-class parent talks less to the child, and more of what is said is in the form of demands that would not likely stimulate the child’s intellectual curiosity. The professional family includes the child in conversations at the dinner table, often attempting to engage the child in the issues that are being discussed, and exposing the child to vocabulary at the same time. Working-class parents in contrast are more likely to carry on discussions without any assumption that the child would have an interest in the topic or have anything to contribute.
The professional parent speaks about 2,000 words per hour to the child, whereas the working-class parent speaks about 1,300. By the age of three, the child in the professional family has heard about 30 million words, and the child in the working-class family has heard about 20 million. The resulting vocabulary differences are marked. By the age of three, the professional child has command of about 50 percent more words than does the working-class child.
Parents differ in how they deal with their children emotionally too, in ways that likely play a role in developing their intellectual interests and achievement. The professional parents made six encouraging comments to their children for every reprimand. The working-class parents gave only two encouraging comments per reprimand. Degree of encouragement by parents is associated with intellectual exploration and confidence on the part of the child—and the children of professional parents are way ahead of the game in this respect.
Middle-Class Parenting: Encouraging Analysis of the World
Much of what we know about social class and children’s preparation for literacy and school life comes from the classic study of socialization by anthropologist Shirley Brice Heath. Heath spent many months in a town in North Carolina studying white middle-class families (all of whom had a teacher for a mother or a father), white working-class families (in most of which the father worked in the local textile mill), and black working-class families (who were mostly farm workers, mill workers, or welfare recipients). Heath literally lived with the families, observing them during all hours of the day and night and following the children to school. She found very large differences in the literacy-related activity of the three groups of children and in their preparation for elementary school. Heath’s study was conducted in the late 1970s and her evidence base is just a small number of families in a particular community, but more recent studies, with a larger number and wider range of participants, found parenting practices differing across social classes in much the same way that Heath reported. In what follows, I rely primarily on Heath’s work and the more recent work of Annette Lareau.
The middle-class parent reads to the child much more than does the working-class parent. There are lots of children’s books in the middle-class home. Reading to the child begins as early as six months, as soon as the child can be propped up to look at a book. And the middle-class parent reads to the child not just as a form of entertainment but also to encourage connections between what appears on the page and what exists in the outside world. There is a deliberate effort to take what is read in books and relate it to objects and events in daily life and in the world. (“Billy has a black doggie. Who do you know who has a black doggie?” “That’s a robin. Where did we read about robins? What do robins eat?”). Parents also encourage analysis of what is read (“What will happen next? What does she want to do? Why does she want to do that?”).
From a very early age the middle-class child expects to be asked questions about books and knows how to answer them. Parents ask their children about the attributes of objects and teach them how to categorize objects based on their properties. (I once sat on a plane behind a father and his three-year-old son. The father had a picture book and was asking the child whether particular objects were long or short. “No, Jason, pajamas are long.”) Middle-class parents also ask what questions (“What’s that?” “What did Bobby try to do?”) and follow them with why questions (“Why did Bobby do that?”), and later with requests for evaluations (“Which soldier do you like better?” “Why do you like him better?”). Adults encourage their children to talk about what is in their books and even to tell stories that are inspired by the ones they have read.
Middle-class children are well prepared for school. They know how to take information from books, they expect to be entertained by them, and they are familiar with how to answer so-called known-answer questions—that is, questions whose answer is known to the questioner. The early grades go easily for such children. They are also more than ready for the later elementary years, when analysis and evaluation are called for.
Working-Class Parenting: Socialization for the Factory
The working-class baby is brought home to a house with some children’s reading material—Little Golden Books and perhaps some Bible stories, maybe a dozen books all told. Walls are decorated with pictures depicting nursery rhymes, and there is probably a mobile. Family, friends, and neighbors talk to the child.
Although working-class children are asked questions about what is read to them, there is not much effort to connect what is on the page with the outside world. A book might have a picture of a duckling, and the mother might ask the child if he remembers the duck he saw at the lake, but then she might not explain the connection between the fuzzy yellow duckling on the page and the full-grown mallards at the lake. After about the age of three, children are not encouraged to carry on a dialogue with the reader. Instead they hear, “Now you’ve got to learn to listen.” The child is supposed to pay attention, and comments or questions are regarded as interruptions.
(A Philadelphia study illustrates both a symptom and a cause of the social-class difference in literacy. In areas where almost all adults are college-educated, booksellers had 1,300 children’s books available per 100 children, whereas in blue-collar Irish and Eastern European neighborhoods only 30 children’s books were available per 100 children. There could scarcely be a more stark set of figures capturing the social-class literacy gap.)
Activities in the middle-class family are guided by words. The middle-class father showing his child how to bat a baseball says, “Put your fingers on top of each other around the bottom of the bat; keep your thumb in this position here; don’t hold it above this line; don’t leave the bat on your shoulder—hold it above your shoulder a couple of inches.” The working-class child gets no such elaborate instructions or experience in how to translate verbal instructions to physical practice. Instead the child is simply told, “Do it like this; no, like this.” The middle-class family, when starting to play a new game, reads the instructions aloud and comments on them. The working-class family is more likely to guess at how to play the game and start playing it, making up rules as they go along. The middle-class mother works from a recipe, which she may read out loud so her child can make connections between what is read and what materials are being used and which procedures are being carried out. The working-class mother is less likely to use a recipe, and unlikely to give her child an opportunity to make connections between it and the materials at hand when she does use one.
Working-class children come to school with sufficient preparation to do reasonably well in the early years. They often know the alphabet; they can name colors and numbers and they can count; they can tell someone their address and their parents’ names. They can sit still and listen to a story, and they know how to answer what questions about factual matters. But when they are asked, “What did you like about the story?” not many have ready answers. When asked, “What would you have done?” they are usually stumped. When categorization and analysis and evaluation are emphasized in the later elementary grades, such children are at a decided disadvantage. When they are asked to write a story, they are likely to merely repeat some story they have been read. When asked about counterfactuals—“What would have happened to Billy if he hadn’t told the policemen what happened?”—they are at a loss.
Children who face these difficulties are likely to be demoralized and alienated by junior high school and are on their way toward being candidates for dropping out of high school.
The differences between the social classes that Heath found in socialization for literacy and school helps us to understand what happens to children’s IQs and academic skills over the summer, when they are not in school. The IQs and skills of middle-income children generally stagnate during this time. But there is a drop in skills for lower-SES children, whose families would not be expected to provide the degree of cultural stimulation over the summer that middle-class families do. The middle-class kids do not fall behind much during the summer because, undoubtedly, they engage in more educationally valuable activities, like reading and being read to, listening to stimulating conversation at the dinner table, going to museums and zoos, and taking classes in art, music, and even academic subjects. One study found that of children who are in transition between kindergarten and first grade, those in the highest quintile of SES actually show an increase in skills over the summer, whereas kids in the lowest SES quintile show a substantial decrease. So a significant portion of the difference in IQ and academic skills between upper-middle-class children and lower-class children can be attributed to the cumulative drop over the summer for lower-SES kids, which they never quite make up for during the school year.
The hereditarian reading the chapter to this point might be thinking, “How do we know that these differences in socialization practices actually play a causal role in the intelligence and achievement of children? How do we know that it isn’t simply that higher-SES people have more intelligent children than lower-SES people, not just because of what the environment does to them, but simply because they have their parents’ fortunate genes? And parents with smarter genes do intellectually stimulating things for their kids all right, but this is because their genes make them enjoy doing those things and the children are more rewarding to do those things with because they’re smarter.”
Undoubtedly, what the hereditarian says accounts for a nontrivial portion of what is going on. The environmental differences are to some degree a consequence of higher-IQ genotypes from upper-SES parents and lower-IQ genotypes from lower-SES parents.
But remember that genetics cannot be a very large part of the explanation of the IQ and achievement gap. The purely environmental contribution to the gap between the highest-and lowest-SES groups (probably roughly the highest and lowest 15 percent) is 12 to 18 points. That does not leave a lot of room for genes. The gap between the lower third in SES and the upper third is 10 points, and we know that a substantial portion of that has to be due to environmental differences.
Our confidence about the very substantial role of the environment is crucial to keep in mind for when I discuss in a later chapter how much we might expect to improve the intelligence of working-class and lower-class children. Both because of the adoption studies discussed earlier and because of the litany of environmental factors that I have recited in this chapter, we know that there is lots of room for improvement in the environment to make a difference.
Improving the economic situation of the poor would undoubtedly make a big difference. On the other hand, there would not necessarily be big improvements in the IQ and academic achievement of lower-SES children in the first generation after economic advancement, if that were to take place. Generals prepare for the last war, and parents socialize for the life situations of their parents and not so much for their own or their children’s. In fact, there is some evidence that in the first generation after additional income is made available to families, the improvement in intellectual status of the children is slight. Gains due to improvement in income alone are likely to be incremental across generations.
Fortunately, as you will soon see, the schools can be made to speed up the process of reducing the gap between the social classes, putting lower-SES children in a much better position to take advantage of the opportunities available in the information-age economy.
But first, let’s look at the gaps between the races in IQ and academic performance. Some of the reasons for the gaps are the same as those for the SES gaps, and some are different.
CHAPTER SIX
IQ in Black and White
The taboo against discussing race and IQ has not left this an open question. On the contrary, it has had the perverse effect of freezing an existing majority of testing experts in favor of a belief that racial IQ differences are influenced by genetics. No belief can be refuted if it cannot be discussed.
—Thomas Sowell (1994)
[Black] kids seem to…have…this unconscious way of thinking that Blacks are inferior to Whites. And I think that takes a toll.
—Black male high school student in Ohio interviewed by anthropologist John Ogbu (2003)
THE QUESTION OF whether there are innate differences in intelligence between blacks and whites goes back more than a thousand years, to the time when the Moors invaded Europe. The Moors speculated that Europeans might be congenitally incapable of abstract thought!* But by the nineteenth century most Europeans probably believed that they were genetically superior to Africans in intellectual skills.
The IQ test, developed early in the twentieth century, reinforced the genetic view. Since whites scored higher than blacks, many psychologists, basing their hypothesis on the assumption that IQ is largely heritable, assumed that the black/white group differences were genetic in origin.
For decades, whites scored an average of 100 points on IQ tests, while blacks scored about 85—a difference of 15 points or a full standard deviation. If such a difference were wholly or substantially genetic in origin, the implications for American society would be dire. Even if the environmental playing field were leveled, a much higher proportion of blacks than whites would have trouble supporting themselves, and a much lower proportion of blacks than whites would be capable of being successful in business or the professions.
In this chapter I review the evidence about the role of genetics in producing differences in IQ between blacks and whites. I also show that there remain serious societal roadblocks, as well as some social practices characteristic of African Americans, that make educational and occupational advancement less likely.
Not in the Genes
Laypeople differ markedly in whether they think race differences in IQ have a partly genetic origin or a purely environmental origin—and so do behavioral scientists. Some laypeople I know—and some scientists as well—believe that it is a priori impossible for a genetic difference in intelligence to exist between the races. But such a conviction is entirely unfounded. There are a hundred ways that a genetic difference in intelligence could have arisen—either in favor of whites or in favor of blacks. The question is an empirical one, not answerable by a priori convictions about the essential equality of groups. As it turns out, there is a great deal of empirical evidence on the question.
In 1994, psychologist Richard Herrnstein and political scientist Charles Murray published The Bell Curve, which maintained that black IQs were clearly lower than white IQs. They presented what they maintained was a balanced view of evidence pointing to the conclusion that the IQ difference between the races was substantially genetic. Charles Murray—Herrnstein died at the same time that The Bell Curve was published—has repeatedly claimed that the book was agnostic with respect to the degree of genetic contribution to the difference. The evidence presented in the book, however, is clearly weighted in favor of the genetic view. Both the public and most of the scientific community have concluded that the book endorsed the view that the black/white difference was probably substantially genetic in origin.
In this chapter and in Appendix B I present the arguments for genetic determination of the black/white gap made by Herrnstein and Murray in their book, and by J. Philippe Rushton and Arthur Jensen in their sixty-page review of the evidence published in 2005. The appendix is not intended for the general reader but rather for the specialist who would like to see the entire case against the genetic argument.
The black/white gap is not due to some obvious artifact, such as blacks not being familiar with formal English, or being less motivated to perform on IQ tests, or having teachers or IQ testers who have low expectations for their performance.
There is plenty of evidence though, that blacks sometimes perform worse on IQ tests and achievement tests when their race is made salient and this engages a “stereotype threat,” causing them to perform worse than they would in more relaxed settings where they are not afraid of confirming a stereotype that white testers have. Social psychologists Claude Steele and Joshua Aronson demonstrated this, and countless subsequent studies have confirmed the point. The underperformance is most likely when blacks are tested in an integrated setting and it is made explicit that it is intellectual ability that is being tested. When the test is presented as a puzzle, or when blacks are assured that blacks and whites do equally well on the test, black performance typically is better than in more threatening circumstances, sometimes markedly better.
In general, it is not the case that blacks perform better either at school or at work than would be indicated by their IQ scores. At least as late as 1980, when Jensen reviewed the question, academic performance and occupational outcomes for blacks were actually lower than would be predicted by their IQ scores. At a given IQ level, whites perform better than blacks.
Blacks have lower socioeconomic status (SES) on average, and people with low SES have lower IQ test scores. But that fact by itself does not speak to the heritability issue, because it is not clear to what extent low SES drives IQ lower versus to what extent low IQ drives SES lower. We do know that blacks have lower IQs than whites at every level of SES, so SES cannot be the full explanation of the black/white IQ difference.
The hereditarians have come up with a raft of evidence that the black/white difference in IQ is genetically based. But all such evidence is indirect. There is, for example, the evidence that brain size is associated with intelligence. The correlation between brain size and IQ may be as high as .40. And according to a number of studies by Rushton, blacks have smaller brains than whites.
The correlation between brain size and IQ does not indicate a causal relationship, however. If bigger brains were smarter because of their size, then we would expect to find a correlation within families. Siblings who get the larger brains by luck of the genetic draw should also be the ones who have higher IQ scores. In fact, however, there is no such correlation.
Moreover, the brain-size difference between men and women is substantially greater than that between blacks and whites as reported by Rushton and Jensen, yet men and women score the same, on average, on IQ tests. And a group of people in a community in Ecuador have a genetic anomaly that produces extremely small head sizes—and hence brain sizes—yet their intelligence is as high as that of their unaffected relatives, and their academic achievement is substantially greater than that of most people in their communities. The direction of recent evolution over the last few thousand years, incidentally, is toward smaller brain sizes for humans. And I note just for interest’s sake that Albert Einstein’s brain was decidedly smaller, at 1,230 grams, than the overall average found for blacks in the studies by Rushton.
Most of the evidence that the hereditarians present is indirect in the same way that the brain-size evidence is. It is not necessary, however, to rely on indirect findings when we have much more direct evidence about the basis for the IQ gap. A natural experiment allows us to test whether European genes make for higher IQs than African genes. About 20 percent of the genes in the American black population are European, meaning that the genes of any individual can range from being 100 percent African to mostly European. If European genes for intelligence are superior, then blacks who have relatively more European genes ought to have higher IQs than those who have more African genes.
One test of this hypothesis is to determine whether the physical features of blacks that indicate more European heritage are associated with higher IQs. It turns out that light skin color and stereotypically Caucasian features—both measures of the degree of a black person’s European ancestry—are only very weakly associated with IQ (correlations in the .10 to .15 range), even though we might well expect a moderately high association due to the social advantages of these characteristics.
Another test of the genetic hypothesis occurred as a result of World War II, when both black and white American soldiers fathered children with German women. Thus some of these children had 100 percent European heritage, and some had substantial African heritage. Tested in later childhood, the German children of the white fathers had an average IQ of 97.0, and those of the black fathers had an average of 96.5, a trivial difference.
If European genes conferred an advantage, we would expect the smartest blacks to have substantial European heritage. But when a group of investigators sought out the very brightest black children in the Chicago school system and asked them about the race of their parents and grandparents, they found that these children had no greater degree of European ancestry than blacks in the population at large.
Blood-typing tests have been used to assess the degree to which black individuals have European genes. The blood group assays show no association between degree of European heritage and IQ. Similarly, the blood groups most closely associated with high intellectual performance among blacks are no more European in origin than other blood groups.
One way of testing the heredity-versus-environment question is to look at black children raised in white environments. If the black deficit in IQ is due entirely to the environment, then blacks raised in white environments ought to have higher IQs than those raised in black environments. The hereditarians cite a study from the 1980s showing that black children who had been adopted by white parents had lower IQs than white children adopted by white parents. Mixed-race adoptees had IQs in between those of the black and white children. But, as the researchers acknowledged, the study had many flaws; for instance, the black children had been adopted at a substantially later age than the mixed-race children, and later age at adoption is associated with lower IQ.
A superior adoption study was carried out by developmental psychologist Elsie Moore, who looked at black and mixed-race children adopted by middle-class families, either black or white, and found no difference in IQ between the black and mixed-race children.
Important recent research helps to pinpoint just what factors shape racial differences in IQ scores. Psychologists Joseph Fagan and Cynthia Holland tested black and white community-college students on their knowledge of, and their ability to learn and reason with, words and concepts. The whites had substantially more knowledge of the various words and concepts, but when participants were tested on their ability to learn new words, either from dictionary definitions or by learning their meaning in context, the blacks did just as well as the whites.
Whites showed better comprehension of sayings, better ability to recognize similarities, and better facility with analogies when solutions required knowledge of words and concepts that were more likely to be known to whites than to blacks. But when these kinds of reasoning were tested with words and concepts known equally well to blacks and whites, there were no differences. Within each race, prior knowledge predicted learning and reasoning, but between the races it was only prior knowledge that differed, not learning or reasoning ability.
It seems unlikely that differences in knowledge would have a genetic basis if there are no differences between the races in learning and reasoning ability. It seems much more likely that the knowledge differences are entirely due to environmental effects. (However, I would never argue that knowledge differences do not count as intelligence differences. Intelligence depends to a substantial degree on knowing words and concepts.)
The Fagan and Holland research is extremely important, but replication with different kinds of materials and different participants is in order before we can be completely confident about its implications.
Some of the most convincing evidence about whether the IQ gap has environmental causes concerns Flynn’s discovery about IQ changes over recent generations. This research, described in Chapter 3, established that in the developed world as a whole, IQ increased markedly from 1947 to 2002. In the United States alone, it went up by 18 points. Genes could not have changed enough over such a brief period to account for the shift; it must have been the result of powerful social factors. And if such factors could produce changes over time for the population as a whole, they could also produce big differences between subpopulations at any given time. Indeed, black IQ now is superior to white IQ in 1950. If black genes for IQ are inferior to white genes for IQ, that could not happen—unless you wanted to argue that the environment for blacks today is far more conducive to high IQ than the environment for whites in 1950. I doubt that many people would attempt to make that argument.
Finally, since there is good reason to believe that the environment of blacks has been improving at a more rapid rate than that of whites, the black/white gap should be less today than in the past. In fact, we know that the IQ difference between black and white twelve-year-olds has dropped to 9.5 points from 15 points in the last thirty years—a period that was more favorable for blacks in many ways than the preceding era. Black progress on the National Assessment of Educational Progress (NAEP) Long-Term Trend test shows equivalent gains. Reading and math improvement has been modest for whites but substantial for blacks. The shrinkage of the gap on the NAEP is roughly equal to the 5.5 points found by Dickens and Flynn for IQ tests.
It is hard to overestimate the importance of a gap reduction of this magnitude. When population means differ, the differences at the tails of the bell curve are very great. If whites score higher than blacks by an average of 15 IQ points—the difference between the two groups in the past—people with IQs of 130 and above are about 18 times more likely to be white than black. That would mean that successful doctors, scientists, and professionals would be enormously more common among whites than among blacks. But if the difference is 10 points, the ratio of whites to blacks is more on the order of 6 to 1. Whites would be much more common at the highest levels of achievement, but the difference between the two groups would not be as great. Differences at the other end of the IQ scale are equally marked. If the group difference is 15 points (blacks scoring lower than whites), people who will not be able to fend for themselves economically are vastly more likely to be black than white; if the difference is 10 points, such people are merely substantially more likely to be black than white.
Barriers to Accomplishment for African Americans
So why is it that blacks historically score poorly on IQ tests, achieve low levels academically, and attain relatively low levels of occupational success? The evidence indicates that genes play no role in these facts. So we can assume we have a purely environmental story to tell.
First, all of the problems of lower-SES people that affect ability and achievement are often exacerbated for blacks, who are overrepresented among the poor. To remind you of just what those potential problems are: They include poor prenatal care and nutrition, relative infrequency of breast-feeding, hunger, deficiency of vitamins and minerals, lead poisoning, fetal alcohol poisoning, poorer health care, greater exposure to asthma-causing pollution, emotional trauma, poor schools, poor neighborhoods along with the less desirable peers who come with the territory, and much moving and consequent disruption of education. For the black underclass these problems are worse than they are for poor whites.
Additional problems also exacerbate the black situation. Black family income in 2002 was 67 percent of white family income, but black family wealth was 12 percent of white family wealth! Part of the reason for this discrepancy is the practice of “redlining”—keeping blacks out of white neighborhoods where property values produce a greater return on investment. Thus for blacks in general, there is very little cushion to fall back on in times of underemployment or unemployment. For lower-class blacks there is next to nothing. Moreover, the wealth differences reflect the fact that most blacks who are in the middle class have only just arrived there. We can expect that their parenting practices are going to remain more similar to that of the lower class than is the case for the typical middle-class white.
The unwed mother rate is 72 percent for blacks, compared to 24 percent for whites. This statistic represents a host of problems for black children, not least of which is that the poverty rate for single-parent homes is far higher than it is for two-parent homes. Perhaps equally important is the fact that such homes have only one adult, and the fewer adults there are, the less stimulating is the environment.
The economic situation for blacks is not static. Two different trends are developing in the black community in the United States, one favorable and one highly unfavorable.
First, more and more blacks are moving into the middle class, and those already there are strengthening their economic circumstances. Affirmative action has likely played a role in these gains (though some researchers argue that substantial progress occurred for blacks before affirmative action became common).
A second trend is that the economic situation is getting relatively worse for blacks who remain in the lower class, just as it is for lower-SES people in general. Recall from the last chapter that real income is lower for the poor and for working-class people than in the past. For lower-SES blacks, affirmative action has had little effect. So the financial situation is worse for a large portion of the black population, especially young black males, than it was in the past.
The motivation to work, particularly for young black men, is undercut by societal attitudes that this group is not to be trusted. Employers believe that young black men are less dependable, enthusiastic, cooperative, and friendly, are less capable of working with teams, and have poorer communication skills.
Unfortunately, there is evidence that employers are not capable of setting this stereotype aside even when presented with an individual who clearly contradicts it. When black and white job applicants with similar credentials apply for jobs, the white applicants do much better. An experiment with black and white college graduates posing as applicants for entry-level jobs is particularly chilling. The young men, all of whom were well groomed and articulate, presented themselves as high school graduates with identical qualifications. The white applicants who admitted to a felony conviction got more positive responses than did blacks with no such blot on their records.
So powerful stereotypes brand even the black male who is a high school graduate. This means that, realistically, a diploma has less value for black males than for white males. It would scarcely be surprising if this lowers the incentive for black males to complete their education. It makes sense, then, that black females do far better educationally than black males, and consequently reach higher occupational levels. Already in 1965, at the time of Patrick Moynihan’s well-known report on the status of black families, black females were 30 percent more likely to graduate from high school than black males. In 2005, for blacks twenty-five to twenty-nine years old, the ratio of females to males with a college degree was 1.69 to 1.
Since we know that more schooling and more serious attitudes toward school make people smarter, it comes as no shock that as of about 1980 black females were twice as likely to have an IQ above 120 than were black males. There is of course no conceivable genetic explanation for such gender differences, given that there is no mean difference in IQ between white males and females and given that, for whites, males are more represented at the high end of the IQ distribution (as well as at the low end, which is how the average can come out to be the same). As a consequence at least in part of their superior educational credentials, black women are twice as likely to have white-collar jobs in the federal government as are black men.
So not only must lower-SES blacks face all the hardships of their social class, but also they face a separate host of problems owing to their race. SES is worse for blacks than for whites, and prejudice is devastating for large swaths of the black population, reducing their ability to get decent jobs and sapping their motivation to complete their education.
The Caste System in America for Blacks and “Former Blacks”
Race may be an “American dilemma,” as the title of a classic work by Gunnar Myrdahl suggests, but the problems of lower castes throughout the world are similar to those of American blacks. African anthropologist John Ogbu has reviewed evidence showing that caste-like minorities such as the Maori in New Zealand, the Burakumin in Japan, Catholics in Northern Ireland, Sephardic Jews in Israel, and scheduled castes (“untouchables”) in India are characterized by poor school performance, high likelihood of dropping out of school, low IQ test scores, and high levels of crime and delinquency. The IQ differences between higher and lower castes in India exceed the largest differences reported between blacks and whites in the United States. Moreover, many non-African groups in the world have recorded average IQs of 85 or lower—less than the value commonly given for blacks in the United States in the past and substantially less than the contemporary value for blacks. These groups include whites in some Appalachian Mountain communities in the early-twentieth century, the children of the first wave of Italian immigrants to the United States, canal boat communities in Britain, and inhabitants of the Hebrides islands off Scotland.
Ogbu focuses on what he calls “involuntary” minorities, those like American blacks who were brought by force to America. He contrasts them with what he calls “autonomous” minorities, whose members are separate from society by choice, such as Mormons and the Amish, and with immigrant minorities. Immigrants tend to compare themselves not with the majority in the new country but with their peers in the old country, and they find themselves better off. Unlike lower-caste minorities, immigrant minorities tend to have lower rates of crime than the host population. (Though their children have higher crime rates, probably in part because they do compare their situation unfavorably with that of the majority in the society.)
Ogbu holds that caste-like minorities often fail to take full advantage of the opportunities that are available to them because they do not have “effort optimism”—that is, they lack conviction that their efforts will be rewarded. A frequent consequence of this lack of faith in the system is that they do not work hard in school because they do not expect the work to be rewarded. Younger members of the minority may even invert the educational values of the society. In the case of American blacks, the young may reject academic earnestness as “acting white.” Ogbu has written for decades about the attitudes of young blacks, especially males. Young black students, even middle-class ones in middle-class schools, are more likely to come to class without having done their homework, and they are more disruptive. A surprising number think they can go to college on athletic scholarships and so they do not need to make good grades. They are likely to avoid taking academically challenging courses even when encouraged to do so by teachers and counselors.
Knowledge of the cultural history of blacks in the United States is important to understanding race problems today. Here I review some of that history and compare it with the history of another group that was formerly the target of great prejudice—Irish Americans. In the nineteenth century in the North it was far from clear whether the Irish or the blacks would be better off by the twenty-first century. In what follows I draw especially on the work of Thomas Sowell and James Flynn.
There was a black presence in America from the very beginning of European settlement. Twenty black indentured servants landed in Jamestown twelve years after the founding of the colony. In eighteenth-century Virginia, blacks and whites were as integrated as they are today, and in some ways more so. Blacks and whites commonly attended the same church, and it was not unusual for the minister to be black. The European settlers adapted many aspects of African culture, including agricultural methods, cuisine, and mythology, to the common civilization that the two groups were building together.
Blacks in both the North and the South in the eighteenth century had, if not an equal place at the table, at least an accepted and valued status in the larger society. The lives of most blacks were not all that different from those of white indentured servants, who served for a term as apprentices and then were free to do as they chose. Blacks were not bound for a lifetime to a particular master.
From early on, many blacks in the North had never been slaves or had been freed from slavery. In the big cities of the North, “free persons of color” were preferred to the Irish as employees and neighbors right up to the early-twentieth century, when it was still possible to see signs at factories and in shop windows reading, “Colored man preferred. No Irish need apply.” Though most free blacks in the North were servants and semi-skilled or unskilled workers, their numbers included artisans, tradesmen, and skilled workers in the early years. In Boston in 1860, blacks had a higher occupational status than the Irish, and hotels in New York paid black employees higher wages than they paid the Irish.
Eighty-five percent of free black families dwelling in both the North and the South in the 1855–80 period were headed by males. In Philadelphia, male-headed families were more common among free blacks than among any other group. The percentage of families that were headed by males was much lower for the Irish in the nineteenth century than it was for blacks. Racial segregation was not substantial in the cities of the North until well into the twentieth century. In Chicago in 1910 more than three-quarters of blacks lived in neighborhoods that were mostly white.
To give an idea of how different many of the urban free persons of color were from the image of the urban black of today, consider the group of five hundred free blacks in the Washington, D.C., of 1800 and their descendants. They created their own schools, beginning in 1807, which black children attended until they were finally admitted to public schools in 1862. They also founded the first black high school in 1870. From that time until the middle of the twentieth century, three-quarters of the students in that high school went on to college, above the average for whites even today. In the early 1900s, students at the black high school scored higher on a city-wide achievement test than did students at any white high school in D.C. Once IQ tests began being given, students in that high school scored above the national average. Its graduates include the first black general, the first black cabinet member, the first black federal judge, the first black senator since Reconstruction, and the discoverer of blood plasma.
It was not foreordained that the free persons of color would fail to become fully equal citizens in the North. They had a head start on the Irish. It was the enslavement of large numbers of blacks in the South and the subsequent migration of large numbers of impoverished and illiterate blacks to the cities of the North beginning in the late-nineteenth century that undid the northern blacks.
Slavery created conditions for blacks in the South not unlike those for the Irish in Ireland. A crucial fact for both groups is that labor did not produce value for the worker, and so hard work was not initially a cultural value for either group. The work of the slave resulted in gain only for the slave owner, and the work of the Irish resulted in gain only for the absentee English landlord. Even the cottage—or more typically hovel—where the Irishman lived was owned by the landlord, so the Irishman had little inducement to make improvements to the property because they would only redound to the advantage of the owner. An ecological fact about Ireland led in a direct way to still another reason for the traditional Irish dislike of work: the most productive use of the soil in Ireland was for the growing of potatoes, but the crop requires only a couple of weeks of work a year. When the Irish first came to the New World in large numbers in the mid-nineteenth century, they had no tradition of steady work. More than a century would pass before their reputation as layabouts was put to rest.
The end of slavery in the South did not result in economic freedom for the blacks. The conditions of the blacks under slavery were superior in many ways to what they were to become in the post–Civil War period. Although blacks initially enjoyed a measure of political freedom during the Reconstruction period—and indeed many were elected to federal office because former rebels were not allowed to vote or run for office—huge numbers of blacks subsequently were forced into peonage in the form of sharecropping. By the latter part of the nineteenth century, after the imposition of Jim Crow practices of discrimination, economic conditions were poor for the great majority and desperate for many. In an attempt to escape poverty and discrimination in the South, many blacks fled to northern urban centers. The great migration to the North began at the end of the nineteenth century and roughly doubled each decade until 1940.
The people who arrived in the North were desperately poor, had few skills and little education, and were thoroughly rural in habits and attitudes. They overwhelmed the descendants of the free persons of color, changing the nature of the indigenous black community and bringing considerable social pathology to the cities of the North.
If the labor market had been fully open to the new arrivals, the history of blacks in the urban North in the twentieth century might have been a thoroughly positive one. But the labor movement for the most part excluded blacks. Black men were denied entry into unions just as access to high-paying jobs became ever more dependent on holding a union card. Only in a few industries in a few regions, such as the auto industry in Detroit, were blacks allowed into the unions in significant numbers. Elsewhere blacks were relegated to semi-skilled and unskilled jobs, and even for those jobs blacks were the last hired and the first fired.
The Irish, who were white (or as author Noel Ignatiev put it, became white), were gradually admitted into unions and rose from the underclass to the lower class and ultimately in great numbers into the middle class. The two other institutions that had a great deal to do with the rise of the Irish were politics—and the patronage that came with it—and the Catholic church, which waged a heroic struggle to educate poor Catholic immigrants.
As of the mid-twentieth century, the Irish in Ireland had IQs at about the level of blacks in America. English psychologist H. J. Eysenck attributed this to the genetic consequence of the fact that the intelligent people had fled Ireland to other lands, leaving the dull-witted—and their inferior genes—behind. The gene pool of Ireland must have been more robust than Eysenck thought, however, because the per capita gross domestic product of Ireland is now greater than that of England, and literacy proficiency for children is higher than that of the United Kingdom. (This achievement was no accident. It was the result in part of an intensive education initiative begun in the 1960s. Post–secondary school enrollment increased from 11 percent in 1965 to 57 percent in 2003.)
Despite the dislocating effects of the black migration from the South on both the immigrants and the cities they came to, and despite the near-exclusion of the immigrants from high-paying union labor, economic conditions for the immigrants were far better than they had been in the South. The conditions of the urban poor improved steadily throughout the century, with the exception of the Depression era. A huge spurt in economic conditions came in the 1960s and 1970s (perhaps not coincidentally, the period during which the children who made great gains in school achievement were born). By 1970, black families with a husband and wife who both worked made almost as much money as comparable white families.
The size of the black middle class continues to expand. The proportion of blacks who are occupationally in the middle class moved from 10 percent in 1950 to 31 percent in 1976 to 52 percent in 2002. But already by the 1960s, the fortunes of the black population were bifurcating. The middle class was growing, but large numbers of blacks were remaining mired in deep poverty.
The economic divide in the black community has everything to do with the difference that stable marriage makes. The households where a man is present and employed are doing very well. But the roughly two-thirds of black families headed by a woman are doing much less well. For every black man who drops out of school and hence often out of the workforce, there is likely to be a single mother who must fend for herself. Every female-headed family is more likely to produce males who will drop out of school and out of the workforce and out of the marriage pool. And so on, in a vicious cycle.
Caribbean Cultural Capital
In addition to the descendants of the northern free blacks and the former slaves, there is a third distinctive group of blacks. It has a very different, and very grisly, past but a much better present and a brighter future. This group is the West Indian immigrants to this country. West Indians constitute less than 1 percent of the population but have produced a vastly disproportionate number of eminent black Americans—from Marcus Garvey to Colin Powell. In 1970, second-generation West Indians exceeded Americans in general in median family income, in level of education, and in percentage in the professions. Unlike black immigrants from the South, West Indian immigrants to the big cities of the North behaved like many other groups of foreign immigrants. They took whatever jobs were available, saved their money, started or purchased small businesses, and saw to it that their children were educated even if they had to forgo luxuries or necessities for themselves. They moved into the professions and high-ranking business positions at a far higher rate than did native blacks.
On the surface, these accomplishments are particularly remarkable given that the nature of slavery in the West Indies was in every respect more gruesome and inhumane than that of the United States. Nor can the success of West Indians in America be traced to a greater dose of either European genes or European culture. The admixture of European genes to the West Indian pool was far less than it was in the United States. And West Indian culture is much more rooted in African culture than is American black culture. (Sowell recently argued that the culture of the “street” people in the black inner city owes much more to the culture of Northern Ireland and the Scottish borderlands of the eighteenth century, and to the white rednecks who modeled that culture for the blacks in the U.S. South, than to the West Africa of that period.)
In Sowell’s view, the key to West Indian exceptionalism lies in the economic history of slavery in that part of the New World. In the U.S. South, slaves were fed from a central kitchen or had food doled out to them for preparation in their own quarters. In the West Indies, blacks raised their own crops and sold the surplus in the markets. Because of the small number of whites, all of the skilled labor and artisanship as well as much of the entrepreneurship had to come from the black population. The West Indians arrived in this country poor, but they were in a far better position to take advantage of the opportunities in America than were their country cousins from the U.S. South.
I must point out that West Indian immigrants are not a random sample of the West Indian population as a whole. The very lowest echelons of West Indian society have not been well represented among the immigrants, who include a much higher proportion of the professional and managerial classes than is characteristic of the West Indian population as a whole. Self-selection, in short, counts for some unknown portion of the success rate of West Indians in this country, and this self-selection undoubtedly includes some unknown degree of genotypic advantage for intelligence.
Despite this disproportionate influx of skilled individuals, the occupational and educational success of West Indians tells us something crucial about the role played by racism in the lower occupational achievement of blacks. However severe racism may be, it does not prevent blacks from attaining high levels of achievement if they have good skills and favorable attitudes toward work. (Of course, it helps that in New York City and other places where there are large numbers of West Indian blacks, the stereotype of West Indians is that they are reliable and hard working. A lilting Caribbean accent is an asset on the labor market.)
Parenting Practices
The cultural capital of West Indians is unusually great, whereas that of some native blacks is distinctly lower than that of the majority population. On top of all the demographic disadvantages of American blacks as a whole, many also socialize their children in ways that are less likely to encourage high IQ scores and high academic achievement than do whites of comparable social and economic circumstances.
Nothing is more telling than the way that many black parents interact verbally with their children. I pointed out in the previous chapter (on social class) that children of professionals hear about 2,000 words per day and working-class children, both black and white, hear about 1,300. Children born to blacks on welfare, however, hear only about 600 words per day. By the time the child of professionals is three years old, she has heard 30 million words; the child of welfare blacks has heard 10 million. The vocabulary used by the three-year-old child of professionals in talking to her parents is richer than that of the black welfare mother in talking to her child.
Recall from the last chapter the study by anthropologist Shirley Brice Heath of children in a rural community in the South. During the 1960s and 1970s, she lived with three different types of families for a period of many months and followed their children to school. She studied white middle-class families in which at least one parent was a teacher, white working-class families, and black lower-class families. Many of the respects in which working-class families differed from middle-class families were found to be characteristic of poor black families as well. But many aspects of black socialization for language were quite different from the practice of either class of whites—and even more disadvantageous for preparation for school.
The poor black child was born into an extended family that bathed it in communication, both verbal and nonverbal. But the adults did not speak to the child directly—they made no effort to interpret the baby’s sounds as words. They did not simplify their language for the child. Nor did they label objects or events or make any attempt to link objects in the here and now with other objects encountered in other contexts. In other words, they did not decontextualize things in such a way that learning in one situation could be carried over into others.
Children didn’t play with educational toys but with safe household objects instead—spoons, plastic food containers, pot lids. Older children might get electronic and mechanical toys. But they didn’t get manipulative toys—blocks, take-apart toys, or puzzles—to play with.
Nor did the children get books. The adults read newspapers, mail, calendars, advertising brochures, and the Bible, but there were no special reading materials for children other than, sometimes, Sunday-school materials. The adults did not sit their children down and read to them. There was no special bedtime ritual, or even a specified time for going to sleep when the bedtime story might become a fixture.
The children were not asked what questions about their environment. They were instead asked for nonspecific comparisons: “What’s that like?” (This probably pays off later in an ability to see similarities. Similarities subtests of IQ tests are the ones that blacks do best on.) The children’s abilities to link two events together metaphorically produced no advantage for them in school. In fact, those abilities often caused problems because they allowed children to see linkages that the teacher had not intended. By the later grades of elementary school when children are asked to compare and evaluate—and when the skills in detecting similarities would have been useful—the children had fallen too far behind. They did not have the verbal and written comprehension skills that would allow them to put analogies in a form that teachers might accept.
In the home, the children were not asked known-answer questions—that is, questions for which the adult knows the answer (“What color is the elephant, Billy?”). As a consequence the children were not prepared for such questions when they started school. Even the simplest question from the teacher might go unanswered because the child was nonplussed by the form of the question (“If the teacher doesn’t know this, then I sure don’t.”)
The children did engage in storytelling in the home—if they could gain center stage for long enough. But the stories told were not likely to be impressive in the school context. They typically had no beginning and no ending—just an effort to entertain until the audience lost interest. The children had narrative abilities that exceeded those of white working-class kids and even those of many if not most white middle-class kids. (The narrative skills of blacks are much in evidence in the entertainment industry and among clergymen. There is a saying that the worst black preacher on his worst Sunday is a more effective speaker than the best white preacher on his best Sunday.)
In school, children were asked to classify objects with respect to shape, color, or size. But the impoverished black children had not been taught to categorize, so this exercise was very foreign to them. And when they were asked to interpret scenes in books—which are inevitably stylized—they often found it difficult to relate the scenes to concrete objects and events in the world.
In the late 1980s, Heath returned to North Carolina to study the children of the children she had studied more than twenty years before. The original community she had visited no longer existed. The clothing mills where some of the parents had worked had closed, and the farms were now mechanized. While some of the children had escaped to middle-class occupations in the cities, the people Heath studied were those who lived in a slum area in the original town and others who lived in a low-income high-rise in Atlanta.
The children were now parents, usually having become so at an early age. In fact, every single girl Heath had studied in the original community had had a child during her teenage years. The new mothers did not have baby-talk games with their children and did not label things in the environment for them. They did not ask their children to tell them about their day. When the child did talk, the mother sometimes ridiculed any display of knowledge.
In many cases, the children became the charge of the teenager’s mother. The teenager returned to high school and the social life there. One of the teenagers Heath studied, who was on welfare most of the time, rarely engaged in much interaction with her children or enlisted them in talk of any kind, and when she did, the interaction typically lasted less than a minute. Her world was much less rich linguistically and socially than the extended family she had been born into in North Carolina. Her language experience was limited to passively watching TV or reading movie or TV magazines. The people she associated with were the largely transient women in the project where she lived. Talk of the future for these women was of the immediate future only—how to get documents to the welfare office or how day-care rules might change or how she could get the children’s father to start sending money again.
It is clear from Heath’s report that for the children of at least some of the young parents of the late 1980s, their cognitive, social, and emotional lives were far less rich than their parents’ had been when growing up.
More systematic studies of the home life of a representative sample of black families in the 1980s support Heath’s view that the home environments of blacks in that era and now can be intellectually impoverished and emotionally harsh. Meredith Phillips, Jeanne Brooks-Gunn, and their colleagues have looked in detail at the results of studies measuring aspects of the home environment of blacks and whites. Their analysis was based on two data sets. One came from a study called Children of the National Longitudinal Survey of Youth, or CNLSY. The study began in 1986 and covered more than six thousand children born to people who were between the ages of fourteen and twenty-two in 1979. A wide range of demographic and home variables was studied. The second data set came from the massive Infant Health and Development Program (IHDP), which examined children born at eight different hospitals who had birth weights lower than 2,500 grams (about five and a half pounds)—a figure that is considered to place them at risk for low IQ as well as a range of physical health problems. In the next chapter I discuss the effects of an extremely ambitious intervention program on the subsequent IQ and academic achievement of these children. For the time being I consider only the 315 black and white children in the control group in IHDP whose birth weight was between 2,000 grams and 2,500 grams.
The measures that Phillips and her colleagues examined are contained in the so-called HOME scale (Home Observation for Measurement of the Environment). Scores on this measure are based on an interviewer’s observations in the home and questions asked of the mother. Things studied include “learning experiences outside the home (trips to museums, visits to friends, trips to the grocery store), literary experiences within the home (child has more than 10 books, mother reads to child, family member reads newspaper, family receives magazine), cognitively stimulating activities within the home (materials that improve learning of skills such as recognition of letters, numbers, colors, shapes, sizes), punishment (whether child was spanked during the home visit; maternal disciplinary style), maternal warmth (mother kissed, caressed, or hugged the child during the visit; mother praised the child’s accomplishments during the visit), and the physical environment (whether the home is reasonably clean and uncluttered; whether the child’s play environment is safe).”
Differences between black and white homes in the two studies were marked and ranged as high as three-fifths of a standard deviation on some measures. Within the black sample, scores on the HOME scale were closely associated with scores on cognitive variables. For the CNLSY study, the vocabulary score for five-and six-year-olds was equivalent to an additional 4 IQ points when the mother read to them daily as opposed to not at all. For the IHDP study, IQ scores were 9 points higher when a family scored 1 standard deviation above the mean on all the HOME measures.
Hart and Risley, in their study of Kansas families, which I described in Chapter 5, found huge differences across groups in how parents treated their children in terms of warmth versus punishment. Recall that the children of professionals received six encouragements per reprimand and the children of working-class parents received two encouragements per reprimand. The children of black welfare parents received two reprimands per encouragement. By the time the child of white professionals is three years old, she has heard 500,000 encouragements and 80,000 discouragements. The three-year-old black child whose mother is on welfare has heard about 75,000 encouragements and 200,000 reprimands.
There is every reason to believe that such differences could be important for cognitive development. And we know that the discouraging aspects of black parenting are characteristic even of middle-class black parents to a degree, or at least they were in the 1980s. Recall the study by Elsie Moore comparing black and interracial children raised by middle-class black or middle-class white parents. The IQs of black and interracial children raised by white adoptive parents were 13 points higher than those of black and interracial children raised by black adoptive parents. We have no idea how much of this difference was due to the home environment and how much was due to the school and neighborhood environment. We do know, however, that the home environment of children raised in the black homes was not as likely to promote cognitive growth as much as that of children raised in white homes.
Moore’s researchers went into each home and had children work on a block design task, in which the child looked at a picture and tried to duplicate it using blocks, while the mother was present. White mothers were substantially more encouraging and less disapproving than black mothers. When the child was having trouble with a design, the white adoptive mothers tended to diffuse tension by joking, grinning, and laughing. The black adoptive mothers were more likely to frown and scowl. The white adoptive mothers encouraged the problem-solving efforts of their children (“Gee, that’s an interesting idea” or “You’re good at this”). Black mothers were more likely to express disapproval (“You know that doesn’t look right” or “You could do better than this if you really tried”). The white mothers also provided help to their children in ways more likely to promote learning, such as suggestions that the child could use to explore for himself how to work on the designs (“Why don’t you work on it one section at a time?”). Black mothers were likely to give specific instructions, which left no opportunity for the child to discover how to complete the task himself (“That will work, but you have to turn it around like this,” and then shows the child the appropriate maneuver). The white mothers’ attitude was essentially, “It’s okay to be wrong if you’re trying.” The black mothers were more likely to display exasperation and lack of confidence.
I want to stress two points concerning this evidence about the behavior of black and white mothers. First, we do not know how much it was this behavior that held back the child’s intellectual development and how much it was other environmental factors such as neighborhood, peers, or schools. Second, it is unlikely that such marked differences would be found between black and white middle-class mothers today. The study is now almost twenty-five years old, and second-generation middle-class parents likely behave differently from first-generation middle-class parents. Certainly we would expect the second-generation middle-class mothers to behave in ways that would more likely promote exploration and growth.
The conclusions of the previous chapter and the present one dovetail. Genes account for none of the difference in IQ between blacks and whites; measurable environmental factors plausibly account for all of it. Lower-class blacks and lower-class whites suffer from many of the same disadvantages, but blacks, especially the black working class and underclass, suffer from racial prejudice that blocks their occupational trajectories. Some aspects of black culture—at every social-class level—are less likely to promote cognitive performance compared with white culture. The neighborhoods and schools available to all but middle-class blacks both compound the deleterious effects of that culture and make movement out of it difficult. And even for middle-class blacks, there are adolescent male subcultures that are anti-achievement. These subcultures encourage the belief that athletic skill, a talent for entertainment, and street smarts can substitute for academic skills.
I do not doubt that in the normal course of events, slow progress will occur in the socioeconomic and intellectual aspects of black life. Crime rates and drug usage rates have been coming down steadily over the last few decades (though there has been an increase in violent crimes since 2005). Moreover, black entry into the middle class, and improvement in black IQ and academic achievement scores, continue to increase.
In the next chapter you will see whether anything can be done to hasten the movement of poor blacks into the ranks of the working class, and of working-class blacks into the ranks of the middle class.
CHAPTER SEVEN
Mind the Gap
Compensatory education has been tried, and it apparently has failed.
—Arthur Jensen (1969)
There is no evidence that school reform can substantially reduce the extent of cognitive inequality as measured by ability] tests.
—Christopher Jencks and others (1972)
There is no reason to believe that raising intelligence significantly and permanently is a current policy option, no matter how much money we are willing to spend.
—Charles Murray (2007)
IN 2002 THE U.S. CONGRESS passed the No Child Left Behind Act, which mandated that American schools eliminate the gap between the social classes and between minority groups and whites by 2014. I don’t know if most members of Congress actually believed that such accomplishments are possible. But if so, they are deeply ignorant of the forces that operate to produce high academic achievement.
Intellectual capital is the result of stimulation and support for exploration and achievement in the home, the neighborhood, and the schools. To think that this can be changed by mandate—operating only through the schools—is preposterous. Moreover, the schools attended by minorities and the poor are wanting in ways that cannot be drastically improved overnight. The problems include quality of teachers willing to work in these less rewarding schools, the caliber of school management, the disruptiveness produced by high levels of student turnover, and the nature of the schools’ clientele, whose homes and neighborhoods make it unlikely that they will be encouraged toward high academic achievement.
It should be clear from the previous chapter that there is no theoretical limit on the degree to which the achievement gap between blacks and whites can ultimately be closed. Though there is far less evidence on the native intellectual ability of the extremely broad and diverse group of cultures labeled as “Hispanic,” I see no reason why the gap cannot ultimately be bridged there as well.
On the other hand, it should be clear that unlike the black/white and Hispanic/white gaps in achievement and IQ, the social-class gap is never going to be closed. This is true, if for no other reason, because the well-off are always going to find ways to get a better education for their children and are always going to find ways to be ahead in terms of parenting skills and are always going to be able to provide superior neighborhood environments. In addition, there is always going to be at least some difference in the gene pools of the lower class and the middle class. Recall from Chapter 1 that within a given family the sibling with a substantially higher IQ achieves much higher socioeconomic status (SES) than less favored brothers and sisters. And since the higher IQ is attained in part by virtue of a better luck of the draw from the gene pool of the parents, higher SES is always going to be in part a result of better genes for intelligence. So higher-SES people are going to pass along better prospects for intelligence to their offspring by virtue of having, on average, better genes and by offering better environmental advantages to their offspring.
But these considerations should not be cause for pessimism about the degree to which the intellectual lot of lower-SES people can be improved. Recall from Chapter 2 (on heredity) that the effect of an upper-middle class upbringing on children born to lower-SES parents is to raise the IQ by 12 to 18 points. The theoretical ceiling for improvement of lower-SES intellectual capital is very high indeed.
But how much improvement can we realistically hope to produce for lower-SES individuals and for currently disadvantaged minorities?
Early Childhood Education
When I tell people that I am writing a book on the modifiability of intelligence, they sometimes tell me, so as to encourage me to avoid wasting my time, that Head Start does not work. For many people their belief about one particular program settles the matter of whether intelligence can be manipulated.
Head Start is a compensatory program initially aimed primarily at improving the health and welfare of poor children three and four years old. Some of the founders hoped that it would also lead to improvements in the children’s intelligence, school performance, and subsequent success in life. Head Start sessions run for a half-day five days a week, typically for thirty-four weeks, but only a small portion of each session specifically targets cognitive concerns.
Is Head Start a failure? It depends on your perspective. With respect to physical health, Head Start has been a resounding success. It results in mortality rates for children that are 33 to 75 percent lower than for comparable children not in the program. It has driven mortality rates down, in fact, to a level not substantially different from those for children in general.
In earlier days, Head Start was associated with a gain of about .35 SD on cognitive tests, or about 5 IQ points, when the child finished the program at age five, and more recent studies showed that there is still a .10 to .20 SD effect on some IQ and achievement variables at age six or seven. These fade into nothingness by late elementary school. Recent reports show lower effect sizes at age five—on the order of .25 SD. But it is difficult these days to find true control groups for pre-kindergarten interventions because the majority of even poor minority children receive some kind of pre-kindergarten care. As a result, effects are compared, not to no-treatment controls, but to control groups in which typically half of the children have some day care.
There are shockingly few evaluations on the long-term academic effects of Head Start. What little there is indicates a slight effect of Head Start on completion of high school, which is about 2 to 5 percent greater than for controls, and a small effect as well on likelihood of attendance in college, which is about 3 to 6 percent greater than for controls. The cost of Head Start is about $7,000 per child, so whether the program is worth the gain from an intellectual and academic standpoint is an open question.
Early Head Start, which begins at birth and continues to age three, has proved to be no more successful than Head Start in improving educational outcomes. Services include child development, child care, home visiting, parenting education, and family support services. Individual programs have been given substantial latitude about which services to emphasize. Effect sizes on a range of variables from the purely cognitive to the emotional and social are in the range of .10 to .30 SD—slightly higher for minority children than for white children. Even the best versions of the program produced IQ gains of less than 4 points in the short term (though vocabulary scores increased by .40 SD). The program is expensive, and it is not clear whether long-term gains (which apparently will not be measured) would justify the cost.
But there are more ambitious programs than Head Start, and some of them have much bigger and more lasting results. A review of about a dozen of the better small-scale preschool and kindergarten programs focusing on black children showed that they lead to big gains in IQ—of as much as .70 SD or even more at age five. They also result in significant achievement gains in the first few grades of elementary school, but these gains generally fade, often completely.
Fading is to be expected if high-quality environments are not maintained. Only if children’s brains are like clay would we expect them to remain in good shape years after they were formed. If children’s brains are like muscles, however, then we would expect exercise, in the form of stimulating environments and activities, to be necessary to maintain good performance. I favor the muscle view, and so do the data.
As it turns out, several early childhood education programs actually do produce large immediate gains in IQ, as well as long-term gains in IQ or academic achievement, or both. Let’s look at three of the more effective programs that randomly assigned children to treated versus untreated conditions and that followed the children until late adolescence or adulthood.
The Perry Preschool Program was carried out in Ypsilanti, Michigan, between 1962 and 1967 by Lawrence Schweinhart and David Weikart. It was administered to fifty-eight black children living in poverty whose mothers had IQs between 75 and 85 on the Stanford-Binet IQ test. Children entered the program at age four in the first year of operation and at age three in the remaining four years. With the exception of the first group, children spent two years in the program.
The Perry treatment consisted of daily morning sessions in a classroom lasting two and a half hours for thirty weeks each year and focused on activities that would foster cognitive growth and social development. The average child-teacher ratio was 6 to 1, which is extremely low, and staff were very well trained in early childhood development and education. Once a week, the teacher would also visit each child’s home for ninety minutes to encourage the mother to become involved in the educational process. The fifty-eight children comprised the treatment group, and sixty-five were in a control group. When children completed the program, they entered school in the disadvantaged neighborhoods where they lived.
The mean IQ of the children in the control group at the end of the program, at age five, was 83. The mean IQ of the treatment group was 95. The IQ of the treatment children dropped progressively over the years of grade school until it was the same at age ten as the control mean, 85.
The IQ results are disappointing, though scarcely surprising given the circumstances of home, neighborhood, and school after termination of the program. What is surprising is that the academic gains and subsequent economic and social gains were enormous. These are summarized in Figure 7.1A Chapter Seven. About a third of the control-group children were assigned to special education classes at some point, versus 13 percent of the treatment group. At age fourteen, only 14 percent of the control group tested above the 10th percentile on the California Achievement Test, compared with almost half of the treatment group. Effect sizes for reading, math, and language achievement scores ranged from 0.50 to 0.75 SD. Forty-three percent of the control group managed to graduate from high school, compared with 65 percent of the treatment group. High school grades were .57 SD higher for the treatment group than for the control group. At age twenty-seven, only about 6 percent of the control group earned as much as $2,000 per month versus 28 percent of the treatment group. Eleven percent of the control group owned their own home, whereas 33 percent of the treatment group owned their own home. About 20 percent of the control group had managed never to be on welfare, compared with 40 percent of the treatment group. Eight percent of the control-group women and 40 percent of the treatment-group women were married. By the age of forty, 55 percent of the controls had five or more arrests; 36 percent of the treatment group had five or more arrests. These results have tremendous social and economic implications.
The Perry program is by no means unique in showing fading IQ gains for intervention groups combined with big achievement advantages later in life. These advantages include lower percentage retained in grade, lower percentage in special education, and higher percentage graduating from high school. The fact that gains in academic and life achievement can be so great even though IQ gains had completely dissipated has led many to suspect that the achievement gains are attained not through increased intelligence per se but rather through temperamental or motivational changes that resulted from the intervention and that persisted even when the IQ gains were no longer supported by the environment.
An intervention even more ambitious than the Perry program was started by researchers in Milwaukee. Rick Heber, the program’s initiator, discovered that one particular area of the city, which had 3 percent of the population, accounted for 33 percent of the mentally retarded children in the district. He decided to concentrate his resources on that section of the city. All of the children recruited for the study were African Americans at high risk for mental retardation because their mothers were poor and had IQs of 75 or less. The children were randomly assigned either to a control group (eighteen children) or to an intervention group (seventeen children), which was an intensive day-care program lasting from the time the children were less than six months old until they enrolled in first grade.
The intention of the Milwaukee Project was to give children the equivalent of a middle-class environment. The program focused on developing their language skills and cognitive capacities. Paraprofessionals frequently interacted with the children in an enjoyable way, using the best developmental programs and educational toys known at the time. Sessions lasted seven hours each day, for five days each week. The program provided the children with good food and high-quality medical and dental care and offered training in homemaking and child care to the mothers. The treatment group was compared not only to the control group but also to a low-risk comparison group of children born to mothers of average to above-average intelligence (108 on the Wechsler Adult Intelligence Scale). At the age of thirty months, the control-group children had an average IQ of 94 on the Stanford-Binet test, compared to 124 for the treatment-group children. The treatment group actually scored higher than children born to mothers with average or above-average IQs. Those children scored 113. By age five, the control group scored 83 on the Wechsler Preschool and Primary Scale of Intelligence, compared to 110 for the treatment group, which was still higher than the IQ score of 101 for the low-risk comparison group.
At termination of the program at age seven, the average treatment-group IQ was still 22 points higher than the average for the control group. (Note that this gives an even higher upper bound for the difference between typical lower-SES rearing strategies and superior strategies.) For grade school the Milwaukee children, unlike the Perry children, were put into reasonably high-quality schools—all rated at or above the national average for scores on achievement tests. This enabled children in the treated group to maintain their IQ gains. Nine years after the program was over, when the children were adolescents, the control-group children scored 91 on the Wechsler Intelligence Scale for Children and the treatment-group children scored 101—on par with the 97 IQ for the comparison group born to mothers with average or higher IQs.
Achievement scores for grades 1 through 4 for the treatment group were higher than those for the control group, and the difference was great in standard deviation terms—around .75. The number of children was low, however, and there is a 10 percent probability that a difference that big could have been obtained by chance (though there is only one chance in twenty for a reliable difference specifically in favor of the intervention group, as opposed to a difference in favor of either group).
A yet more intensive intervention was attempted by Craig Ramey, Frances Campbell, and their colleagues in a project called the Abecedarian Program. Almost all of the 111 children involved in the program, who were born between 1972 and 1977, were African American. The children were considered as being at high risk of retardation in light of their mother’s IQ, which averaged 85, and mother’s education, which averaged ten years, in addition to other risk factors such as low family income, absence of father, poor social or family support for the mother, poor academic performance of siblings, employment of parents in unskilled labor, and reliance on public agencies for support. Abecedarian was a full-day intervention that began before children were six months old and lasted all year-round. The infant-teacher ratio was 3 to 1 at first and increased to a child-teacher ratio of 6 to 1 as the program progressed. The intervention program continued up to kindergarten age. Data were collected on the participants regularly up until age twenty-one.
The program included four groups of about twenty-five children each. One group was assigned to the infant-kindergarten intervention and also to a school-age intervention. The latter intervention provided, for the first three elementary school grades, a home-school teacher who met with the parents and showed them how to supplement the educational activities at home. Parents were encouraged to work with the child for at least fifteen minutes a day. This home-school teacher was also a link between the school teachers and the family. She met with teachers and families once every two weeks. She also helped the family with finding jobs, dealing with social service agencies, and taking the children to doctor appointments. One group of children was assigned only to the preschool intervention, and one group only to the school-age intervention. The fourth group was assigned to neither intervention.
At age three, children who had no preschool had an average IQ of 84; children who received the preschool intervention had an average IQ of 101. At termination of the intervention, control children had an average IQ of 94; preschool intervention children, an average of 101. Then, instead of attending poor-quality inner-city schools, all children went to schools where most of the children were reasonably well-off white kids. At age twelve, only 13 percent of children exposed to the intervention had IQs of less than 85, compared to 44 percent of the control children. Even at age twenty-one, those who had the preschool intervention had an average IQ 4.5 points higher than the average for those who had been in the control group. The children whose mothers had the lowest IQs (less than 70) benefited the most from the program. There is no evidence that the school-age treatment added anything in the way of IQ to the preschool treatment, nor did the school-age treatment by itself accomplish much. This study is one of many prompting pessimism about the effects of home visits—unless they are very ambitious in their scope.
By the time the subjects in the study reached the age of twenty-one, it was clear that the Abecedarian preschool intervention had had a major influence on many educational outcomes, summarized in Figure 7.1.B. Almost half of those in the control group had been assigned to special education classes at some point in their educational career, versus fewer than a fourth of those in the intervention group. Over half of the control group had repeated a grade, whereas 30 percent of the intervention group repeated a grade. At age fifteen, the reading scores of the intervention group were 1.40 SDs higher than those of the control group, and the math scores were .86 SD higher than those of the control group. By age twenty-one, the intervention group was two grade-years ahead of the control group in reading scores and more than a year ahead in mathematics scores. Half of the control group had graduated from high school, versus two-thirds of the intervention group, and 12 percent of the control group had attended a four-year college, versus a third of the intervention group. At age twenty-one, fewer than 40 percent of the control group were either in a skilled job or in higher education, compared with two-thirds of the intervention group.
Figure 7.1. Academic, economic, and social outcomes for the Perry Preschool and Abecedarian programs. (A) Data from the Perry program collected when the individuals were twenty-seven years old. > 10th percentile achievement, children who scored above the lowest 10 percent on the California Achievement Test (1970 at age fourteen; HS Grad., percentage of children who graduated from high school on time. (B) Data from the Abecedarian Program collected when the individuals were twenty-one years old (Carolina Abecedarian Project and the Carolina Approach to Responsive Education, 1972–92. Light bars, intervention group; dark bars, control group. From Knudsen, Heckman, Cameron, and Shonkoff (2006).
The Abecedarian effects reported are probably underestimates of the actual effects because the control-group children received pre-kindergarten care of some kind.
There have been several replications of at least part of the Abecedarian intervention. One is important because it refutes the contention by Herrnstein and Murray that the results of the Abecedarian study are suspect since substantial IQ differences were found at age one. Herrnstein and Murray believed such differences could not be due to the program at such an early age and therefore were indicative not of program effectiveness but of a failure of random assignment to produce equivalence of control and intervention groups at the outset. Project Care, using methods essentially like those of Abecedarian, started with children assigned to intervention versus control groups who had identical scores on the Bayley Mental Development Index at six months. By age one the scores for the two groups differed by 11 points. So Abecedarian has effects on the IQ of even very young children.
Another replication of Abecedarian is particularly important because it shows that the program can be used to boost the IQ of children at risk of mental retardation owing to prematurity and low birth weight—2,001 to 2,500 grams. Two-thirds of the infants in the study were black or Hispanic. About 40 percent of the mothers had not graduated from high school, and only about 13 percent had completed college. The program was different from Abecedarian in that rather than starting shortly after birth, it began at age one, and continued only until age three. At the end of the intervention at age three, IQs of the intervention group averaged 9.2 to 12.5 points higher than control IQs, depending on the test used.
Two years after the end of the intervention, IQs of the intervention group were 2.5 to 5.4 points higher, depending on the test used (the lower estimate was not statistically significant). At age eight, there were still detectable effects of the intervention, with intervention-group IQs ranging from 3.6 to 5.4 points higher, depending on the test used. Even at age eighteen, there was a detectable difference in IQ of 3.8 to 5.3 points between youth who had been in the intervention program and those who had not. Achievement differences were not impressive at any point.
IQ gains for the intervention group were much larger for the children who stayed in the program the longest. But this kind of analysis—showing that participants who stayed longest benefited most—invites a self-selection bias, which was not completely compensated for by control procedures used by the investigators. And it should be noted that treatment effects were not significant beyond age three for infants who weighed extremely little at birth (less than 2,001 grams).
A particularly important fact is that early childhood intervention programs benefit black and Hispanic children more than white children (who already have more of the advantages conferred by the interventions, on average), and benefit poor children more than middle-class children.
In short, early childhood intervention for disadvantaged and minority children works—when it is strenuous and well conducted. Many different programs get high gains in IQ by the time they end. These gains generally fade over the course of elementary school, but there is some evidence that this is less true if children are placed in high-quality elementary schools. Much more important are the achievement gains that are possible: lower percentage of children assigned to special education, less grade repetition, higher achievement on standardized tests, better rates of high school completion and college attendance, less delinquency, higher incomes, and less dependence on welfare. And these changes can be very large.
There has not been much research on the effectiveness of home-visitation programs having the intent of improving parenting practices. Some reasonably ambitious parenting interventions led to improvements in mothers’ behaviors as well as children’s emotional and cognitive behaviors. The key to success appears to be coaching parents on specific behaviors.
One particularly effective intervention indicates that such programs might have great value. This was conducted by Susan Landry and her coworkers. They went into the homes of mostly lower-income, black and Hispanic mothers of one-to two-year-old infants and provided ten to twenty 1½-hour sessions showing the mothers beneficial patterns of response to their infants. They worked on teaching mothers how to interpret the intent of their child’s positive and negative signals, how to respond to the child’s behavior in warm and sensitive ways even when the child denies the mother’s requests, how to attend to the child’s focus of attention and maintain and build the child’s interest, when to introduce interactions and games, and how to use vocabulary-rich language, labeling objects and actions. The effect on mothers’ behavior was marked for many dimensions, including warm and sensitive behavior, responding appropriately to child’s intents, maintaining the child’s interest in activities, and verbally encouraging the child. Effect sizes for such outcomes ranged as high as 1 SD.
The effect on the children’s behavior was also substantial. Children became more cooperative, were more engaged when interacting with their mothers, used words more frequently, were better able to coordinate their words with what they were attending to, and scored higher on a picture vocabulary test. These effects ranged as high as .70 SD.
We do not know yet what the long-term effects of parental interventions are, but there seems to be good reason to be hopeful. The benefit-cost ratio of such programs could be very high.
School-Age Interventions
How about interventions for school-age children? What can be done for children who have not had powerful preschool interventions, or could be done to sustain the gains experienced by children who have been in center-based day-care programs?
I’ll start with some bad news—and unfortunately there is a lot of it. In Chapter 4 (on improving schools) I discussed some of the efforts made to improve the academic performance of children in general. Sheer amount of money spent doesn’t do a lot of good for students in general, so we would not expect money by itself to narrow the achievement gap between lower-and upper-SES students or between minority and white students. Vouchers for attending private schools have been given out to poor and minority children, but there is not much evidence that they are the answer. The same is largely true for charter schools. Some might do a better job than the public schools—in fact, you will read about one later—but charter schools in general seem to be little better than the public schools even after they have been in operation for a while, and they may actually be worse in their early years.
Are there some regular public schools that do a particularly good job with disadvantaged minority populations? Two different reports maintain that at least some schools do a superb job with their underprivileged, minority clientele. One report is by a conservative institution, and one is by a liberal institution.
The Heritage Foundation, a conservative institution, claims to have found twenty-one high-poverty schools whose students have achievement levels above the national norms. These schools are held up as mavericks that escape from low performance by dint of having visionary principals who are willing to buck the “cult of public education,” fire bad teachers, and teach the basics instead of progressive nonsense.
Richard Rothstein, the former national education columnist for the New York Times, debunked these claims. According to him, only six of the twenty-one schools were fully nonselective neighborhood schools. The rest were (a) magnet schools; (b) schools where many of the parents were “impoverished” graduate students; (c) schools that did indeed produce high scores early on by concentrating on the basics such as phonics, but scores declined precipitously in later grades precisely because the emphasis on the basics precluded learning reasoning and interpretation skills necessary for success in the upper grades; or (d) schools where parents had to apply to get their children accepted, thereby introducing a potentially heavy self-selection bias.
The Education Trust, a liberal organization, claims to have uncovered 1,320 schools in which at least half the students were both poor and minority and whose test scores were in the top third for their states. The claims about these schools do not hold up either, according to Rothstein. The 1,320 schools did in fact have high scores, but in only one grade, in only one subject, and for only one year. These accomplishments were mostly statistical flukes.
Rothstein gives an even more bracing back of the hand to yet another claim, this one by Douglas Reeves, who says he has identified a group of “90/90/90” schools in Milwaukee where 90 percent of the students are poor, 90 percent are minority, and 90 percent meet “high academic standards.” Those standards turn out to be only basic, nonproficiency level scores as defined by the state of Wisconsin.
How about claims that if you put poor minority kids into a school with children whose families are well off, their academic achievement can soar? The New York Times announced on its front page in 2005 (and then repeated in another front-page story in 2007, and yet again in a magazine story in 2008) that such effects had been achieved in Wake County in Raleigh, North Carolina. Under the headline “As Test Scores Jump, Raleigh Credits Integration by Income,” the Times said this:
Over the last decade, black and Hispanic students here in Wake County have made such dramatic strides in standardized reading and math tests that it has caught the attention of education experts around the country.
The main reason for the students’ dramatic improvement, say officials and parents in the county, which includes Raleigh and its sprawling suburbs, is that the district has made a concerted effort to integrate the schools economically.
The article goes on to state that since 2000, officials used income to guide assignment to schools, with the intention of holding the proportion of low-income students to less than 40 percent. The result?
In Wake County, only 40 percent of black students in grades three through eight scored at grade level on state tests a decade ago. Last spring, 80 percent did. Hispanic students have made similar strides. Overall, 91 percent of students in those grades scored at grade level in the spring, up from 79 percent 10 years ago.
Unfortunately, there is no evidence that schools in Raleigh do a better job for minority students than schools statewide. The black/ white gap was actually slightly less for students in the state as a whole in 2004/05 than it was in Wake County. Moreover, the apparent gains in Wake County by minority students were almost surely due to an easing of statewide standards for proficiency. By the new standards 95 percent of whites were proficient, which indicates that the standard was so lenient it is impossible to get a read on the actual size of the gap.
The data comparing Wake County with the state as a whole are encouraging in one respect, though. They indicate that integration of low-income children with higher-income children may hurt the academic achievement of neither—and may result in social gains for both. But we would have to know much more—for example, the SES level of blacks and whites both statewide and for Wake County—before we could reach that conclusion. There is good evidence, incidentally, that black and Hispanic children learn more in integrated classrooms than in majority black or Hispanic classrooms.
How about efforts to improve schools by instituting top-to-bottom changes in administration and curriculum? We know from Chapter 4 that there are a lot of such whole-school interventions, in which entire curricula and educational strategies are set in place in a school. But those interventions tend not to produce very impressive results for students in general, so we have to be skeptical as to whether they would be very successful in reducing the achievement gap.
Teacher certification and higher academic degrees do not improve the achievement of anyone very much either. Experience in teaching counts, though, and there is a possibility that experience matters more for lower-class than middle-class kids or more for minority kids than for whites. Teacher quality also makes a big difference for students’ achievement scores. Again, there is the possibility that teacher quality matters more for poor and minority kids. We certainly know that Miss A, heralded in Chapter 4, made a huge difference for the poor kids in her first-grade class. And we know that the performance of poor kids and of kids who had been disruptive in kindergarten is greatly affected by the quality of instructional support and emotional care that they get in first grade.
We also know that smaller class sizes result in better performance on achievement tests, and that the effects are bigger for black kids than for white kids—.33 SD versus .25 SD—and bigger for poor kids than for middle-class kids.
There are some big success stories in K–12 education though. Two educational programs for poor and minority children—one for math and one for reading—have been shown to be quite effective.
The math training program is called Project SEED. It is an enrichment program that hires and trains mathematicians, scientists, and engineers to teach poor minority students. The program teacher uses Socratic questioning to introduce abstract mathematical concepts and students become active participants in the lessons—through the use of dialogue, debates, and choral response. The regular teacher sits in on all sessions. Project SEED is not a replacement for the regular mathematics curriculum but an add-on. One study of Project SEED’s effectiveness, carried out in Dallas, compared the California Achievement Test (CAT) scores of 244 fourth-grade students in SEED classrooms with 244 students in the same schools who did not have SEED instruction and 244 students who were not in SEED schools but were deemed comparable to them. The SEED students outscored the comparison-group students by .37 SD—a very significant benefit. But SEED students outperformed the non-SEED students in their own school by only .19 SD. Arguments as to which is the more appropriate control can be made both ways, and it makes a good deal of difference which side one comes down on. A gain of .37 SD is surely worth the cost, which was not great; a gain of .19 SD may not be.
Several reading programs geared to minority and poor children have been developed, of which one of the most promising is Reading Recovery (Descubriendo La Lectura in its Spanish version). Reading Recovery is a tutoring program for low-performing first-graders that was developed by Ohio State University researchers. Tutors provide a daily one-on-one 30-minute lesson for twelve to twenty weeks. Children read stories they already know verbally, read a story they read the day before, and write stories. The Ohio State group conducted randomized studies to evaluate the program. They found effect sizes ranging from .57 to .72 SD for most indicators of reading proficiency. The effect sizes faded over time, though they were still detectable at about .20 SD in the third grade. One independent study evaluating the Spanish-language program demonstrated effect sizes ranging from about 1.00 to 1.70 SDs. This finding would need to be duplicated before we could place much confidence in it.
There is at least one extremely important exception to the rule that whole-school interventions, and charter schools, have only modest effects on student achievement: the Knowledge Is Power Program, or KIPP. Michael Feinberg and David Levin, two Houston-area elementary-school teachers with four years of teaching experience between them, founded this extraordinarily ambitious educational project in 1994. They designed it around the needs of poor children, especially minority children. They freely admit that they invented the program as they went along. But they had help from a much more experienced mentor—Harriett Ball—a teacher who had grown up in the racially segregated neighborhoods of Houston and who was known for having classes with students who were well behaved and high achieving.
Feinberg and Levin developed a type of school, initially mostly for middle-school children, based on 7:30 a.m. to 5:00 p.m. school days (yes, 9½ hours), mandatory attendance for three additional weeks in the summer, a half-day of Saturday classes biweekly, visits to students’ homes, an insistence on kindness and good behavior, the principal having the power to hire and fire teachers, cooperation among teachers, and a system of rewards and penalties for behavior and academic accomplishment. The huge amount of extra contact time allows for the KIPP students to get exposure to what upper-middle-class students get through their homes and expensive public or private schools—sports, museums, dance, art, musical instruments, theater, and photography. The first two schools—in Houston and the Bronx—scored highest on achievement tests of any schools in their areas. Since 2001 KIPP has begun to expand with financial support from Doris and Don Fisher, the founders of Gap stores. Most KIPP schools are charter schools that are essentially franchises of the KIPP Foundation. Two other similar programs, called Achievement First and North Star, have been less well researched.
KIPP’s students are economically disadvantaged as a group. More than 80 percent are eligible for federal free or subsidized lunches. Most are African American or Hispanic. KIPP maintains that “while the average fifth-grader enters KIPP in the bottom third of test-takers nationwide (28th percentile), the average KIPP eighth-grader outperforms nearly three out of four test-takers nationwide (74th percentile) on norm-referenced reading and math assessments.”
But some KIPP schools have posted losses for their students (to KIPP’s credit, by its own admission), and KIPP’s claims for successes have been based mostly on its own teachers’ tests and not on independent research. However, SRI International conducted an independent study of KIPP schools in the San Francisco Bay Area, in the early years of this century, and I report on it at length here.
In the five Bay Area KIPP schools, 72 percent of the children were economically disadvantaged and 75 percent were African American or Latino. Each school in the study was compared to two comparison schools that were similar socioeconomically and with respect to minority composition. The KIPP schools began in 2002/03 with an entering class of fifth-graders and added a class each year.
Principals study the KIPP model for a year before they get their own schools. But the KIPP model does not prescribe a particular instructional approach or curriculum, so teachers do not have to learn a new system required by the model, in contrast to most whole-school reforms. At the time of the study, about half the Bay Area KIPP teachers came from the Teach for America program, and their median teaching experience before joining KIPP was two years.
It is possible for children to fail in KIPP schools. Principals believe that the option to hold students back is essential because the school “couldn’t let other kids see that kids who did nothing could move ahead.” It is impressed on staff, students, and parents that certain behaviors are demanded of them. The KIPP credo is “If there is a problem, we look for a solution. If there is a better way, we find it. If we need help, we ask. If a teammate needs help, we give it.” Some sample KIPP slogans are “Work hard, be nice,” “All of us will learn,” and “KIPPsters do the right thing when no one is watching.”
Students earn “paychecks” each week, based on a point system that adds on to their value or subtracts from it depending on behavior and academic performance. The paycheck can be used to buy items from the KIPP store, including snacks and school supplies, and to buy attendance on field trips. Students get publicly “benched” for bad behavior and failure to do work. At one school, students have to go three days in a row without getting deductions from their paychecks in order to get off the bench. Teachers insisted to SRI researchers that all student actions have consequences. But teachers also maintained that good behavior was not due to fear.
“We’ve never had a kid talk back to a teacher, and we’ve never had kids fight. I don’t attribute this to the discipline system. It’s from setting expectations from the start. The smallest detail was called out…It’s because kids believe that this is an extraordinary place, and we’ve taught them that. I don’t think they don’t tease because they are afraid of the [bench]. It’s just something that they would not do at KIPP. This is the one school they’ve been to where there’s no teasing. They feel safe, and they are learning more.”
Another teacher said, “At this school, it’s okay to be smart, and that’s something that is lacking at most inner-city public schools…In [my former district], I worked with traditionally underserved kids and found the schools to be an inadequate solution to kids’ needs…I visited a KIPP school [nearby], and the school was like an oasis.”
Comments of students show that they are well aware of the difference between the KIPP school and others they have attended. “Everyone is committed to learning.” “The other school was not challenging enough, and I’ve found it has been here.” “Now I realize you have to work to get to college.” In all the schools, students said there were fewer fights, if in fact there were any at all, than in previous schools they had attended: “At this school, something holds me back from fighting.”
Of course the demands on teachers are enormous. They must be in school from 7:15 a.m. to 5:15 p.m. and are usually there longer. In addition to planning curriculum, they provide instruction, monitor study halls, lead enrichment activities like trips to zoos and museums, tutor, and call parents at night to discuss their children’s performance. They also work several weeks during the summer and every other Saturday. Not surprisingly, they fight emotional exhaustion. And in general, most KIPP teachers say they will be able to stay for only a few years.
What educational results does all this produce? Children in KIPP schools in the Bay Area succeed at levels well beyond what would be expected considering their demographic composition. The children were given the reading, language arts, and math Stanford Achievement Test (SAT 10), which is normed nationally, in the fall and spring. For fifth-graders, fall scores indicate where students are at the outset of the KIPP experience. The improvement from fall to spring was calculated in terms of the percentage of students scoring at or above the 50th percentile for national norms at each point. In the fall, for fifth-grade language arts, the proportion of students scoring at that level was 25 percent (on average for all classes at the four schools that gave the test), slightly more than we would expect given the demographic characteristics of the schools. In the spring, it was 44 percent, substantially higher than we would expect given the demographics. In the fall, for fifth-grade math, the proportion was 37 percent; in the spring it was 65 percent. Gains for sixth-graders were also marked. These increases are extremely large. They indicate that after just one year at a KIPP school, disadvantaged and largely minority children were scoring close to or above the national average on standardized tests. Since scores were not very impressive at the beginning of the year for those same children, we can rule out the possibility that self-selection is entirely responsible for the outcome in the spring.
In the spring, all children (at all five schools) were also given the California Achievement Test, which is required by law. For English Language Arts, 43 percent of KIPP fifth-graders scored at the level of proficient or above, versus 19 percent of the fifth-graders at comparison schools chosen for their demographic similarity to the KIPP schools. For Mathematics, 55 percent of KIPP fifth-grade students scored at the level of proficient or above, versus 20 percent of comparison-school students. Results on the CAT were entirely comparable for the sixth grade. Again, these results are extremely striking. (Baseline, beginning-of-the-year CAT scores were comparable for KIPP and the comparison schools.)
I have violated my own implicit research standards in reporting the SRI study. Students were not randomly assigned to be in KIPP schools versus control schools. And it could be done: KIPP schools sometimes have waiting lists and use lotteries to pick students. Unchosen children could be assigned to a randomized control group and given the same tests as the KIPP students. KIPP itself is worried about picking the cream of the crop. To their credit, some schools have taken steps to ensure that they get as many underprivileged minority students as possible, the population they regard as their target.
But there is no question that there is a severe self-selection problem, because parents, not researchers, decide whether their kids will get into a KIPP school. This automatically means that some of the performance advantages of the KIPP students might come not from the school, but from having parents, and perhaps other advantages, that work to their benefit. The question is, could self-selection have produced the results that were obtained from the students?
As a start to answering this question, we can at least be reasonably sure that attrition is not a major contributor to the favorable results. Only about 9 percent of students at schools studied by SRI International exit each year, some to avoid being held back. The schools themselves discourage some students from continuing, though no one is ever actually expelled. But relatively few leave, so self-selection out of the school seems not to be a serious contributor to the high scores of KIPP children.
In short, though I do not doubt that students whose parents choose KIPP schools are more promising than their demographics would indicate, I cannot imagine that the results obtained by KIPP could be primarily due to self-selection. However, before society invests a huge amount of money in KIPP schools, some fully randomized studies should be conducted.
I have little doubt that such randomized studies will show that poor minority children—at any rate, those whose parents care enough to get them into KIPP schools—can perform academically at levels as high as those that approximate those of middle-class whites. The next step will be to find out whether children whose parents are not so concerned about their children’s education can also benefit from KIPP-type programs.
High School Math for Poor Hispanics
You may have seen Stand and Deliver, the movie about math teacher Jaime Escalante’s achievement in getting East Los Angeles barrio students—who typically did not graduate from high school—to pass AP calculus at higher rates than students at rich Beverly Hills High, and for that matter at most elite high schools in the country. But is the story told by the movie true?
There’s good news and bad news about Escalante’s feat. Most importantly, that it happened is perfectly true.
But unfortunately it did not happen in the way the movie implies: In real life Escalante did not announce to unsuspecting seniors that he was going to make them into math whizzes that year. He built up math programs at junior high feeder schools that brought highly prepared students into his three-year high school. And he made sure his students had excellent courses in high school math before they ever came into his class. But all that was accomplished with substantial opposition from the first principal he worked under. Things began to move smoothly only when a sympathetic principal came on board (and banned students from being on athletic teams if they maintained less than a C average). And then Escalante had to fight a teachers’ union when his classes grew to be much larger than union rules allowed. He couldn’t find enough good teachers to increase the number of classes taught, so classes grew too large.
Then the sympathetic principal was replaced by one less sympathetic. Escalante left his school over the class-size issue and other problems. The program became progressively less successful after his departure, though the high school continues to do far better with AP math than most schools of its type.
The importance of Escalante’s achievement is very great. It serves as an existence proof for the contention that disadvantaged minority kids can function in math at a level far higher than the national average.
Inexpensive Interventions by Social Psychologists
Some of my fellow social psychologists have recently come on the education scene, bringing interventions that are very simple to carry out and extraordinarily cost-effective.
Many Americans believe that abilities are essentially fixed at birth: either you have math ability or you don’t. Others believe abilities are highly susceptible to manipulation: if you work hard, you will be better at a given skill than if you don’t. Carol Dweck and her coworkers have measured attitudes about ability in a group of mostly minority junior high school students, asking for beliefs about such questions as “You have a certain amount of intelligence, and you really can’t do much to change it” and “You can always greatly change how intelligent you are.” They showed, not surprisingly, that students who believe that ability is a matter of hard work get higher grades than students who believe ability comes from the genes.
Dweck and her colleagues then tried to convince a group of poor minority junior high school students that intelligence is highly malleable and can be developed by hard work. The thrust of the intervention was that learning changes the brain by forming new neurological connections and that students are in charge of this change process. Dweck reported that some of her tough junior high school boys were reduced to tears by the news that their intelligence was substantially under their control. Students exposed to the intervention worked harder, according to their teachers, and got higher grades than students in a control condition. The intervention was more effective for children who initially believed that intelligence was a matter of genes than it was for children who already were inclined to believe that it was a matter of hard work.
Joshua Aronson and his colleagues have performed similar experiments, with dramatic results. One study was conducted with poor minority students in Texas who were just beginning junior high school. Their intervention was intensive and the results were dramatic.
Each student in the Texas study was assigned a college-student mentor for their first year in junior high. The mentors discussed a variety of issues related to school adjustment. The mentors for the control participants gave information about drugs and encouraged their students to avoid taking them. Experimental-group mentors told their students about the expandable nature of intelligence and taught them how the brain can make new connections throughout life. Every student was exposed to a Web page that reinforced the mentor’s message. For students in the experimental group, this Web site showed animated pictures of the brain, including images of neurons and dendrites, and provided narratives explaining how the brain forms new connections when new problems are being solved. The mentors also helped the students design a Web page in which the students presented, through words and pictures of their own making, the message that the mentor had been presenting.
The effects of the intervention were very powerful. On the math portion of the Texas Assessment of Academic Skills (TAAS), performance by male students exposed to the intervention was .64 SD higher than for males not exposed to the intervention. For females, who tend to have worries about whether their gender makes them less talented in math, the difference was 1.13 SDs. For reading, students exposed to the intervention did .52 SD better than students in the control group.
Daphna Oyserman and her coworkers set up an elaborate intervention with poor minority junior high school students. They ran several sessions designed to make the students think about what kind of future they wanted to have, what difficulties they would likely have along the way, how they could deal with those difficulties, and which of their friends would be most helpful in dealing with them. These were supplemented with sessions during which students worked in small groups on how to deal with everyday problems, social difficulties, academic issues, and the process of working toward high school graduation. The intervention had a modest effect on grade point average of .23 SD, a moderately large effect of .36 SD on standardized tests, and a very big effect on likelihood of retention in grade of .60 SD.
Small interventions can also make a difference in college. Most students worry about social acceptance and fitting in on campus, but for minority students these concerns can be particularly worrisome. If they fail to make friends, because there are not that many minority students on campus and because they may feel ill at ease with majority students, they may begin to wonder if they belong on campus. It is common for minority students’ motivation to decline and for their grade point average to suffer as they go through school.
Social psychologists Gregory Walton and Geoffrey Cohen reasoned that lagging performance could be nipped in the bud if minority students knew that worries about social acceptance were common for all students, regardless of ethnicity, and that their situation would likely improve in the future. The researchers performed a modest intervention with black students at a prestigious private university. They invited black and white freshmen to participate in a psychology study at the end of their freshman year. The intent of the experimenters was to convince an intervention group that worries about social acceptance were common but tended to vanish as they developed more friendships. The experimenters expected that this would help black students to realize that the best way to understand their social difficulties was not in terms of their race (“I guess my kind of people don’t really belong at this kind of place”) and to replace that with the belief that their experiences were shared (“I guess everybody has these kinds of problems”). The researchers believed that recognition of their common problem—and its probable solution—would likely keep the students from worrying about belonging and help them focus on academic achievement.
To drive the point home, Walton and Cohen had students in the intervention group write an essay about the likelihood of improvement in their social situation in the future and deliver a speech in front of a video camera, which they were told would be shown to new students at the school “so that they know what college will be like.” The investigators then measured academic achievement behavior over the next week, as well as the students’ grade point average the subsequent semester.
The intervention had a big positive effect on blacks but not on whites. In the period after the intervention, blacks reported studying more, contacting professors more, and attending more review sessions and study group meetings. The subsequent term, grades of the blacks in the intervention group reflected these behaviors: their grades were a full standard deviation higher than those of blacks in the control group.
College as a Gap Reducer
It turns out that college itself has a huge effect on the intellectual abilities of blacks, substantially more than its effect on whites.
The black/white IQ gap grows in high school. Some hereditarians interpret this fact to indicate that the genes assert themselves more and more over the course of development. At each higher level of education, therefore, blacks could be expected to be farther and farther behind. Herrnstein and Murray, for example, maintained that it was unlikely that education beyond high school would serve to reduce the racial gap in IQ.
Data showing that the black/white gap grows during high school come from the National Longitudinal Survey of Youth, which administered the Armed Forces Qualification Test (AFQT). That test is a portion of the entire ability battery that the armed forces gives to potential soldiers. The AFQT correlates so highly with intelligence tests that it is appropriate to regard it as a measure of IQ. The test was given to participants in the survey at different points in their educational career from the age of fourteen to the age of twenty-one.
There is no question that, as Herrnstein and Murray showed, black ability increases less in high school than does white ability. The increase in the size of the gap is great enough to be quite disturbing. Blacks start out high school with scores less than three-fifths of a standard deviation lower on the AFQT than white scores, but end high school with scores almost a whole standard deviation lower than white scores.
Psychologist Joel Myerson and his coworkers set out to determine whether the same dismal failure of growth occurs for blacks in college. Based on the theory that ability differences manifest themselves more and more over time, we would expect less value added to IQ for blacks than for whites in college, resulting in a gap larger than that found in high school.
What Myerson and his colleagues found is the opposite. At the end of high school, black students who ultimately graduated from college performed more than 1 SD worse than white students who ultimately finished college. But the white students gained very little in IQ over the course of college, whereas the black students gained IQ at a remarkable clip, ending up with an average IQ only a little more than .40 SD below the average for whites. This difference in value added by a college education is huge.
Why do blacks gain so much in college? It may make more sense to ask why they gained so little in high school. The most obvious answer to that question is that blacks go to worse high schools than whites. A second answer is that pressure not to act white is harder to resist in high school than in college (if the pressure even exists at college).
A third possible answer lies in the research on stereotype threat, which demonstrates the remarkable variation in both test performance and motivation among black students, depending on the nature of the social circumstances they face. For example, Steele and Aronson’s experimental research documented remarkably better test performance among black students when the test was presented in a nonthreatening way—that is, when test-takers weren’t confronted with the explicit scrutiny of their intellectual abilities, presumably because doing so makes them anxious that their performance will mark them as fitting the stereotype of intellectual inferiority. In addition to impairment on tests, black high school students are more likely than white students to adapt to this evaluative discomfort in unhelpful ways, such as avoiding challenge and disengaging from academic pursuits, which are characteristic responses to stereotype threat seen among middle-and high-school-age students. One study that followed black students over their high school careers found a particularly sharp decline in black males’ engagement with academics as they progressed through high school, so that by the time they were in twelfth grade there was no connection between their feelings of self-worth and their academic achievement. These responses seem particularly likely among students who buy into the stereotypes about their group. Another long-term study found a direct link between students’ worries that the negative stereotypes about their group might be true and their later reduction in effort. So the circumstances that maximize stereotype threat may be especially prevalent in high school.
But the truth is, we do not know the reasons for the black gains in college. What we do know is that college produces a huge reduction in the ability gap. We also know that we have yet another important piece of evidence contradicting the idea that the IQ gap increases with age because of a genetic deficiency that manifests itself more over time. The IQ gap actually narrows very substantially over the college years.
Summing Up
So what do we know about intervention with minority children and the poor? Several very striking things. Perhaps the main lesson is that what works and what doesn’t is an empirical question.
Some early childhood programs that seem very reasonable do not have very big—or very lasting—effects. Head Start is a very sensible program that ought to make a big difference—and it does at first. But when students are left in poor families, in poor neighborhoods, and in poor schools, the Head Start gains in IQ fade and the academic achievement effects are not very large. But there are pre-kindergarten programs that have huge initial effects on IQ, along with significant residual effects on IQ if its graduates attend high-quality public schools. Even when children are not in good schools, the best programs nevertheless have very large academic achievement effects and enormous social benefits in terms of reduced crime and welfare dependence. Pre-kindergarten programs in general benefit poor kids and minority kids more than better-off white kids.
A similar pattern exists for elementary and junior high school interventions. I’ve described many programs that do not have much effect on student achievement and therefore are unlikely to be able to close the racial and SES gaps. The factors that do make a difference are the quality of the individual teacher, teacher incentives (probably, though much more work needs to be done to find out just what kinds of incentive programs work best and are most practical), and class size (which seems to have a bigger effect on black kids than on white kids).
Some teaching techniques discussed in Chapter 4 that are not terribly expensive are known to have fairly sizable effects and might help to reduce the achievement gap. These include computer programs to teach math and writing (which might actually be less expensive than standard instructional methods) and “cooperative learning” situations (which would add little if anything to cost). Even if these techniques were not found to reduce the gap, the fact that they improve the achievement of children in general indicates that they should be used for educating all kinds of students. A rising tide is welcome even if it lifts all boats equally.
We know that one math program—SEEDS—and one reading program—Reading Recovery—have big effects on minority kids. Reading Recovery is particularly inexpensive and provides a big bang for the buck.
A host of whole-school interventions have been tried, and the results are mostly disappointing. However, there is one hugely important exception—the KIPP program. Like Jaime Escalante, KIPP teachers can get poor minority pupils to perform at or above the level typical of white middle-class pupils. And that’s true even when they start the program late: surprisingly, the effects are big for students who start it in fifth grade. It remains to be seen what KIPP could accomplish if it were to start with much younger kids. Let’s hope we find out soon.
Paying for Gap Reduction
But can we afford the effective programs? A better question to ask is, can we afford not to have them? Many economists have evaluated the benefit-cost ratio of the most successful pre-kindergarten interventions. The Nobel Prize–winning economist James Heckman estimates the payback of the Perry Preschool Program—in terms of special education classes avoided, extra years of schooling avoided, crime and welfare costs avoided, and higher incomes for its participants—to be eight to one. This is equivalent to a return on investment of 17 percent per year. And that is just the cold monetary calculation. The gains to participants’ quality of life and those of their families and neighbors are not even included in those calculations. The initial cost of the Perry program is high—estimates range between $12,000 and $16,000 per student in 2007 dollars. It is much more expensive than Head Start (though the costs of future Perry-type programs should be lower because there would be no research component, which was a significant part of the Perry program costs) but it would be vastly more effective. The same is true of the Abecedarian intervention, which has been calculated as having a benefit-cost ratio of $3.78 to the dollar. Even when benefits are calculated strictly to the taxpayer, in terms of education, welfare, and criminal justice charges saved, the costs of the most successful pre-kindergarten programs are repaid in time.
So how much would it cost to enroll, say, the poorest third of children in a Perry or Abecedarian program from birth to the time of entry into kindergarten? There are about 7 million such children in the United States, and either the Perry or the Abecedarian program might cost as much as $15,000 per child per year. That works out to about $105 billion. But to soften the sticker shock, let me quickly point out that about $20 billion in public money is currently spent on pre-kindergarten programs. An unknown amount of privately spent money should also be subtracted. So should the additional earnings by the mother in the years during and after the program. The ultimate benefits to the child and to society should also be subtracted. Moreover, not nearly enough studies have been done on the most expensive programs—it is possible that very substantial improvements in cognitive and social functioning could be achieved by spending notably less than $15,000 per child. Finally, recall that gains in pre-kindergarten programs are proportional to need. The lower the mother’s IQ and SES, the greater the gains. So even if we provide intensive pre-kindergarten to only the neediest one-sixth or one-twelfth of the under-five population, the payoff would be very great.
As a yardstick for measuring the gross initial cost of early childhood education, note that the projected post-2001 tax cuts for the richest 1 percent of U.S. families will cost the treasury $94 billion in 2009 alone.
How about the apparently extremely effective KIPP programs? KIPP schools are actually not much more expensive than the regular public schools. (Some KIPP schools cost less than the public schools in their districts.) But KIPP gets its results by dint of the willing slave labor of its young, idealistic teachers who are paid only slightly more than public school teachers of comparable experience. And the KIPP teachers cannot keep up the pace for many years. Not surprisingly, unions have begun to oppose KIPP schools for their rate-busting.
How much would it cost to run KIPP schools if teachers were paid the same rate per hour that public school teachers earn—which seems not only fair but necessary if sufficient teachers are to be found? KIPP students get about 60 percent more contact time with their teachers. Most of the cost of education is in the form of physical plant, administrative and maintenance costs, and interest on debt, which are not increased by KIPP techniques. The cost per pupil in the United States for the average public school was about $8,000 in 2005, and about a third of this is for teachers’ pay. If we assume that teachers’ pay would be 60 percent more, and if we assume that a KIPP-type program would be made available to one-third of the 40 million children five to fourteen years old, it would cost an extra $35 billion. But again, these costs would be offset to a significant degree by child-care costs saved plus additional earnings by the mother. The economic gains over the lifetime for children in such schools cannot be calculated at this point. At a minimum they could be expected to defray a significant part of their extra cost.
To be clear, I am not advocating instituting particular programs at this time. A huge amount of research needs to be done to establish whether something like the Perry or Milwaukee or Abecedarian program would be effective and feasible if scaled up to national proportions, and the same thing is true of KIPP-type programs. In the case of KIPP, we would have to see how much gain could be expected for children of parents who did not exert effort to get their children into the program and keep them there.
We have existence proofs, however, that a marked reduction in the IQ and achievement gaps is possible, and we know that the costs of the effective interventions are at least conceivable. It would be irresponsible to fail to do the necessary research to find out what kinds of intensive programs do the most good.
Finally, if we want to make the poor smarter, a good way to do it might be to make them richer. The Scandinavian countries are much more egalitarian in their income distribution than the United States is, and the achievement gap between their richest and poorest children reflects that relative equality. Honest employment in a job having social value should pay enough to support a family. This could be achieved in part by increasing the minimum wage (which even with the new increases will be only 73 percent of what it was forty years ago), the Earned Income Tax Credit, and child tax credits.
The economic cost of at least some of this—and probably even more than the cost—would be recouped by increasing the productivity of the poor and reducing crime and welfare rates. We would likely do well by doing good.
CHAPTER EIGHT
Advantage Asia?
Good grief, those scores are positively Asian.
—One European-American Silicon Valley high school senior to another, upon hearing about her extremely high SAT scores
If there is no dark and dogged will, there will be no shining accomplishment; if there is no dull and determined effort, there will be no brilliant achievement.
—Chinese saying
HERE ARE SOME STATISTICS that should serve to concentrate the minds of people of European descent.
So European Americans might as well throw in the towel. Asians are just plain smarter.
Actually, probably not. At least not as indicated by traditional IQ tests. Herrnstein and Murray, Rushton and Jensen, Philip Vernon, Richard Lynn, and others have reported that there are IQ differences favoring Asians, but Flynn has shown that such reports are due in good part to the failure of the researchers to report Asian IQs based on contemporary IQ test norms rather than on outmoded norms and to using small and unrepresentative samples. Basing scores on outmoded norms has the effect of erroneously raising Asian IQs. Flynn reviewed sixteen different studies, the results of which were fairly consistent with one another. Most showed that East Asians had slightly lower IQs than Americans.
What is not in dispute is that Asian Americans achieve at a level far in excess of what their measured IQ suggests they would be likely to attain. Asian intellectual accomplishment is due more to sweat than to exceptional gray matter.
The Asian Drive for Achievement
Harold Stevenson and his coworkers studied the intellectual abilities and school achievement of children in three different cities chosen to be highly similar socioeconomically: Sendai in Japan, Taipei in Taiwan, and Minneapolis in the United States. They measured the intelligence and reading and math achievement of random samples of children in the first and fifth grades. We cannot know if the IQ tests really provided measures of intelligence that are fully comparable across the three populations (though the researchers believed they did—and make a pretty good case for that). Nevertheless, in the first grade, the Americans outperformed the Japanese and the Chinese on most intelligence tests. The authors attributed this to the greater effort of American parents to stimulate their preschool kids intellectually. Whatever the reason for the high American performance in the first grade, by the fifth grade the superiority of American children in IQ was gone. From these sets of facts we learn that regardless of who was smarter than whom in the first grade, the Americans had lost considerable ground to the Asian children by the fifth grade.
But the truly remarkable finding of this study was that math achievement of the Asian students was leagues beyond that of the U.S. students. The identical problems were given to Japanese, Taiwanese, and American children. By the fifth grade, Taiwanese children scored almost 1 SD better in mathematics than American children, and the Japanese scored 1.30 SDs better than American children. Even more astonishing, in a more extended study, Stevenson and his coworkers looked at the math performance of fifth-graders in many different schools in China, Taiwan, Japan, and the United States. There wasn’t a lot of difference among the Asian countries. Schools in all three countries performed at about the same level. There was more variability among the U.S. schools. But the very best performance by an American school was equal to the worst performance of any of the Asian schools!
IQ is not the point: something about Asian schools or the motivation of Asian children differs greatly from American schools or American children’s motivation.
Let’s start with the schools. Children in Japan go to school about 240 days a year, whereas children in the United States go to school about 180 days a year. The Asian schools are probably better, but the performance of Asian American children in U.S. schools shows that Asian motivation counts for an awful lot.
The Coleman report on educational equality in the United States, published in 1966, measured the intelligence of a very large random sample of American children, and Flynn followed them until they were thirty-six years old on average. Americans of East Asian descent scored about 100 on the nonverbal portion of IQ tests and about 97 on the verbal portion, so they had a slightly lower overall IQ than did Americans of European descent.
Despite their slightly inferior performance on IQ tests, the Chinese Americans of the class of 1966 were about half as likely as other children to have to repeat a grade in K–12. Foreshadowing things to come, when the Chinese American children were compared with European American children in grade school, they did slightly better on achievement tests. By the time they were in high school, the Chinese Americans were scoring one-third of a standard deviation higher than European Americans on achievement tests. At a given IQ level, the Chinese Americans performed one-half of a standard deviation higher on typical achievement tests, compared with European Americans. The overachievement was particularly great on mathematics tests. In tests of calculus and analytic geometry, the Chinese Americans surpassed European Americans by a full standard deviation. When students were seniors in high school, the Chinese Americans performed about one-third of a standard deviation better on SAT tests than did Americans of the same IQ.
By the age of thirty-two, the determination of the Chinese Americans in the class of 1966 had paid a double dividend. To get the educational credentials to qualify for professional or technical or managerial occupations, they needed a minimum IQ of 93, compared to 100 for whites. More important, of those with the IQ to qualify, fully 78 percent had the persistence to get their credentials and enter those occupations compared to 60 percent of whites. The resulting total dividend was 55 percent of Chinese Americans in high-status occupations, compared to a third of whites. The number for Japanese Americans was about halfway between the numbers for these two groups.
Flynn found similar overachievement relative to IQ on achievement tests and in occupations in a wide variety of studies of East Asians.
Notice that the overachievement of Asian Americans, as indicated by the marked difference between measured IQ and academic achievement, is sufficient by itself to establish that achievement tests such as those given in K–12 classrooms and the SAT are not merely IQ tests by another name. They measure intellectual achievement as opposed to the power of memory, perception, and reasoning of the kind that IQ tests measure. Note also that the overachievement of Asian Americans establishes that academic achievement can be a better predictor of ultimate socioeconomic success than IQ.
Recently, Flynn studied the children of the members of that original class of 1966. Since we know that being raised in homes of higher social class is associated with higher IQ, we would expect the children to have higher IQs than not only their own parents but also the population at large. And indeed they did. The mean of the Chinese American children when they were preschoolers was 9 points higher than the white average. But then most went to ordinary American schools, which we would expect would not be ideal for their intellectual development. In fact, the average of their IQs steadily declined until it was only 3 points above the white mean by the time they were adults.
Notice the arbitrariness of describing what Asians accomplish as overachievement. I used the phrase “Asian overachievement” to a Korean friend who had just spent a year in the United States, where his children attended public schools. “What do you mean by ‘Asian overachievement’?,” he expostulated. “You should say ‘American underachievement’!” He told me that he was astonished when he attended ceremonies at the end of the year for his daughter’s school and discovered that an award was given for having done all of the homework assignments. His daughter was one of two recipients of the award. To him, giving an award for doing homework was about as preposterous as giving an award for eating lunch. It is taken absolutely for granted by Asians. He is right to insist that the phenomenon is one of American underachievement. It’s quite reasonable to regard high achievement as the default state of affairs and what most Americans do as slacking to one degree or another.
My Korean friend’s bemusement touches on the key to understanding Asian achievement magic.
Asian and Asian American achievement is not mysterious. It happens by working harder. Japanese high school students of the 1980s studied 3½ hours a day, and that number is likely to be, if anything, higher today. The high-school-age children of the Indochinese boat people studied 3 hours a day. American high school students in general study an average of 1½ hours a day. (Black eighth-grade children in Detroit study, on average, 2 hours per week. Of course, at least some of this failure to do homework would have to be attributed to a school milieu that does not expect much.)
There is also no mystery about why Asian and Asian American children work harder. Asians do not need to read this book to find out that intelligence and intellectual accomplishment are highly malleable. Confucius set this matter straight twenty-five hundred years ago. He distinguished between two sources of ability, one by nature—a gift from Heaven—and one by dint of hard work.
Asians today still believe that intellectual accomplishment—at any rate, doing well in math in school—is primarily a matter of hard work, whereas European Americans are more likely to believe it is mostly a matter of innate ability or having a good teacher. Asian Americans have attitudes on this topic that are in between those of East Asians and European Americans.
Asians and Asian Americans have another motivational advantage over Westerners and European Americans. When they do badly at something, they respond by working harder at it. A team of Canadian psychologists brought Japanese and Canadian college students to a laboratory and had them work on creativity tests. After the study participants had been working on them for a while, the researchers thanked them and told them about how well they did. Regardless of how well they had actually done, the researchers told some of the participants that they had done very well and others that they had done rather badly. The investigators then gave the participants a similar creativity test and told them to spend as much time as they wanted on it. The Canadians worked longer on the creativity test if they had succeeded on the first one than if they had done badly, but the Japanese worked longer on the creativity test if they had failed on the first one than if they had succeeded.
Persistence in the face of failure is very much part of the Asian tradition of self-improvement. And Asians are accustomed to criticism in the service of self-improvement in situations where Westerners avoid it or resent it. For example, Japanese schoolteachers are observed in their classrooms for at least ten years after they begin teaching. Their fellow teachers give them feedback about their teaching techniques. It is understood in Japan that you cannot be a good teacher without many years of experience. In the United States, we tend to toss teachers into the classroom and assume they can do a good job from the get-go. Or if not, it’s because they haven’t got what it takes.
But a still more important reason for Asians making the most of their natural intelligence is that their culture—as channeled to them by their families—demands it. In the case of Chinese culture, the emphasis on academic achievement has been present for more than two thousand years. A bright Chinese boy who worked hard and did well on the mandarin exams could expect to elevate himself to a well-paying high government position. This brought honor and wealth to his family and his entire village—and the hopes and expectations of his family and fellow villagers were what made him do the work. There was substantial upward mobility via education in China a couple of millennia before this was the case in the West.
So Asian families are more successful in getting their children to achieve academically because Asian families are more powerful agents of influence than are American families—and because what they choose to emphasize is academic achievement.
Eastern Interdependence and Western Independence
Why should Asian families be such powerful agents of influence? Here I need to step back a bit and note some very great differences between Asian and Western societies. Asians are much more interdependent and collectivist than Westerners, who are much more independent and individualist. These East-West differences go back at least twenty-five hundred years to the time of Confucius and the ancient Greeks.
Confucius emphasized strict observance of proper role relations as the foundation of society, the relations being primarily those of emperor to subject, husband to wife, parent to child, elder brother to younger brother, and friend to friend. Chinese society, which was the prototype of all East Asian societies, was an agrarian one. In these societies, especially those that depend on irrigation, farmers need to get along with one another because cooperation is essential to economic activity. Such societies also tend to be very hierarchical, with a tradition of power flowing from the top to the bottom. Social bonds and constraints are strong. The linchpin of Chinese society in particular is the extended family unit. Obedience to the will of the elders was, and to a substantial degree still is, an important bond linking people to one another.
This traditional role of the family is still a powerful factor in the relations of second-and even third-generation Asian Americans and their parents. I have had Asian American students tell me that they would like to go into psychology or philosophy but that it is not possible because their parents want them to be a doctor or an engineer. For my European American students, their parents’ preferences for their occupations are about as relevant to them as their parents’ taste in art.
The Greek tradition gave rise to a fundamentally new type of social relations. The economy of Greece was based not on large-scale agriculture but on trade, hunting, fishing, herding, piracy, and small agribusiness enterprises such as viniculture and olive oil production. None of these activities required close, formalized relations among people. The Greeks, as a consequence, were independent and had the luxury of being able to act without being bound so much by social constraints. They had a lot of freedom to express their talents and satisfy their wants. The individual personality was exalted and considered a proper object of commentary and study. Roman society continued the independent, individualistic tradition of the Greeks, and after a long lull in which the European peasant was probably little more individualist than his Chinese counterpart, the Renaissance and then the Industrial Revolution took up again the individualist strain of Western culture and even accelerated it.
It is hard for someone steeped only in European culture to comprehend the extent to which achievement in the East is a family affair and not primarily a matter of individual pride and status. Like the ancient candidate for mandarin status, one achieves because it is to the benefit of the family—both economically and socially. Although there may be pride in personal accomplishment, achievement is not primarily a matter of enriching oneself or bringing honor to oneself.
And—here’s the big advantage of Asian culture—achievement for the family seems to be a greater goad to success than achievement for the self. If I, as an individual Western free agent, choose to achieve in order to bring myself honor or money, that is my decision. And if I decide that my talents are too meager or I don’t want to work hard, I can choose to opt out of the rat race. But if I am linked by strong bonds to my family, and fed its achievement demands along with my meals, I simply have no choice but to do my best in school and in professional life thereafter. And the demand is reasonable because it has been made clear to me that my achievement is a matter of will and not just innate talent.
The achievement advantage of Asian Americans over European Americans is likely to increase. Prior to 1968, Asian immigrants to the United States were probably not more natively intelligent than their compatriots who remained at home. But the immigration laws of the 196os make it relatively easy to come to the United States for a person who is a professional and relatively hard for someone who is not. The Asian American newcomers are going to have a cultural advantage over European Americans in general because they are professional and managerial types as well as being East Asians. Both their social class and their culture are going to be favorable for the maximum development of educational and professional success of their children. And their children are going to have a genetic advantage as well because of the selection for talent. (This genetic advantage is likely to be slight. As we will see in the next chapter, environmental bottlenecks do not have much effect on the IQ of generations after the bottleneck.)
Holistic and Analytic Habits of Thought
The cultural differences of East and West result not just in quantitative differences in intellectual achievement but also in qualitative differences in habits of mind. Effective functioning for East Asians depends on integrating one’s own desires and actions with those of others. Harmony has been the watchword for social relations for twenty-five hundred years in China. Effective functioning for Westerners is not so dependent on dealing with others. Westerners have the luxury of acting independently of the wishes of other people.
These social differences have given rise to habits of mind on the part of Easterners that I describe as holistic. Easterners pay attention to a wide range of objects and events; they are concerned with relationships and similarities among those objects and events; and they reason using dialectical forms of thought, which includes finding the “middle way” between opposing ideas. Western perception and thought are analytic, which is to say that Westerners focus on a relatively small part of the environment, some object or person that they wish to influence in some way; they attend to the attributes of that small part with a view toward categorizing it and modeling its behavior; and they often reason using formal rules of logic.
The need to attend to others means that the perception of Easterners is directed outward to a broad swath of the social environment and, as a consequence, to the physical environment as well. Takahiko Masuda and I showed people brief animated films of underwater scenes and then asked them to tell us what they had seen. Take a look at Figure 8.1, which shows a still photo taken from one of the films. The Americans focused primarily on the most salient objects—large, rapidly moving fish, for example. A usual first response would be, “I saw three big fish swimming off to the left; they had pink spots on their white bellies.”
Figure 8.1. Still photo from a color animation film shown to Japanese and Americans who were asked to report what they saw. From Masuda and Nisbett (2001).
The Japanese reported seeing much more of the environment—rocks, weeds, inanimate creatures such as snails. A typical initial response would be, “I saw what looked like a stream; the water was green; there were rocks and shells on the bottom.” In addition to paying attention to context, the Japanese noticed relationships between the context and particular objects in it. For example, they were inclined to note that one object was next to another or that a frog was climbing on a plant. Altogether, the Japanese were able to report 60 percent more details about the environment than were Americans.
In another study, Masuda demonstrated that when shown cartoon pictures of a central figure flanked by other people and asked to judge the mood of the central figure, the Japanese were much more influenced in their judgments by the expressions on the surrounding faces than were the Americans.
Asians and Westerners see different things because they are looking at different things. My coworkers and I have rigged people up with devices that can measure what part of a picture they are looking at every millisecond. Chinese spend more time looking at the background than do Americans and make many more eye movements back and forth between the most salient object and the background.
The greater attention to context allows East Asians to make correct judgments about causality under circumstances where Americans make mistakes. Social psychologists have uncovered what they call “the fundamental attribution error.” People are prone to overlook important social and situational causes of behavior and attribute the behavior instead to what they assume are attributes of the actor—personality traits, abilities, or attitudes. For example, when reading an essay that an instructor in a course or an experimenter in a psychology study has asked someone to write in favor of capital punishment, Americans assume that the writer must hold the view that he expressed. And they do this even when the experimenter has just requested that they write an essay upholding a view the experimenter chose. Koreans in this situation correctly make no assumption that the person whose essay they read actually holds the position he takes in the essay.
The greater attentiveness to context has been characteristic of East Asians since the time of the ancient Chinese, who understood the concept of action at a distance. This made it possible for them to understand the principles of magnetism and acoustics and allowed them to figure out the true cause for the tides (which escaped even Galileo). Aristotle’s physics, in contrast, was completely focused on the properties of objects. In his system, a stone fell to the bottom when dropped in water because it had the property of gravity, and a stick of wood floated on the water because it had the property of levity. There is no such property as levity, of course, and gravity is not found in objects but in the relation between objects.
Despite the greater correctness of ancient Chinese physics, and despite the fact that China was leagues ahead of the Greeks in technological achievements, it was the Greeks who invented formal science. Two things made this possible for the Greeks.
First, because the Greeks were fixated on objects, they were concerned with the attributes of objects and with determining the categories to which they belonged. In order to understand the behavior of objects, the Greeks invented rules that presumably governed the behavior of objects. And rules and categories are what constitute science at base. Without them, there can be no explicit, generalizable models of the world to test. There can only be technology, no matter how sophisticated.
Second, the Greeks invented formal logic. As the story goes, Aristotle had gotten impatient with hearing poor arguments in the marketplace and the political assembly and so came up with logic in order to rule out forms of argument that are defective. In any case, logic does in fact serve that function in the West.
Logic was never of much interest in China. In fact, it appeared just once, briefly, in the third century BC, and it was never formalized. The Greeks could invent logic precisely because their habit of argumentation was socially acceptable. In ancient China, and in most of East Asia today, disagreements are a risky business—you might make an enemy if you contradict another person’s point of view. Instead of logic, the abstract reasoning patterns of the East tend toward dialecticism, including a concern with finding the “middle way” between opposing arguments and an emphasis on integrating different points of view.
Like rules, categories, and explicit models, formal logic is an extremely helpful tool for science. But the Greeks went overboard in their fondness for logical argument. They rejected the concept of zero because, they reasoned, zero was equivalent to “non-being” and non-being cannot be! And Zeno’s famous paradoxes are the result of logic gone wild. (For example, motion is impossible. For an arrow to reach a target, it would have to go half the distance between the bow and the target, then half that distance, and so on ad infinitum, and thus could never reach its target. This strikes us as comical, but the Greeks thought this was a real stumper.)
Social practices and habits of thought tend to get ingrained, and so contemporary social and cognitive differences between East and West are much like those of ancient times. Thus we might expect Westerners to be more likely to emphasize rules, categories, and logic, and Easterners to be more likely to emphasize relationships and dialectical reasoning. And, in fact, my coworkers and I find this to be the case.
When we presented people with three words such as cow, chicken, and grass, and asked them which two go together, we got very different answers from Easterners and Westerners. Americans were more likely to say cow and chicken go together because they are both animals; that is, they belong to the same taxonomic category. Asians, however, focusing on relationships, were more likely to say that cow goes with grass because a cow eats grass.
We also presented syllogisms to Americans and Asians and asked them to judge the validity of their conclusions. We found that Asians are just as good as Americans at judging the validity of syllogisms that are stated in abstract terms—all As are X, some Bs are Y, and so on—but are likely to be led astray when dealing with familiar content. Asians are inclined to judge conclusions that follow from their premises to be invalid if they are implausible (e.g., All mammals hibernate/rabbits do not hibernate/rabbits are not mammals). And Asians are likely to judge as valid conclusions that are in fact invalid but which are plausible.
Finally, it is possible to show that Americans sometimes make mistakes in reasoning owing to the same kind of “hyperlogical” stance that characterized the ancient Greeks. My coworkers and I showed that Americans will sometimes judge a given plausible proposition to be more likely to be true if it is contradicted by a less plausible proposition than if it is not contradicted. The Americans assume that if there is an apparent contradiction between two propositions, the more plausible one must be true and the less plausible one must be false. Asians make the opposite error of judging a relatively implausible proposition to be more likely to be true if it is contradicted by a more plausible proposition than if it is not contradicted—because they are motivated to find truth in both of two opposing propositions.
These perceptual and cognitive differences rest on brain activity that differs between Easterners and Westerners. For example, when Chinese are shown animated pictures of underwater scenes, an area of the brain known to respond to backgrounds and contexts is more active than it is for Americans. Conversely, an area of the brain known to respond to salient objects is less active for Asians than it is for Americans. Another brain-function study pursued the fact that Americans find it easier to make judgments about objects while ignoring their contexts, and East Asians find it easier to make judgments about objects which take into account their context. Consistent with this fact, regions of the frontal and parietal cortices that are known to be involved in attention control are more active when a person makes judgments of the nonpreferred, more difficult kind—that is, judgments taking into account contexts for Americans and judgments that require ignoring contexts for East Asians.
How do we know that these differences in perception and thought are social in origin and not genetic? There are two main reasons. First, in several of the studies we conducted, we compared Asians, Asian Americans, and European Americans. In all the studies the Asian Americans perceived and reasoned in ways that were intermediate between Asians and European Americans, and were usually more similar to those of European Americans. Second, Hong Kong is known to be a bicultural society, with Chinese customs mingling with English ones. We found residents of Hong Kong to reason in a fashion intermediate between how Chinese and European Americans reason. And when Hong Kong residents were asked to make causal attributions about the behavior of fish, they reasoned like Chinese after being shown pictures such as temples and dragons and like Westerners after being shown pictures such as Mickey Mouse and the U.S. Capitol!
Eastern Engineers and Western Scientists?
The different social inclinations and thought patterns of Easterners and Westerners have implications for doing well in engineering versus science.
Everyone has heard the cliché that Japanese make good engineers but lag in science. This is no mere stereotype. Japanese prowess in engineering is the wonder of American industry. And my colleagues who teach engineering and my friends who hire engineers tell me that not only are there more Asian American engineers per capita but they also make better engineers than European Americans on average.
However, in the decade of the 1990s, forty-four Nobel Prizes in science were awarded to people living in the United States, the great majority of whom were Americans, and only one was awarded to a Japanese. This is not entirely the result of a difference in funding. The Japanese have spent roughly 38 percent as much on basic research as have Americans over the last twenty-five years, and they spend twice as much as do Germans, who won five Nobel Prizes in the 1990s. China and Korea have been relatively poor, developing countries until recently, and it is too early to tell how successful their citizens will be in basic science. But it is possible to point to some of the roadblocks in the path to scientific productivity that might apply to all interdependent peoples who are inclined to be holistic thinkers.
First, several social differences between East and West favor Western progress in science. In Japan, which is more hierarchically organized than the West in many respects, and which places a greater value on respect for elders, more research money goes to older, no-longer-productive scientists. I believe that the premium on individual achievement and the respect for personal ambition in the West favors scientific accomplishment. Long hours in the lab do not necessarily do much for the scientist’s family, but they are essential to personal fame and glory. Debate is taken for granted in the West and is regarded as an essential part of the scientific enterprise, but it is considered rude in much of the East. A Japanese scientist recently reported on his amazement at seeing American scientists who were friends sharply disagree with one another—and in public. “I worked at the Carnegie Institution in Washington, and I knew two eminent scientists who were good friends, but once it came to their work, they would have severe debates, even in the journals. That kind of thing happens in the United States, but in Japan, never.”
Second, the Confucian tradition, of which Japan and Korea are a part, has little use for the idea that knowledge is valuable for its own sake. This starkly contrasts with the ancient Greek philosophical tradition, which prized such knowledge above all other kinds. (I emphasize the term philosophical tradition in the preceding sentence. There is an amusing passage in The Republic where an Athenian businessman castigates Socrates for his pursuit of abstract knowledge, telling him that although it is admittedly attractive in the young, it is disgusting in a grown man.)
Third, logic, the intellectual tool of debate, is more readily applied to real-world content by Westerners than by Easterners. Even the occasional hyperlogical habits of Westerners can be useful in science, however clumsy and even comical they can be in everyday life. Related to logic is the Western type of rhetoric found in formal discourse in science, law, and policy analysis. This consists of an overview of what is being discussed, general concerns about the topic, specific hypothesis, operations to test the hypothesis, discussion of pertinent facts, defense against possible counterarguments, and summary of conclusions. Training in this pattern of argumentation begins in nursery school: “This teddy bear is my lovey, I like him because…” Perhaps due to its roots in debate and formal logic, the Western form of rhetoric is not common in the East. I find with my own East Asian students that the standard rhetorical form is the last thing they learn on their way to a PhD.
Finally, there is the matter of curiosity. For whatever reason, Westerners seem to be more curious than Easterners. It is Westerners who have explored the Earth and immersed themselves in science and who regard the proper study of philosophy to be the fundamental nature of humankind. I do not know why this should be, though I can speculate on one possible source. We know that Westerners are constantly building causal models of the world. In fact, the children of Japanese who are living in the United States for business reasons are often regarded by American teachers as having weak powers of analysis because they do not build such causal models. One consequence of building explicit models is the element of surprise. The models lead to predictions that turn out to be wrong. This makes a person eager to get more accurate views—and more curious.
None of the habits of mind that are more characteristic of Easterners pose insurmountable obstacles to scientific excellence. The practice of science encourages mental patterns I have labeled as Western advantages, and the more steeped in scientific culture that Easterners become, the more natural will scientific habits of mind become. And Easterners may well be able to shape their distinctive habits of mind in ways that will provide advantages for scientific inquiry. Quantum theory in physics rests on contradictions that are anathema to the Western mind but congenial to the Eastern mind. Nils Bohr credited his deep knowledge of Eastern philosophy with his ability to generate quantum hypotheses.
For the time being, Westerners’ advantage in science may be their ace in the hole in their friendly competition with the East. But don’t count on the advantage lasting for long. Until fairly far into the last century, European scientists were puzzled by the failure of Americans to produce much science of note.
CHAPTER NINE
People of the Book
A man should sell all he possesses in order to marry the daughter of a scholar, as well as to marry his daughter to a scholar.
—The Talmud: Pesahim 49a
[The Jews] are peculiarly and conspicuously the world’s intellectual aristocracy.
—Mark Twain, in a letter written in 1879
The United States today is the greatest fistic nation in the world, and a close examination of its 4,000 or more fighters shows that the cream of its talent is Jewish.
—Boxing announcer Joe Humphreys in 1930
IN AD 64, the Jewish high priest Yehoshua ben Gamla issued an edict specifying that all males be able to read the Talmud. This requirement was met within a hundred years after its promulgation. The next national group to achieve universal male literacy did not do so until about seventeen hundred years later.
Jewish Accomplishment
It scarcely seems coincidental that the people who first achieved literacy should today be extraordinarily distinguished intellectually. Ashkenazi Jews (those of European descent) are overrepresented among Nobel Prize winners by a factor ranging from 50 to 1 (the prize for peace) up to 200 to 1 (the prize for economics) in relation to the percentage of the world’s population that is Jewish. It would be fairer, though, to compare the proportion of Jewish prize winners in the Western world, or even the United States. American Jews have received between 27 and 40 percent of all Nobel Prizes in science awarded to Americans (depending on whether we count as Jewish only individuals whose mothers and fathers are Jewish or all winners with at least one-half Jewish heritage). Jews represent less than 2 percent of the American population, so this constitutes an overrepresentation of about 15 to 1 (using the more conservative definition of who is Jewish). Approximately the same overrepresentation applies to American winners of the A. M. Turing Award for contributions to computing. And 26 to 34 percent (depending on how we count who is Jewish) of Fields Medals in mathematics for Americans have gone to Jews.
In the United States, Jews comprise 33 percent of Ivy League students, an approximately equal percentage of the faculty at elite colleges, and about 30 percent of Supreme Court law clerks. These are overrepresentations by a factor of 15 or more.
Jewish achievement is not limited to the purely intellectual. According to the 1931 census of Poland, Jews comprised 9.8 percent of the population. Jews, however, owned 22.4 percent of the wealth in the country. In the first four years after World War I, more than 70 percent of business licenses were issued to Jews. By 1929, Jews owned 45 percent of large and medium-sized commercial enterprises. By 1938, the proportion was 55 percent. By the mid to late 1930s, a majority of the owners of the following industries were Jews: textiles, chemicals, food, transportation, building materials, and paper.
So Jews have proved to be extraordinarily successful in many endeavors where intelligence is an advantage, including business and commerce.
Jewish IQ
The stereotype of Jews as highly intelligent, then, is certainly backed up by the statistics. It is also backed up by IQ tests. Jews have the highest average IQ of any ethnic group for which there are reliable data. Most reports place the average Ashkenazi Jewish IQ at two-thirds to one standard deviation above the white average. That is equal to an IQ of 110 to 115.
The degree of overrepresentation of Jews in intellectual realms is actually greater than would be expected on the basis of Jewish IQ. Let’s arbitrarily specify that an IQ of 140 or above constitutes the average IQ at the most stratospheric levels of intellectual achievement—Nobel Prizes and the like. If we assume an average IQ of 110 for Jews, Jews would be expected to be overrepresented at IQ 140 by a factor of only 6 to 1. This is substantially less than the overrepresentation of at least 15 to 1 that is actually found, and very substantially less than that if we count people with one Jewish parent. Even if we assume an average Jewish IQ of 115, the actual attainment is somewhat greater than would be expected. We might also arbitrarily specify 130 as the average IQ of Ivy Leaguers, professors at elite colleges, and Supreme Court law clerks. Assuming an average IQ of 110 for Jews, we would expect them to be overrepresented by a factor of 4, far less than the approximately 15 to 1 that obtains. Assuming an average IQ of 115 for Jews, we would expect Jews to be overrepresented at IQ 130 by a factor of only about 7 to 1, again substantially less than the actual ratio. If we take these numbers seriously—and I actually recommend taking them with more than a grain of salt as well—then Jews are not only extraordinarily high achievers, they reach the heights in good part by overachieving.
It is important to note that the average IQ of Sephardic (mostly North African) Jews is apparently no higher than that of non-Jews and is considerably lower than that of Ashkenazi Jews. This is true even of Sephardic and Oriental Jews in Israel.
In Their Genes?
Does the very large difference in IQ and intellectual accomplishment between Ashkenazi Jews and non-Jewish Westerners require a genetic explanation? There is certainly no dearth of such explanations for the Jewish intelligence advantage. Here I mention just five of the most frequently invoked explanations.
1. Persecution’s bounty. One very old genetic explanation is that the persecution of European Jews hit hardest at the less intelligent, who were presumably less clever at escaping the enemy. The result of trimming disproportionately the least intelligent Jews from the gene pool was to shift ever upward the average intelligence of the remaining members of the group. There are two problems with this explanation. First, it is far from clear that it was the least intelligent Jews who were most likely to be killed by pogroms. We can as convincingly argue that the most economically successful and intelligent would have been particularly conspicuous and likely to be attacked. Second, it is not clear that disproportionate elimination of the less intelligent from the gene pool would have had much effect. The phenomenon presumed by this explanation is what is known as a genetic “bottleneck”—the result of trimming some genotypes from the breeding population because of an unusual environmental circumstance. (The classic example of a bottleneck is when a small portion of a breeding population in a particular region moves away from that region, bringing with it only a limited portion of the original genetic variation.) Bottleneck effects, however, could not plausibly account for much in the way of elevated IQ for Jews, even under the assumption of very high heritability of IQ. Complete elimination from reproduction of the lowest 15 percent of the IQ distribution would raise the average IQ of the subsequent generation by about 1 point. There would have had to have been very thorough elimination of large numbers of people in the lower reaches of the gene pool, over many different occasions, to make much of a genetic difference.
2. Nebuchadnezzar’s favor. The geneticist Cyril Darlington has proposed that the Babylonian captivity of the Jews led to their intellectual enhancement. Jerusalem fell in 586 BC, and according to the Bible, Nebuchadnezzar “carried into exile all Jerusalem: all the officers and fighting men, and all the craftsmen and artisans…Only the poorest people of the land were left” (2 Kings 24:10). This hypothesis further specifies that the relatively unintelligent Jews who were left behind would have drifted into other religions, so that when the Jews returned to the Holy Land, they would not have had further interaction with the unintelligent individuals left behind. Aside from the stipulation that the unintelligent Jews drifted away from their religion, which is highly speculative, the theory rests on a hypothesis of a single bottleneck. Even under the assumption of very high heritability of intelligence and under the further, dubious, assumption that intelligence would have been highly correlated with wealth status in ancient times, the trimming off of a very substantial fraction of the poorest people from the breeding population would have left the next generation very little less intelligent than the previous generation.
3. Marry the scholar. Another popular genetic theory is that the daughters of (highly intelligent) merchants and businessmen were likely to be married off to the (highly intelligent) scholar or rabbi. The fruits of such unions would have been better off financially, and their offspring would have been more likely to survive. Adherents to this theory sometimes point to the injunction in the Talmud to marry a scholar. But arguments have been made that Jews both rich and poor were reluctant to entrust their daughters to penniless scholars, and the rich would have preferred a businessman. Moreover, the number of individuals involved in the presumably IQ-beneficial unions would have been a small fraction of the total population, making it dubious that they could have elevated the population average much at all.
4. Talmud dropouts. Political scientist Charles Murray has proposed that mere literacy would not have been sufficient to satisfy the requirement of being able to read a difficult text—the Talmud—and comprehend it, let alone provide an exegesis. Those who were unable to function at such a high level of literacy would have drifted away from the group, leaving behind only the most intelligent to propagate future generations. Murray’s theory is interesting, but nothing more than speculation.
5. Occupational pressure. Anthropologists Gregory Cochran, Jason Hardy, and Henry Harpending have proposed by far the most elaborate theory of inherited Ashkenazi Jewish intelligence.
The Ashkenazim enter the historical record of Europe in about the ninth century. From a very early point they were engaged in occupations requiring literacy, numeracy, and generally high intelligence, including money lending (forbidden to Christians because of usury laws), trading, and—especially in Eastern Europe—tax-farming and estate management. These occupations brought wealth to those who could handle them. Wealth meant greater survival of offspring. Hence more intelligent people had more offspring than less intelligent people, and the average intelligence of the population slowly increased.
Cochran and his colleagues propose a specific mechanism underlying increased Ashkenazi intelligence. Their account begins with the fact that Ashkenazim have a particular propensity to illnesses involving storage in the nerve cells of so-called sphingolipids, which form part of the insulating outer sheaths that allow nerve cells to transmit electrical signals and encourage growth of dendrites. These illnesses include Tay-Sachs, Niemann-Pick, and Gaucher’s disease. Storing too much of these sphingolipids is fatal or at least likely to result in a serious illness that often prevents reproduction.
But why should an increase in sphingolipids result in higher intelligence for the nondiseased portion of the population? At this point, Cochran’s group enlists the sickle-cell anemia analogy. The sickle-cell gene produces illness for individuals who have two copies of it (one from each parent). But those with only one copy of the gene are provided with protection against malaria. This is useful for West Africans, who are threatened in their natural habitat by malaria and are by far the most likely people in the world to have the sickle-cell gene.
The proposed analogy to high intelligence for the Ashkenazim is that two copies of the extra-sphingolipid gene result in serious illness or death, but one copy of it results in high but nonlethal levels of sphingolipids. And high levels of sphingolipids encourage transmission of nerve signals and increased growth of dendrites. Presumably more expansive branching of these neuron extensions favors learning and general intelligence.
Apparently sphingolipids do facilitate nerve transmission and encourage neural branching. But otherwise the only evidence for the sphingolipid theory is that people with Gaucher’s disease are highly intelligent even as compared with other Jews. Gaucher’s victims in Israel have unusually high occupational status on average, and there are as many physicists among Gaucher’s patients as there are skilled workers.
The sphingolipid theory modeled on the sickle-cell analogy does have one virtue over the other speculations about the genetic superiority for Ashkenazi Jews. It makes the clear prediction that people who have only one copy of the extra-sphingolipid gene should have higher IQs than those who have no copy of the gene. However, Cochran and colleagues did not test this prediction, other than reporting impressive occupational attainment for Gaucher’s victims. I find this puzzling. The hypothesis is not hard to test, and many scientists would have tested this prediction before publishing a complicated theory.
Note that the Cochran theory has an unusual property in that it attributes no great causal significance to the fact that the Jews had universal literacy at such an early stage in history. Literacy was important only insofar as it made it easier for the Jews to engage in the occupations that ultimately produced high intelligence for the group. Indeed, it is important to the Cochran theory that there not be much Jewish intellectual accomplishment prior to the time that occupational advantages began to work their genetic magic. And it is certainly true that intellectual accomplishments of a high order by Ashkenazi Jews came with ever greater frequency over the centuries, reaching a crescendo by the middle of the nineteenth century.
It is also important to the Cochran theory that Sephardic Jews not be terribly accomplished, since they did not pass through the genetic filter of occupations that demanded high intelligence. Contemporary Sephardic Jews in fact do not seem to have unusually high IQs. But Sephardic Jews under Islam achieved at very high levels. Fifteen percent of all scientists in the period AD 1150–1300 were Jewish—far out of proportion to their presence in the world population, or even the population of the Islamic world—and these scientists were overwhelmingly Sephardic. Cochran and company are left with only a cultural explanation of this Sephardic efflorescence, and it is not congenial to their genetic theory of Jewish intelligence.
In short, there are many genetic theories of Jewish intelligence but not much in the way of convincing evidence.
Other Cultures with High Levels of Intellectual Accomplishment
Jewish intellectual eminence needs to be put into context with the fact that intellectual achievements have often differed hugely between cultures—even between cultures with high rates of literacy and robust economies. And it is impossible to give a genetic account to these fluctuating rates of accomplishment.
In AD 1000, the intelligentsia of the world consisted primarily of Arabs and Chinese. Arab sheiks were discussing Plato and Aristotle, and Chinese mandarins were practicing all the arts, at a time when European nobles were gnawing haunches of meat in cold, dank castles. The intellectual scoreboard was lit up for Chinese and Arabs (and Indians) when the tally was near zero for Europe. Then Europe gradually came to intellectual preeminence, partly because of its willingness to learn from the more advanced cultures. Changes in the gene pool are an impossible explanation for this enormous shift in the intellectual center of gravity.
Even within Europe the swings of intellectual prominence have been extraordinarily wide. Spain was at the height of intellectual achievement under the Moors, but sank rapidly thereafter, never achieving much of great note even in the heady days of New World gold and silver. Northern Italy was a powerhouse in all the arts and sciences in the fifteenth century, a time when England was a cultural backwater. Since 1800, England has been a leader in almost all realms of endeavor and a lion in science, philosophy, and literature. Italy since 1800 has been a shadow of its Roman and Renaissance self. The Scots, well past the late Middle Ages, were savages painting themselves blue for battles and frequently choosing leaders by means of assassination. (Shakespeare had good reason to site Macbeth in Scotland.) By the eighteenth century, the Scots were leaders in science and philosophy. Scandinavia was not noted for intellectual achievements until the twentieth century.
Within the United States, the regional differences in intellectual accomplishment have been nothing shy of astonishing. The Northeast has never had much more population than the South, but easterners have achieved incomparably more in science, philosophy, and the arts (save for music) than have southerners. The population of Texas has exceeded that of New England for the last hundred years by a factor of 3 or 4; even the white, non-Hispanic population of Texas is larger than that of New England. But a visit to Who’s Who establishes that Texans have achieved virtually nothing in the sciences or philosophy (though there have been notable achievements in literature, music, and the arts in recent decades).
The magnitude of the differences in intellectual accomplishment between Jews and non-Jews in the West pales beside all these national, ethnic, and regional differences. This still leaves us, however, with the differences in IQ between Jews and non-Jews. Can this plausibly be accounted for exclusively by cultural factors?
Cultural Explanations of Jewish Intelligence
Education has been as important to the Jewish tradition as to the Confucian tradition. As Austrian novelist Stefan Zweig wrote during World War II, “It is counted a title of honour for the entire family to have someone in their midst, a professor, a savant, or a musician, who plays a role in the intellectual world, as if through his achievements he ennobled them all.”
The analogy between Jews and Confucians is marked in another crucial respect as well. Family ties are very strong for Jews, and the family can make demands on the individual that are hard to resist. The Jewish mother, fabled in song and story, is reputed to have an influence that seems equal to that of any Chinese patriarch. And much of her influence is directed toward educational and intellectual attainment.
The Jewish value of education takes some forms that seem extreme to non-Jews. Psychologist Seymour Sarason was raised in a poor neighborhood, and his family never had money. But Sarason reports that when one of his cousins decided to play football in high school, the family was angry and disbelieving. If he got injured, the family worried, he might not be able to go to college. (Compare with Friday Night Lights.) Sarason also recounts that his father, who had little money and less education, once bought an expensive encyclopedic dictionary for the family. This made a huge impression on Sarason. It told him that education was important—even at great financial sacrifice.
In Brooklyn today, while other boys trade baseball cards, Hasidic boys trade rabbi cards.
And so on and so forth. It would be possible to list numberless anecdotes showing that Jews value intelligence, the intellectual life, and achievement. The value on achievement is certainly not limited to intellectual fields. In addition to business success, Jews in the past have valued athletic success. In the early part of the past century, high achievement included preeminence in boxing, wrestling, and basketball (which one anti-Semitic commentator claimed was the quintessential Jewish sport—because it involved sneakily stealing the ball). So it seems that Jews place a high value on achievement, period.
But the sum of evidence about the cultural value placed on intellectual achievement would amount to only a pile of anecdotes. We have no quantifiable measure of cultural influences on intellectual achievement, not even systematic anthropological observations of the kind that Shirley Brice Heath made comparing middle-class whites, working-class whites, and poor blacks.
We can, however, speculate that culture has resulted in an increase for Jews in phenotypic IQ. (This is the IQ that the individual has as a consequence of the environment operating on the individual’s genetic makeup in a particular way.) Recall that the children of the Chinese American members of the class of 1966, who were themselves of average or slightly less than average IQ but attained very high occupational status, had IQs averaging 109 when they were quite young. That was before these children encountered the U.S. public school system and engaged with the non-Asians in their neighborhoods. By late childhood the average IQ of the children of the class of ’66 had dropped to 103. But the grandchildren of the class of ’66 would have an advantage even over the children of the class of ’66 because the children of the class of ’66 had higher (phenotypic) IQs than their parents and thus would likely have created yet more advantaged environments. The consequence is that the IQ of the grandchildren of the Asian American class of ’66 might well be greater than 103.
The Asian American example of one generation building IQ on the socioeconomically advanced shoulders of the preceding generation shows that culture could account for a significant portion of the IQ gap between Jews and non-Jews—perhaps even all of it—by scaffolding to ever higher levels.
In any event, Jewish intellectual achievement is probably at least in part overachievement. Achievement at such ultrahigh levels seems substantially greater than would be predicted by the IQ advantage.
CHAPTER TEN
Raising Your Child’s Intelligence…and Your Own
IN THIS CHAPTER I remind you of some things you already know about how to increase the intelligence of your child and yourself, point out some things that you may believe to be true but for which there is little evidence, and describe some ways to increase intelligence that may be surprising to you. By intelligence, I mean ability to solve problems and to reason, which is measured, if only imperfectly, by IQ scores and academic achievement.
The Obvious
First, the things you probably do instinctively with your child, without much conscious consideration of strategy, can increase intelligence: Talk to your child, using high-level vocabulary. Include your child in adult conversations. Read to your child. Minimize reprimands and maximize comments that will encourage your child to explore the environment. Avoid undue stress, which you would do anyway, but probably not for the reasons given in this book. Stress can result in poor learning ability and ability to solve novel problems as it can damage pathways between the limbic lobe and the prefrontal cortex. At extremes, stress can interfere with memory capacity as well.
Teach your child how to categorize objects and events and how to make comparisons among them. Encourage your child to analyze and evaluate interesting aspects of the world. Give your child intellectually stimulating after-school and summertime activities. (Though I have to admit that I do think some parents overprogram their kids. The forced suburban march from hockey practice to piano class to Cub Scout meetings is not something I would personally recommend.) Try to steer your child toward peers who will promote intellectual interests.
These are the sorts of things that people of higher socioeconomic status (SES) are more likely to do than people of lower SES, and they are all correlated with children’s ultimate intelligence. Admittedly though, the data are just that—correlational—for the most part. We do not know the extent to which activities like these cause greater intelligence as opposed to just being the sorts of activities that smarter parents carry out with their children—who are destined to be smarter than average because of their parents’ good genes and not their exemplary behavior. On the other hand, common sense indicates that these things ought to be beneficial and it’s hard to see how they could do harm. And we do know that when poor children are raised by higher-SES parents, who are inclined to do these things, the children end up having higher IQs and better academic performance.
The Dubious
Despite what you may have heard bandied about in the press, some things do not affect intelligence much—or at any rate there is not very good evidence that they do. Baby Einstein educational toys that move around and communicate with the child may be as likely to induce passivity as to encourage exploration. There is no evidence that playing Mozart to your child—whether born yet or not—will increase intelligence. The research suggesting that extra stimulation in the early years results in more growth of neurons and better problem-solving ability is based strictly on animal studies comparing rats that had absolute minimal stimulation—sitting in the dark in small cages—with animals that were allowed to play in interesting environments and given a companion to do it with. We find the same kind of huge gains with infants who are drastically understimulated and then brought into normal environments. We do not know whether stimulation at unusually high levels using fancy toys does much for human infants.
But lots of other things do seem to matter, and for many of them we have very good evidence about their usefulness.
The Physical
Bigger babies grow up to be smarter adults than do smaller babies. We do not know whether size at birth causes higher intelligence or is merely correlated with it. But why take a chance when there is something you can do to increase the size of the baby? Namely, exercise. Women who exercise on a treadmill twenty minutes a day a few times a week have bigger babies, and bigger babies are certainly healthier and may well grow up to be smarter because of some variable associated with their size. That variable could be brain size. The babies born to exercising mothers have larger heads. We know that people with larger brains are more intelligent on average.
Exercise is good for the baby, for mothers-to-be, and for everybody else. Exercising large muscle groups actually increases growth of neurons, and exercise, at least in animals, adds to the blood supply of the brain. Even introducing exercise relatively late in life is good for intelligence. Experiments show that elderly people who are encouraged to exercise maintain good problem-solving skills longer than people who are not encouraged to exercise. The effect of exercising thirty minutes or more per day on fluid intelligence–based tasks is .50 SD across all studies. Strength training plus cardiac training is better than cardiac training alone. People who exercise regularly in middle age are one-third as likely to get Alzheimer’s disease in their seventies as people who do not exercise. You can even start exercise in your sixties and reduce the likelihood of Alzheimer’s by half.
A possibly very important thing a mother can do for her child’s intelligence is to breast-feed. For children with the most common kinds of genetic makeup, breast-feeding for up to nine months may increase IQ as much as 6 points. (Breast-feeding beyond nine months seems to have no beneficial effect.) It seems to be particularly important to breast-feed premature babies.
Fluid-Intelligence Exercises
Several types of activities can improve fluid intelligence, and not just for children. Recall that fluid intelligence is the ability to solve problems that are novel and for which previously learned rules or concepts are not necessarily helpful. The prototypical example is the Raven Progressive Matrices test. You see various geometric figures that have been changed in particular ways and you have to develop on the spot a rule that will allow you to determine what the next transformation of the figures should be. The activities that increase fluid intelligence include computer games that teach attention control and exercise working-memory capacity.
Neuroscientist Rosario Rueda and her colleagues described several types of games that exercise fluid-intelligence functions for young children. One was anticipation exercises. An exercise they used for this involved teaching children to anticipate where a duck that had submerged itself in a pond would emerge. The children used a joystick to manipulate a cat to the position where they expected the duck to turn up. Another exercise involved stimulus discrimination. Children had to remember the attributes of cartoon portraits so that they could pick the portrait out of an array of several other portraits. Other tasks, described in Chapter 3, included a conflict-resolution exercise and an inhibitory-control exercise. These exercises improved performance on the Raven Progressive Matrices test, which makes heavy demands on attention control and working memory. These fluid-intelligence functions are particularly important for children’s learning in the years before adolescence. For a demonstration of these exercises, go to http://www.teach-the-brain.org/learn/attention/index.htm
Child neurologist Torkel Klingberg and his coworkers found that various working-memory and attention-control tasks improved the concentration of children with attention deficit hyperactivity disorder (ADHD). Some of these tasks are easy to duplicate without using a computer. For example, experimenters read to children a series of digits (perhaps 4, 7, 2 9, 5) and then ask them to repeat the digits back in the reverse order in which they were read. Other tasks require computer administration, such as a “go–no go” task in which the child is shown two gray circles and has to press a key if a circle turns green and refrain from pressing it when it becomes red. Such exercises improved reaction times and reduced errors even on tasks for which the children had not been trained, and improved scores on the Raven IQ test. The Raven scores for almost all the trained children exceeded the average for the untrained children. Similar exercises improved working memory and Raven performance in normal, healthy adults.
Finally, meditation exercises typical of the kind used in Chinese traditional medicine (breathing exercises, postural training, body awareness) conducted over a period of just five days improved executive functioning and performance on Raven Progressive Matrices. If this seems dubious to you, it would to me too, except that the authors of the study include highly respected neuroscientists Yi-Yuan Tang and Michael Posner, so I believe it.
Self-Control
The best evidence we have indicates that children with above-average self-control have higher intelligence, and higher academic achievement whatever their level of intelligence. Personality psychologist Walter Mischel and his colleagues found that the largely upper-middle-class children at Stanford University’s nursery school who could delay gratification in the here and now (one cookie) for better rewards later (two cookies) got higher grades and substantially higher SAT scores when they were teenagers. Lower-SES minority children in New York also got higher grades if they had greater ability to delay gratification. We do not know, however, whether the ability to delay gratification is associated with later scores on ability tests merely because children with more intelligence at age four incidentally happen to have better ability to delay gratification, and then become smarter teenagers not because their ability to delay gratification helped them to learn but because they were destined to be smarter owing to other inherited or environmental reasons. But it does seem likely that the ability to delay gratification in itself increases ability because greater self-control makes studying easier. Recall that psychologists Angela Duckworth and Martin Seligman found that junior high school students in a magnet school in Philadelphia who had greater self-control had higher grade point averages. In fact, the correlation between self-control and grade point average was twice as great as the correlation between IQ and grade point average. Here we are on safer causal ground. Self-control almost surely contributes to achievement over and above the intelligence level that a person happens to have.
Unfortunately, we are not confident about knowing ways to increase self-control in children, but the research provides some hints. We do know that if children watch adults who reward themselves regardless of their performance, they are more likely to do the same for themselves. But if they watch adults reward themselves only for high-quality performance, children do that themselves. Also, Mischel and his coworkers had a few tricks that helped the children in their study to delay consuming a goodie immediately as opposed to waiting for a bigger reward. When researchers had the children “think fun thoughts” instead of thinking about the rewards, the children were able to delay longer. When researchers encouraged them to put the rewards away, out of their line of sight, they also delayed longer. We do not know whether these kinds of suggestions would generalize to behavior outside the lab session where they were taught, but they might. And if parents were to look for occasions to encourage children to be patient, and especially if they gave suggestions about how to be patient, this might be effective. Parents might also try modeling delay of gratification. Mischel’s group found that children behaved like the adults they watched. Some children saw an adult take an immediate reward instead of waiting for a larger one later. The adult said things like, “You probably have noticed that I am a person who likes things now. One can spend so much time in life waiting that one never gets around to really living.” Even children who were inclined to delay gratification, but who watched such a model, subsequently took the immediate reward most of the times they were offered it.
Teach Malleability—and Praise Children for Hard Work
It is crucial for parents to teach children that their intelligence is under their control. Asians are particularly likely to believe that ability is something you have to work for. Not surprisingly, Asian Americans work harder to achieve academic goals than European Americans. And Asians work harder after failure than after success—unlike North Americans of European descent who work harder after success than after failure. It is important to teach children that if at first you don’t succeed, try again harder.
It is probably a bad idea to praise children for being intelligent. Instead, praise hard work, which is under their direct control. The problem with praising children for their intelligence is that it makes them focus on trying to show how smart they are by working on tasks they do well on and avoiding working on tasks they are having trouble with. When children are praised for intelligence, in other words, they resist accepting a challenge and doing things from which they can learn a lot.
In a clever experiment illustrating this point, developmental psychologists Claudia Mueller and Carol Dweck told children that they had done very well on problems from the Raven Progressive Matrices test and praised them either for being bright or for working hard. They then offered the children the opportunity to work on another set of problems—either easy ones (“so I’ll do well”) or hard problems that would challenge them (“so I’ll learn a lot from them, even if I won’t look so smart”). Sixty-six percent of the children who were praised for their intelligence chose to work on easy problems that would show that they were smart; over 90 percent of children praised for hard work chose problems that they would learn a lot from. If the children did well because they were smart, they did not want to risk finding out that they were not so smart after all. If they did well because they worked hard, they wanted problems that would test their limits and teach them how to do even better.
Before the children actually got a chance to work on a problem set of their choice, Mueller and Dweck required them to work on a second set of problems that were much more difficult than the first set. The children were then asked to explain why they had performed poorly on the second set of problems. The children praised for intelligence based on performance on the first set of problems were more likely to think that their failure on the second set of problems reflected lack of ability; children praised for hard work initially were more likely to think that their failure on the second set of problems was due to lack of effort. Children praised for ability were less likely to want to continue to work on the problems and reported enjoying working on the second set of tasks less than did those praised for hard work. As icing on the cake, Mueller and Dweck then had the children work on a third set of problems. Children who had initially been praised for intelligence solved fewer problems than those initially praised for hard work. The moral of this experimental parable seems clear: praise for effort, not smarts.
Avoid “Contracts” to Give Rewards for Activities That Are Intrinsically Rewarding
It is not a great idea to promise your child a reward for doing something you want to encourage, if your child already has some interest in it. With developmental psychologists Mark Lepper and David Green, I watched nursery school children engage in a novel activity—drawing with magic markers. Most of the children drew with the markers and clearly enjoyed the activity. We later promised some children a reward if they would draw something with the magic markers for us, which they gladly did. Then a couple of weeks later the magic markers were put out for children to play with again. Children who had been rewarded for playing with the magic markers drew with them less than children who had not been rewarded—and their drawings were of lower quality. In effect, the “contract” had turned play into work. We praised the products of other children, who were not promised a reward, and these children subsequently played with the magic markers more than did children who were neither promised a reward nor praised. So if you want children to do something, praise them for doing it. Don’t promise them a reward for doing it.
Sometimes, however, contracting for rewards can be a good idea. If the child is not going to do something without being offered an extrinsic reward, then rewards may have to be the order of the day. If a child has low initial interest in an activity, the reward may serve to get the child to try it and perhaps find that there are genuine attractions to it. I suspect that the reward aspect of the KIPP charter schools may be a good idea for their children, many of whom will have found little to interest them in their previous schools.
Effective Tutoring
When you tutor your children, try to keep in mind Mark Lepper’s five Cs tutoring guide from Chapter 4: encourage a sense of control, challenge your child, instill confidence, foster curiosity, and contextualize by relating the task to the real world or to a movie or TV show. In addition, don’t sweat the small errors like forgetting to write down the minus sign; try to prevent the child from making a mistake unless there is a good lesson to be learned from it; don’t dumb down the material for the sake of the child’s self-esteem but rather change the way it is presented; ask leading questions; and don’t give much praise so as to avoid making the child feel evaluated.
The Schools
Finally—some suggestions about dealing with the schools. To the extent you can, try to get your child into classrooms with the best teachers, especially for the first grade. Avoid rookie teachers. If your school does not use proven computer programs for teaching reading, math, and science, try to get it to consider doing so. Go to the U.S. Department of Education’s Web site for What Works Clearinghouse so that you can cite chapter and verse for why certain programs should be used at your child’s grade level. If your child’s school doesn’t use any of the cooperative learning tools, where children work on solving problems and creating knowledge together, encourage the school to do so, again citing the What Works Clearinghouse. Find out if the principal at your child’s school is aware of who the good teachers are and ask if it is possible to reward the better ones. If it’s not possible to reward teacher quality, press your school board to make it possible. (Union contracts may forbid rewarding on the basis of anything but seniority. In that case, you can encourage your school board to reward all teachers at high-performing schools.) Discourage your school board from putting a lot of emphasis on teachers getting certification and higher degrees, because there is no evidence that teachers with certificates or higher degrees are any better at their jobs. Teacher time is better spent working on teaching skills, with the help of peers and experts who observe them and give them feedback.
In short, you can use many of the lessons in this book to improve your children’s intelligence—and your own.
EPILOGUE
What We Now Know about Intelligence and Academic Achievement
THE STRONG HEREDITARIAN view of intelligence holds that intelligence is mostly a matter of genes. You are only going to be as smart as your genes allow, and nothing much in the environment—neither the way you are brought up in your family nor the kind of schools you go to—is going to significantly change that. Many if not most scientists who study intelligence and many if not most laypeople in the United States believe this. Such thinking is extremely unfortunate for the individual, because it implies that hard work can produce little in the way of improvement to “real” intelligence. It is a disaster for public policy because it implies that educational interventions are doomed to failure. Fortunately, the view is quite wrong. And here is how we know.
There is no fixed value for the heritability of intelligence. It differs from one population living in one set of circumstances, to another population in another set of circumstances. If the environment is highly favorable to the growth of intelligence, then the heritability of intelligence is indeed fairly high—perhaps as high as 70 percent. This is the situation that exists for the upper middle class in developed countries. The environments they create promote intelligence, and one family differs little from another in that respect. At the limiting extreme of identical environments for everyone in a given group, the only factor that can influence differences in intelligence is genetics. The upper middle class comes close enough to that situation that heredity for that group can be very important in determining differences in intelligence.
But if the environment is highly variable—differing greatly between individual families—then the environment is going to play the major role in differences in intelligence between individuals. And this is the situation for the poor. For them, only 10 percent of the variation in intelligence is driven by heredity, which means that improving the environment of children born into poor families could have a big effect on intelligence. And in fact if you raise a poor child in an upper-middle-class household, the expected value added is at least 12 IQ points and may be as high as 18 IQ points. The effect on academic achievement is also very great—at least half a standard deviation and under some circumstances as much as a full standard deviation.
Entirely aside from the degree to which heritability is important for one group or another in the population, heritability places no limits whatsoever on modifiability—for anybody. The height of people in developed countries has increased greatly in recent generations—and this increase has nothing to do with genetics.
There has been a similarly striking increase in IQ over the past century. The scores on IQ tests have increased by more than 18 points in the last sixty years and probably by the better part of two standard deviations (30 points) over the past hundred years. And on the Raven Progressive Matrices—the test heralded for decades as being a culture-free measure of true intelligence—the gain has been two standard deviations in less than sixty years.
Why have the gains occurred? It is simple at base: the schools and the culture have changed radically in such a way as to affect scores on many of the subtests of IQ tests. Parents and schools increasingly teach children how to categorize objects and events in taxonomic terms suitable for scientific analysis. The media teach children the ways of the world—why policemen wear uniforms, why street addresses are numbered in order, and why people pay taxes—resulting in higher scores on comprehension subtests of IQ tests. Improvements on the Raven matrices—and in the fluid intelligence underlying performance on it—can be traced at least in part to the ever-more geometric and analytic ways of teaching arithmetic over recent decades, and possibly in part to computer games. A few years ago McDonald’s was including in its Happy Meals mazes that were more difficult than the mazes in an IQ test for gifted children!
And then there is the fact that people are receiving a lot more education than ever before. In a century the mean number of years of schooling has gone from seven to fourteen. Since a year of school adds as much to IQ scores as two years of age, it would be astonishing if IQ had not changed radically over that period.
How much of the IQ gains can be called “real” intelligence gains? I can say several things about that. First of all, it is out of the question that the great-grandchildren of people who were ten years old in 1910 are two standard deviations smarter, if we define intelligence broadly as the “ability to reason, plan, solve problems, think abstractly, comprehend complex ideas…and learn from experience.” On the other hand, people today really are more intellectually capable than their forebears. Children who can tell you why street addresses are numbered consecutively are smarter in some sense than children who can’t. Being able to think about the similarities of objects and events in taxonomic terms is a real advantage. Heuristics for reasoning, such as procedures for hypothesis testing, are part of the curriculum at every level of school, and they can be applied to everyday problems. Planning and choosing are two aspects of intelligence that have been increased by virtue of widespread knowledge of probability theory and cost-benefit reasoning.
Since school makes children smarter, there is no doubt that better schools can make them smarter still. Although vouchers, charter schools, whole-school interventions, and teacher certification or higher academic degrees do not reliably improve education, other factors do—and some matter a great deal. Teachers differ a lot in quality, and so finding ways to improve the quality of teaching could make a great difference. If we could replace the bottom 5 percent of teachers every year with average-quality teachers, the level of children’s academic performance would increase hugely in just a few years. Use of computer-assisted forms of teaching can produce huge gains in the rate of learning, and some types of cooperative learning are highly effective. And recall the Herrnstein demonstration with an intensive program in Venezuela that radically improved the problem-solving skills of ordinary junior high school students. It also raised their IQ scores by a nontrivial amount—5 points on a typical test of multiple problem-solving skills.
The received opinion about the relationship between social class and intelligence is that intelligence, which is largely inherited, drives social class. Smarter people have better genes so they are destined to rise in society, whereas less smart people have worse genes so they are destined to fall. It is true that intelligence is partially heritable, and more intelligent people on average will be of a higher social class in virtue of their greater inherited intelligence. But I believe that the role of genetic inheritance in determining social class is fairly small. The difference between the average IQ of the children of the lower third of the socioeconomic status (SES) distribution and the average IQ of the children of the upper third is about 10 points. We know that some of this is due to biological but not genetic factors, including exercise, breast-feeding, and exposure to alcohol or cigarette smoke, as well as hazardous chemicals and pollution. And some of it is due to the disruption in schools of lower-SES children and to the fact that peers are pulling intelligence mostly in a down direction. We also know that socialization in lower-SES homes is not optimal for developing either IQ or school readiness. Moreover, a child born into roughly the bottom sixth of the SES distribution will have an IQ 12 to 18 points higher if raised by parents from roughly the top quarter of the SES distribution. All of this does not leave much room for genes in the social-class equation. I do not doubt that genes play a role, but I would be surprised to find that the differences in inherent genetic potential of the social classes are very great. Certainly much if not most of the 10 points separating the average of the children of the lower third and the average of the children of the upper third is environmental in origin.
For the race difference in IQ, we can be confident that genes play no role at all. Most of the evidence offered for a genetic component to the race difference is indirect and readily refuted. Virtually all of the direct evidence, which is due mostly to the natural experiment resulting from the fact that American “blacks” range from being completely African to largely European in heritage, indicates no genetic difference at all with respect to IQ. And the difference between the races in both IQ and academic achievement is being reduced at the rate of about one-third of a standard deviation per generation. The IQ of the average black is now greater than that of the average white in 1950.
The No Child Left Behind Act demands that the difference in academic achievement between the classes and between the races be erased in half a generation by the schools alone. This is absurd. It ignores the fact that class and race differences begin in early infancy and have as much to do with economic factors and neighborhood and cultural differences as with schools.
That is the bad news about gap reduction. The good news is that big improvements in IQ and academic achievement for lower-SES and minority children are possible. And we know at least the outlines of what those improvements look like. Half-measures have been tried and are not going to make a lot of difference. We need intensive early childhood education for the poor, and we need home visitation to teach parents how to encourage intellectual development. Such efforts can produce huge immediate gains in IQ and enormous long-term gains in academic achievement and occupational attainment. Highly ambitious elementary, junior high, and high school programs can also produce massive gains in academic achievement. And a variety of simple, cost-free interventions, including, most notably, simply convincing students that their intelligence is under their control to a substantial extent, can make a big difference to academic achievement.
Believing that intelligence is under your control—and having parents who demand achievement—can do wonders. At any rate that has been true for Asians and Jews. There is no reliable evidence of a genetic difference in intelligence between people of East Asian descent and people of European descent. In fact, there is little difference in intelligence between the two groups as measured by IQ tests. Some evidence indicates that East Asians start school with lower IQs than do white Americans. After a few years of school this difference seems to disappear. But the academic achievement of East Asians—especially in math and the sciences, where effort counts for a lot—is light-years beyond that of European Americans. Americans of East Asian extraction also differ little in IQ from European Americans. In any case, the academic achievement and occupational attainment of Asian Americans exceed by a great amount what they “should” be accomplishing given their IQs. The explanation for the Asian/Western gap lies in hard work and persistence.
Jewish culture undoubtedly has similarly beneficial effects. Jewish values emphasize accomplishment in general and intellectual attainment in particular. Differences between Jews and non-Jews in intellectual accomplishment at the highest levels are very great. A genetic explanation for this is not required inasmuch as even greater differences have occurred for Arabs and Chinese versus Europeans in the Middle Ages, for differences between European countries at various points since the Middle Ages (with reversals occurring between Italy and England and with movement from savagery to sagacity in scarcely two centuries in Scotland), and for regional differences in the United States. We are left with an IQ difference of two-thirds to a standard deviation between Jews and non-Jews. At least some of this difference is surely cultural in origin.
Finally, there is much that we can do to increase the intelligence and academic achievement of ourselves and our children. Everything from the biological (exercise and avoidance of smoking and drinking for pregnant women, and breast-feeding for newborns) to the didactic (teaching categorization, following good tutoring principles) can make a difference to intelligence.
We can now shake off the yoke of hereditarianism in all of our thinking about intelligence. Believing that our intelligence is substantially under our control won’t make us smart by itself. But it’s a good start.
APPENDIX A
Informal Definitions of Statistical Terms
ALL KINDS OF PHENOMENA are found to be distributed normally, that is, in the shape of a bell curve, shown in Figure A.1. For example, if we were to plot on a graph the number of eggs produced weekly by different hens, the number of errors occurring during production of a given type of automobile, or the IQ test scores for a group of people, the shape of the curve representing the data would approximate that of the bell curve. We do not need to go into the mathematical reasons for why distributions tend to have this shape. What is important is that the normal distribution curve has useful properties for making inferences about where observations stand in relation to other observations. The normal curve in Figure A.1 is divided into standard deviations—so named because the average score deviates from the mean by (approximately) this amount. In a perfectly normal distribution, which is a mathematical abstraction but one that is approximated surprisingly often if there are a very large number of observations, about 68 percent of all observations fall between +1 and –1 standard deviation (abbreviated SD) from the mean (set at 0 in the curve in Figure A.1). Another set of useful facts about the concept of standard deviation concerns the relation between percentiles and standard deviations. About 84 percent of all observations occur at or below 1 SD above the mean; an observation at exactly 1 SD above the mean is at the 84th percentile of the distribution. Sixteen percent, the remaining observations, occur above that standard deviation. Almost 98 percent of all observations lie below 2 SDs above the mean. A score at exactly 2+ SDs from the mean is at the 98th percentile. The remaining 2 percent of observations are above that. Nearly all observations fall between 3 SDs below the mean and 3 SDs above it. By convention, the SD of the distribution of scores on most IQ tests is forced to be 15 (with a mean of 100).
Figure A.1. The normal distribution curve, with standard deviations from the mean marked by vertical lines and with corresponding percentile scores and Wechsler IQ scores given below. Note that 68 percent of values fall between 1 standard deviation (σ) below the mean and 1 standard deviation above the mean.
Standard deviations are useful units with which to describe effect sizes, for example, in determining how much difference a new teaching technique makes to what the students learn. The most common indicator of effect size is a statistic called Cohen’s d, which is calculated as follows: the mean of group A minus the mean of group B divided by the average of the standard deviations of the two groups (or sometimes divided by the standard deviation just of group A).
By convention, d values of .20 or less are deemed small. This is the equivalent of moving the experimental group’s scores from the 50th percentile to almost the 60th percentile. You might not think that was such a small effect if the scores in question were those that could be expected by your child if he or she is taught by the new technique (60th percentile) versus the old technique (50th percentile). And whether you would be willing to pay for the technique depends in part on how important the difference between the 50th percentile and 60th percentile is. If you are measuring teaching effectiveness in terms of how quickly a child learns the touch typing system to a proficiency of 40 words per minute, and the difference between the 50th and 60th percentiles amounts to a few days, you probably would not be willing to pay too much for that gain and would not want your school system to pay much for it either. If you are comparing the effectiveness of two high school math teaching techniques by looking at average scores on the SAT exam, and one technique results in an average score of 500 and the other results in an average score of 520, this is the difference between the 50th and the 60th percentiles (assuming that the SD of SAT scores is 100). You might be willing to pay some significant amount of money for it. And you might be happy if your school board paid a modest amount per pupil to spring for the more effective method.
By convention, d values of .50 or so are considered moderate. In the world of IQ tests and academic achievement, though, an effect size of that magnitude would normally be considered a bombshell. It is the difference between an SAT score on the math section of 500 and one of 550—sometimes enough to make the difference between being accepted to a fairly good university and a significantly better university. You and your school system might be willing to pay a considerable amount to adopt a new method that would move the average child from the 50th percentile of SAT math scores to about the 70th percentile (which is what .50 SD corresponds to).
Effect sizes in the range of .70 to 1.00 SD are considered large. For education or intelligence differences, an effect size of 1.00 is huge. The putative IQ difference between blacks and whites is on the order of 1.00 SD. In Chapter 6, I discussed whether that is the actual magnitude of the difference. If it were, it would mean that the average IQ for blacks stood at the 16th percentile of the distribution of IQs for whites. An intervention that took children from, on average, the 50th percentile of the national distribution in math achievement scores to the 84th percentile would be considered worth it even at very great cost. For a nation, the increase in competitiveness that could result from such an improvement in math scores would be worth an enormous economic outlay.
The correlation coefficient is a measure of the degree of linear association between two variables. For example, the correlation between IQ scores and academic grades happens to fall around .50, indicating a moderately high degree of association. At least a moderate association should be expected because IQ tests were invented to predict how well people would do in school. Correlation coefficients range between –1, indicating a perfect negative association, and +1, indicating a perfect positive association. A correlation coefficient of 0 indicates no association at all. The correlation coefficient is another measure of effect size or, rather, of relationship magnitude, with values lower than .30 considered to be small, values of .30 to .50 considered moderate, and values above .50 considered to be large. But, as with effect size, whether a correlation is important or not has more to do with the variables represented in the correlation than with the size of the correlation. The correlation coefficient is interpretable in standard deviation terms. A correlation of .25 between two variables indicates that an increase of 1 SD in the first variable is associated with an increase of .25 SD in the second variable; a correlation of .50 is associated with an increase of .50 SD. So if the correlation between class size and student achievement on a standardized test were ®.25, then a decrease of class size by 1 SD could be expected to produce an improvement in test scores of .25 SD (assuming that the relationship between class size and test scores is genuinely a causal one).
Multiple regression is a way of simultaneously correlating a number of independent or predictor variables with some target or outcome variable. For example, we might want to compare the degree to which a number of variables predict the appeal of houses on the real estate market. We might measure the area in square feet, the number of bedrooms, the opulence of the master bathroom (for example, using an index based on the number of sinks, the presence or absence of a hot tub, and the use of high-or low-quality materials), the average income in the neighborhood, and the charm of the house as rated by a panel of potential buyers. We then correlate each of these variables simultaneously with the appeal of the house as measured by the amount that it can fetch on the market—the target variable. We get an estimate of the contribution of a given variable to the market value by finding out the size of the correlation of the variable with market value net of the contribution of all the other variables (that is, holding all other variables constant). Thus, charm, holding all other variables constant, might be correlated .25 with market value, and master bath opulence might be correlated .10 with market value. But all of the variables are going to be correlated with one another, and some of the variables are measured with greater precision than others, and some of the variables have a causal relation with others while others do not, and some variables that have not been measured are going to exert an effect on some of those that have been measured. The result is that multiple-regression analysis can mislead us. The actual magnitude of the contribution of charm to market price could be substantially higher or lower than the figure of .25 derived from the regression analysis.
There are endless numbers of instances where multiple-regression analysis gives one impression about causality and actual experiments, which are nearly always greatly preferable from the standpoint of causal inference, give another. For example, about fifteen years ago, I attended a consensus development conference put on by the National Institutes of Health. The purpose of the conference was to review research on medical procedures versus surgical procedures as treatments for coronary artery blockage and reach consensus about the appropriateness of each. The results of a very large number of expensive American studies, paid for by government funds, were available. In those studies, researchers put a host of variables about patients such as illness history, age, and socioeconomic status (SES) into a multiple-regression equation and drew conclusions about the effect of treatment type “net” of all the other ways in which patients varied. But because Internal Review Boards governing research policy in the United States require allowing patients to choose their treatment (it is far from clear that this is actually in the patients’ interests), all the U.S. evidence was undermined by the self-selection artifact (see below). But in addition to the American studies were two European studies based on the random assignment of patients to treatment. Quite correctly, the panelists ignored the expensive American studies and considered only the results of the European studies.
Let’s consider an example closer to the topic of this book, namely, whether size of class matters to student performance. Multiple-regression analysis tells us that, net of size of school, and average income of families in the neighborhood where the school is located, and teacher salary, and percentage of teachers who are certified, and amount of money spent per pupil in the district, and so on, average class size is uncorrelated with student performance (Hanushek, 1986; Hoxby, 2000; Jencks et al., 1972). But one well-conducted, randomized experiment varying class size over a substantial amount (13 to 17 pupils per class as compared to 22 to 25 pupils per class) found that class size varied to that degree produces an improvement in standardized test performance of more than .25 SD—and the effect on black children was greater than the effect on white children (Krueger, 1999). This was not merely another study on the effects of class size. It replaced all the multiple-regression studies on class size.
I occasionally cite multiple-regression studies in this book, but sparingly and always with a warning to beware the results.
Self-selection is one of the problems underlying the difficulty of interpreting correlational studies and multiple-regression analyses, and it is crucial to understand, for many reasons. When we say that IQ is correlated with occupational success to a particular degree—say, .40—there is a reflexive tendency to assume that the relationship is entirely causal: higher IQ makes a person perform a job better. But IQ is correlated with other factors too. For example, higher IQ in a child is associated with higher SES of that child’s parents, which, for example, makes it more likely that the child will go to college regardless of the child’s IQ level. And a college education, again regardless of IQ level, makes higher occupational status more likely. Thus, the correlation between IQ and occupational success is contaminated by the contribution of other variables like parents’ SES and college attendance, which the child, or subject, has been allowed to “self-select.” (It is odd to say that a person “self-selects” for something like parents’ SES, which the person obviously did not choose. But the comparison is with the investigator, who clearly did not determine the level for that variable, so it is as if the person determined the level. At any rate, something about the person that the investigator had no control over was allowed to vary without the investigator’s selection, or even knowledge, of the person’s level on the variable.)
Any time a study merely measures, as opposed to manipulates, a given variable, we have to recognize that the subject and not the investigator has selected the level of the variable in question—along with the levels on all other variables measured or not. This gives up a huge degree of inferential power. In the class-size example, the investigator using multiple regression has allowed the level on the class-size variable to be self-selected (that is, the investigator did not determine class size), and the class-size variable may be associated with all sorts of other variables that may amplify or block the effects of class size on achievement. The only way to completely avoid the self-selection problem is for the investigator to select the value on the independent or predictor variable (for example, big class versus small class) and then observe its effects on the target variable (for example, achievement test performance). Alas, this is not always possible, so we have to be content with correlational analyses and multiple-regression analyses, hedged with caveats about the self-selection problem.
Finally, statistical significance tells us the likelihood that a result—for example, an effect of class size on performance—could have occurred by chance if the true effect is actually zero. The conventional value for statistical significance is .05, meaning that a difference between two means, or a correlation of a given size, would occur by chance only 5 in 100 times, or 1 in 20 times, in a study having the same design as the study in question. Statistical significance is very much a function of the number of observations. Even differences so small as to be of no practical or theoretical significance can be statistically significant if there are enough observations. Every result based on a study that I report in this book is statistically significant at least at the .05 level, except in one instance where I report a result that is “marginally significant,” with a probability of less than .10 that the result would have been obtained by chance.
APPENDIX B
The Case for a Purely Environmental Basis for Black/White Differences in IQ
IN THIS APPENDIX I review and dispute the evidence that the IQ gap between blacks and whites is substantially genetic in origin. The case for genetics is presented in the chapter on race and intelligence in The Bell Curve by Richard Herrnstein and Charles Murray (1994) and in the recent review article by Phillipe Rushton and Arthur Jensen (2005). But many other scientists would also endorse at least some of the contentions below about genetic determination.
Let’s examine these contentions in order.
Heritability of IQ
The Bell Curve presents an argument that seems to settle the race and IQ debate in a simple and elegant manner. Those who think that blacks and whites are genetically identical, at least as far as intelligence goes, must believe that blacks can be treated as if they were simply a sample of whites selected for poor cognitive environment. Now if that is true, we want a measure of how strongly environment affects IQ, which is to say we want a correlation.
Studies on twins supply a correlation. Herrnstein and Murray assume a value that they believe to be a minimum probable influence of environment on IQ; that is, they assume that 60 percent of IQ variance is due to genetic differences between individuals, and 40 percent is due to environment. To get a correlation between environment and IQ, we have to take the square root of the percentage of IQ variance it explains. The square root of .40 is .63, so that is the correlation we want. Now we can calculate how far the environment of the average black would have to be below the environment of the average white to explain the IQ gap of 1 SD that separates the races: 1 SD divided by .63 gives us 1.59 SDs as the necessary environmental difference between the races. In sum, it takes that kind of environmental handicap to explain the racial IQ gap! How large this is can be appreciated by looking at a table of percentages under the mean of a normal curve. Once you reach 1.59 SDs below the mean, only 6 percent of the population is left—which is to say that the average black environment would have to be so bad that the environment for only 6 percent of American whites fell below it.
To Herrnstein and Murray, that was implausible, but worse was yet to come. Jensen (1998) gave a more up-to-date analysis of the twin studies. It shows that at adulthood, only 25 percent of IQ variance is due to environment. The square root of .25 is .50, and 1 SD (of IQ difference) divided by .50 is 2 SDs. So now we have to posit the average black environment as 2 SDs below the average white environment, which means that the environment for only 2.27 percent of American whites would fall below the average black environment. That is truly implausible.
The flaw in this argument is that it assumes that the environmental factors operating within groups are identical to those operating between groups. Geneticist Richard Lewontin illustrated this flaw. Imagine dividing a sack of seeds randomly into two groups, which means that while there will be plenty of genetic variation within each group, there will be no average genetic difference between the groups. You put all of the seeds of Group A into the same ideal potting mix, and you put all of the seeds of Group B into the same potting mix except for each plant in Group B you leave out one favorable ingredient. Clearly, within each group, height differences in plants at maturity are due to genetics—after all, there are zero environmental differences within the groups. But between the groups, the average difference in height is solely due to an environmental factor, namely, the fact that one group is missing a favorable ingredient in its potting mix.
So now we seem to have proved that twin studies within groups (you have no twin pairs of which one is black and the other white) have no implications for the potency of environmental factors between groups. But there is a problem. Can we imagine anything in the real world analogous to the missing ingredient in Group B’s environment? It would have to be something disadvantageous that affected every member of Group B equally and not one person in Group A. Even the effects of racism could not do that. Some blacks would suffer from poverty and other disadvantages much less than others, and some whites certainly suffer from these things more than others. Lewontin’s ingredient was given the name “factor X” to dramatize its mysterious character and imply that no one could think of anything that could play its role.
Dickens and Flynn (2001) proposed a formal model that solved the problem. They showed that two groups could be separated by an environmental factor of great potency that did not affect each member of the groups equally. They illustrated the point with the effects that TV had on the escalation of basketball-playing ability. The new popularity of the game meant that young people played much more and developed new technical skills, such as passing and shooting with both right and left hands. When graduates came back to play their old high school teams, they were soundly defeated even though they suffered no genetic disadvantage (they were just as tall and quick). Obviously, the new basketball environment did not separate the two groups neatly; some had practiced a lot even before TV. And every member within each group was not affected to the same degree. Within an age group, those with genes that made them taller and quicker would be more likely to take to basketball and get the advantage of team play and coaching than those who were short and stout. Indeed, that is the reason why twin studies are deceptive. With their identical genes and identical height and quickness, identical twins were likely to have common basketball histories—and since genes and powerful environmental factors went together, genes would get the credit for the whole package.
It is now easy to imagine a variety of environmental factors that are potent and that separate black and white Americans. Different child-rearing practices, different youth cultures, and so forth could have a powerful effect on how much each group does “mental exercise” and on the cognitive problem-solving skills they each develop. And none of these things has to behave like the implausible factor X.
In Chapter 6, I detailed the powerful environmental factors that differ greatly between blacks and whites on average. It can no longer be denied that such differences are capable in principle of accounting for the race difference in IQ. The fact that the difference between blacks and whites now stands at two-thirds of a standard deviation instead of at one standard deviation gives us still further reason to believe that the differences are environmentally produced. Certainly the reduction in the difference has nothing to do with genetics.
Culture-Saturated and Culture-Fair IQ Test Items
On the surface, the observation that blacks score worse on allegedly culture-fair items than on culturally saturated items is a difficult one to counter. But recall from Chapter 3 (on changing IQ scores over time) the study by James Flynn (2000a) which showed that it is precisely on those IQ tests and subtests generally deemed as “culture fair” that scores have increased most over the years. For example, the gain on the allegedly culture-fair Raven Progressive Matrices has been enormous, far outstripping the gain on more apparently culturally loaded tests. The gain on subtests such as vocabulary and information has been far less than that on allegedly culture-fair tests such as block design (which simply involves manipulating geometric patterns) and the other performance or fluid-intelligence subtests, including object assembly and picture arrangement. Since we know that the gains in IQ over a period as short as a generation could not possibly be due to genetic causes, we have to assume that something environmental is improving the performance on more allegedly culture-fair subtests than on more apparently culture-saturated subtests. Thus the culture-fair argument gets turned on its head. It is precisely the tests that we now know to be the most culturally saturated, such as the Raven and block design, that most differentiate blacks and whites.
Sub-Saharan Africans Have IQs of 70 or 75
Let’s stop and think for a moment about what an IQ of 70 might mean, if we took it seriously as an actual indicator of intelligence of sub-Saharan blacks. That figure is lower than the IQ for all but the lowest 2 percent of whites. Given what we know about people with such low IQs in our society, the average African, then, might not be expected to know when to plant seeds, what the function of a chief might be, or how to calculate degrees of kinship. Obviously something is desperately wrong with these African IQ scores. They cannot possibly mean for the African population what they do for people of European culture.
The low scores rest primarily on data summarized by Richard Lynn and Tatu Vanhanen (2002), and are based largely on the (highly environmentally responsive) Raven Progressive Matrices. The samples used by Lynn and Vanhanen are generally small and haphazard. Moreover, they ignore samples with IQ means that are relatively high (Wicherts, Dolan, Carlson, and van der Maas, 2008). The test scores tell us little or nothing about the actual intelligence of Africans. Instead, they simply tell us that Africans have not yet undergone the gain in IQ scores, especially fluid-intelligence IQ such as that measured by the Raven matrices. Consistent with this, recall from Chapter 3 a recent study which showed that in a particular region of Kenya, Raven scores have gone up an unprecedented 1.75 SDs in a period of about fourteen years (Daley, Whaley, Sigman, Espinosa, and Neumann, 2003). Also note that a few months of Western-style education increased the scores of Africans on fluid-intelligence tests by .50 to .70 SD (McFie, 1961), and even a brief training session improved Raven scores in black Africans by an amount equal to 14 IQ points (while increasing the scores of whites by only 4 points) (Skuy et al., 2002).
Herrnstein and Murray (1994) and Rushton and Jensen (2005) acknowledge that the American “black” population contains about 20 percent European genes (Adams and Ward, 1973). In fact, they maintain, it is for this reason that the African American population has an IQ average of 85 rather than 70. Of course, following the simplest version of this logic, if the admixture of European genes in the black population were 40 percent instead of 20, then African Americans would have an average IQ of 100—equal to that of the white population—which requires 100 percent European genes. Continuing the argument to its absurd conclusion, if the admixture of European genes in the black population were 60 percent, then African Americans would have an average IQ of 115!
Blacks Do Worse on IQ Subtests That Are Heavily g Loaded
When IQ test items (or subtests) are subjected to factor analysis, a tool for discovering the way in which the correlations in a matrix hang together, the first factor extracted is called g (for general intelligence). All items (or subtests) are correlated with this factor. A controversy exists as to whether g should be regarded as anything more than a statistical necessity for any set of items that are correlated among themselves to any degree. Some people treat g as being of little interest. Some invest it with great significance and point to its correlations with a number of physical and genetic variables, such as nerve conductance speed, as evidence that it is the principal engine of intelligence, with a substantial grounding in the physical nature of the nervous system. Herrnstein and Murray (1994) and Rushton and Jensen (2005) argue that because blacks and whites differ more in their performance on items and subtests that have higher g loadings (correlations with the g factor), this is evidence of the biological, genetic nature of the black/ white difference in IQ.
The first thing to note about this argument is that it is based primarily on the loadings of the g factor on subtests of the Wechsler Intelligence Scale for Children (WISC). The differences in g loadings on the WISC are very slight, with the exception of a particularly low g loading for the Coding subtest. Otherwise the loadings are pretty much in the .60 to .70 range. It’s scarcely impressive that there is a correlation between g loadings and black/white differences when the g loadings differ so little among themselves.
Flynn (2000a) pointed out that the WISC, on which the g-loading argument is largely based, is heavily tilted toward crystallized-intelligence subtests, including Information, Vocabulary, Comprehension, Arithmetic, and Similarities. If a test has a predominance of subtests of one kind, the first factor extracted will show heavy loadings for that kind of subtest. So if we were to use a lot of crystallized-intelligence subtests in our IQ test compendium, we would get out of our factor analysis a first, g factor that is heavily tilted toward crystallized intelligence.
But, says Flynn, suppose instead of looking at crystallized g, we were to look at fluid intelligence, or fluid g, which Jensen (1998) and other experts say is at least as much genetically influenced as crystallized g. Fluid g is measured by subtests such as those requiring the subject to create designs from geometric shapes or arrange pictures in a logical causal pattern. We can estimate the saturation of fluid g in the WISC subtests by determining their correlations with the Raven Progressive Matrices, a test that, according to Jensen and other experts in the field, is a virtually pure measure of fluid g. We now correlate the fluid-g ratings of each subtest with the sort of IQ gains that Flynn has reported as occurring in recent decades. What we find is that the higher the fluid-g loading for a subtest, the greater the gains in score over time on that subtest. We now have an absurdity: IQ gains, which are without question almost entirely environmental in origin, are found more on subtests that are allegedly more genetically influenced! Thus by knowing about the extent to which the gap is found for highly g-loaded subtests versus less g-loaded subtests, we learn nothing about the relative contribution of genes and environment to the black/white IQ gap. The gap is bigger for highly g-loaded subtests if we define g as crystallized, and this is supposed to show that the gap is genetic in origin. But if we define g as fluid, we find that the higher the g loading is, the more susceptible it is to environmental change. More genetically influenced subtests cannot be the ones that are the most environmentally influenced, so it is obvious that the argument from g loadings is flawed.
Finally, as I pointed out in Chapter 6, the contention that g loadings predict the magnitude of black/white differences on particular items entails the prediction that the scores on high g-loading items have changed the least for blacks over the past thirty years. William Dickens and James Flynn (2006) constructed a “gQ test”—an IQ score weighted by the g loading of each subtest on the WISC. Herrnstein and Murray and Rushton and Jensen would be obligated to say that even if blacks gained 5.5 points on IQ tests in general, they would not have gained very much on the heavily g-loaded tests. In fact, however, blacks have gained 5.13 points relative to whites on items weighted to reflect their g loadings defined as Jensen does.
It should be completely clear by now that the g-loading argument for genetically based IQ differences between the races is a red herring. The g loadings of subtests do not differ that much, the g loading of a particular subtest cannot be construed as evidence about the degree to which the subtest measures strictly biological or hereditary differences as opposed to environmentally produced differences, and scores for blacks have improved almost as much on a g-weighted IQ test as on a non-g-weighted test.
Blacks Do Worse on Subtests for Which Inbreeding Depression Is Relatively Great
The answer to this claim is the same in form as the answer to the claim about g loadings. On the face of it, if performance on a subtest particularly suffers from inbreeding depression, and if that subtest is particularly likely to differentiate between blacks and whites, this might seem like good evidence that the black/white gap is substantially influenced by biological, genetic factors. But it turns out that inbreeding depression for subtests, like fluid-g loadings, is also correlated with the extent of IQ gains over recent decades (Flynn, 2000a). In fact, the magnitude of the correlation is just as great for IQ gains as for black/white differences. Thus, we are confronted with another absurdity. If we are to believe that degree of inbreeding depression is an indicator of the genetic nature of the black/white differences in intelligence, we would also have to believe that degree of inbreeding depression indicates that IQ gains have a genetic cause. In other words, if we accept that degree of inbreeding depression is a measure showing the biological nature of the black/white difference, we also have to accept that degree of inbreeding depression shows that the Flynn effect—the increase in IQ over generations—is biological in origin.
Brain Size and the Black/White IQ Gap
The correlation between cranial capacity and IQ is probably about .30–.40 in the white population (McDaniel, 2005; Schoenemann, Budinger, Sarich, and Wang, 1999). Rushton and Jensen (2005) claim that cranial capacity for blacks is on average smaller than that for whites.
A difference between black and white brain size is not always found, however (National Aeronautics and Space Administration, 1978). More important, the correlation found within the white population probably does not indicate that greater brain size causes higher IQ. Within a given family, the sibling with the larger brain has no higher IQ on average than the sibling with the smaller brain (Schoenemann, Budinger, Sarich, and Wang, 1999).
In any case, as always, within-population differences do not necessarily tell us about the reasons for between-population differences. The fact that the smarter people within a given population have bigger cranial capacities does not tell us that the reasons for the size difference between blacks and whites are the same as the reasons for the size differences among people of the same race who differ in IQ. The male/female differences in cranial capacity are substantially larger than the black/white differences (Ankney, 1992). Yet the two genders have the same average IQ. (It should be noted that IQ tests are often engineered so that men and women come out with the same average score of 100. But the differences in average scores between the sexes on most test items are very slight so it is not difficult to engineer for gender equality.) Moreover, there exists a group of very short-stature individuals in Ecuador whose head size is several standard deviations below the mean (Guevara-Aguire et al., 1991). These individuals have not merely normal intelligence but unusually high intelligence (with a majority being among the highest ranking in their school class).
One large sample of blacks shows that the cranial capacity of black females was the same as that of whites, yet the IQ difference was the usual standard deviation typical of the gap at the time the data were collected (Joiner, in press). The IQ difference therefore is found in the absence of a cranial-capacity difference.
Finally, it is likey that the brain-size differences between blacks and whites that are sometimes found are environmental rather than genetic in origin (Ho, Roessmann, Hause, and Monroe, 1981). Pregnant black women are more likely to have any number of conditions that can result in smaller size of both body and brain, ranging from poor nutrition to alcohol use, than are white women. Perinatal factors are also much more negative for blacks in general than for whites (Bakalar, 2007); and prematurity is associated with much lower brain size, especially for black babies (Ho et al., 1981) It is only when babies are premature that the brains of black babies are smaller than those of white babies (Ho et al., 1981) Postnatal conditions also favor whites over blacks, especially for nutrition (Ho, Roessmann, Straumfjord, and Monroe, 1980).
So we do not learn much that is very compelling from the fact that blacks are sometimes found to have smaller brains than whites. Correlations within populations should not be extrapolated to between-population differences, and in any case, the within-population differences may not be due to greater brain size being causally related to higher IQ.
Reaction Times Are Slower for Blacks
More intelligent people in the white population have quicker reaction times than do less intelligent people. In addition, the variability of the reaction times for higher-IQ people is less, meaning that the reaction times of higher-IQ people are more uniform than those of less intelligent people. The correlations with IQ are low—around .20 (Deary, 2001)—and are not always found, but the best bet is that there are weak associations. And reaction times and variability of reaction times are longer and greater, respectively, for blacks than for whites (Rushton and Jensen, 2005).
Once again, let us note first of all that, as for brain size and any other variable associated with IQ within a population, the between-population differences do not necessarily have the same cause as the within-population correlations. Moreover, reaction time increases very little after the age of eleven, but intelligence keeps on growing apace (Nettelbeck, 1998). And some mentally retarded people have extremely fast reaction times (Flynn, 2007).
But these caveats are the least of the problems for the argument for black intellectual inferiority based on slow reaction times. First of all, both Herrnstein and Murray (1994) and Rushton and Jensen (2005) maintain that Asians have slightly higher IQs than whites, and both sets of authors imply that the reasons for that difference may be at least partially genetic. In Rushton and Jensen’s Table 1, drawn from a book by Lynn and Vanhanen (2002), we learn that a sample of Hong Kong subjects has an average IQ of 113 and a sample of Japanese subjects has an average IQ of 110. (These estimates are much higher than what is commonly reported in the literature, incidentally, and recall from Chapter 8 that the evidence indicates East Asians do not have a higher IQ than Westerners.) The East Asians also have shorter and less variable reaction times than do the other groups of whites and blacks included in the table. However, Jensen (with Whang, 1993) reported that the reaction times and variabilities in a group of Chinese Americans were longer and greater, respectively, than those in a group of European Americans, even though the same Chinese Americans had an average IQ that was 5 points higher than that for the European Americans. And Lynn and Shighesia (1991) reported that although the reaction times in a group of Japanese were faster than those in a group of British subjects, the Japanese had higher variabilities. Flynn (1991b) reported that it was movement time and not reaction time that correlated with IQ for the Chinese subjects. Movement time is a measure of how long it takes a person to move a finger from the starting position after he has made the decision to move it. Across a host of studies, movement times are just as highly correlated with IQ as reaction times (Deary, 2001). And blacks have faster movement times than do whites! Rushton and Jensen (2005) do not mention any of these complications to their simple reaction-time and race story. In addition, the differences between the black South Africans and the Irish reported by Lynn and Vanhanen are huge for IQ but trivial for reaction times. In short, the overall results are a mess for the set of contentions that (a) mean reaction time and variability in reaction time are correlated with IQ, but (b) movement time is not correlated with IQ, and (c) reaction times but not movement times are faster for Asians than they are for whites, and (d) reaction times are faster for whites than they are for blacks but their movement times are slower than those of blacks. The reasonable position at this point is to assume that we know nothing of any clarity or value about the interrelations among reaction time, movement time, and race.
Black IQ Regresses to a Lower Mean than White IQ
Hereditarians often claim that because IQ is lower on average for blacks than for whites for genetic reasons, the IQ of children of black parents with high IQs should regress to a lower mean than the IQ of the children of white parents having the same IQ as the black parents. In other words, high IQs for blacks are farther from the genotypic average of the black distribution than comparably high IQs for whites are from the genotypic average of the white distribution, so the IQs for children of high-IQ blacks have farther to drop on average than do the IQs for children of high-IQ whites. And it apparently is the case that the children of high-IQ blacks have lower average IQs than do the children of comparably high-IQ whites. This argument is quite weak because the same prediction can be derived from an environmental theory. If environmental factors such as parenting practices and subculture pressures toward low intellectual performances are pushing the average black IQ down more than the average white IQ, then we would also expect regression to a lower mean for the offspring of high-IQ blacks—for reasons having nothing to do with genetics.
Racial Ancestry and IQ
All of the research reported above is most consistent with the proposition that the genetic contribution to the black/white difference is nil, but the evidence is not terribly probative one way or the other because it is indirect. The only direct evidence on the question of genetics concerns the racial ancestry of a given individual. The genes in the U.S. “black” population are about 20 percent European (Parra et al., 1998; Parra, Kittles, and Shriver, 2004). Some blacks have completely African ancestry, many have at least some European ancestry, and some—about 10 percent—have mostly European ancestry. Does it make a difference how African versus European a black person is? A hereditarian model demands that blacks with more European genes have higher IQs. Herrnstein and Murray (1994) and Rushton and Jensen (2005), as it happens, scarcely deal with this direct evidence.
Children of different racial ancestry adopted into white families. Herrnstein and Murray (1994) and Rushton and Jensen (2005) reported on a study by Scarr and Weinberg (1983) showing that black children adopted by white families have a lower average IQ than white children adopted by white families, with mixed-race adoptees having an average IQ in between. Under the simplest model of pure genetic determination of the black/white IQ gap, the white adoptees should have had an average IQ 15 points or so higher than the average for black adoptees. The average for mixed-race adoptees should fall in the middle. When the children were about seven years old, their IQs were most consistent with a model of a very slight genetic contribution to the gap. When they were adolescents, their IQs suggested a larger genetic contribution (Weinberg, Scarr, and Waldman, 1992).
Scarr and Weinberg (1983) identified several factors that made their study a weak test of the genetic hypothesis. First, adoption agencies may have engaged in selective placement, which could have had the effect of putting the black adoptees into families that were of relatively lower social class. Second, since the natural parents’ IQs were not known, it is possible that the natural parents of the white children had higher (genotypic) IQs than the white population in general, or the natural parents of the black children had lower genotypic IQs than the black population at large, which by itself could explain why the white adoptees had a higher average IQ than the black adoptees. Third, the black children were adopted at a substantially later age than the white children, and late adoption has negative implications for IQ. Fourth, the black children had more prior placements in foster homes, which is also associated with lower IQ. Fifth, the preadoptive placements of the black children were worse. Sixth, Sandra Scarr told me that the adolescent black and interracial children had an unusual degree of psychological disturbance having to do with identity issues. Some children reported, in effect, “I look in the mirror and I’m shocked to see a black person because I know I’m really white.” Other children were disturbed because they felt that they were really black and didn’t know why they had been consigned to an alien white family. As a consequence of all these problems, the authors cautioned against any conclusion with respect to the role of heredity in intelligence for adolescents. In any case, as we will now see, the Scarr and Weinberg study is the sole racial-mixture study that gives any support to the hypothesis that European genes make a “black” person smarter.
Black and white children raised in an enriched environment. Another study on black and white children raised in the same environment reached very different conclusions from those reached by Herrnstein and Murray (1994) and Rushton and Jensen (2005) on the basis of the Scarr-Weinberg study. This study was of black, white, and mixed-race children raised in an excellent institutional setting (Tizard, Cooperman, and Tizard, 1972). The caretakers were particularly well trained and conscientious, and the children’s days were structured around highly intellectually stimulating activities. At four or five years old, white children had an average IQ of 103, black children had an average of 108, and children of mixed race had an average of 106. On their face, these results are most compatible with the assumption of a nontrivial genetic advantage for blacks. The black children in this study were West Indian and the white children were English. While it is possible that the black parents had unusually high genotypic IQs, Flynn (1980) argued that selective migration of West Indians to Britain could not have raised IQ scores by more than a very few points. Nevertheless, like the Scarr-Weinberg study, this one suffers from the fact that we do not know the IQs of the natural parents.
Black children adopted by black or by white families. Another adoption study had a design that was different from the Scarr-Weinberg study, and seems clearly superior to it. The study groups were black and mixed-race children raised in either black or white middle-class adoptive families (Moore, 1986). Black and biracial children raised by blacks had similar IQs, and so did black and biracial children raised by whites. Thus, having European genes was no advantage to the adopted children in either environment. Rushton and Jensen (2005) try to dismiss this study because the children were only seven years old at the time of testing. They say that “as people age, their genes exert ever more influence, whereas family socialization effects decrease (see Figure 3). Trait differences not apparent early in life begin to appear at puberty and are completely apparent by age 17”. Their Figure 3, however, shows nearly identical heritability at ages seven and seventeen, so their own evidence refutes the idea that we can ignore Moore’s finding of no difference between IQs in black and biracial children. More generally, there is plenty of evidence showing significant heritability of IQ by age seven, so the finding of no race difference at that age is quite telling.
The Moore study (1986) provides another test of environmental versus genetic hypotheses. Under the assumption that race differences in IQ are largely genetic, it should make little difference whether black or mixed-race children are raised by black or white families. Under the assumption that it makes a great deal of difference what kind of home, neighborhood, and school environment children grow up in, it should make a substantial difference whether the children were raised in black or white families. Thus, even though both the black and the white adoptive families were middle class, the investigator expected that the children raised in white families would have the higher IQs. And indeed this was the case. Children raised by blacks had an average IQ of 104, whereas those raised by whites had an average IQ of 117. Altogether the study provided no evidence consistent with a genetic contribution to the black/white gap in the population at large, and substantial reason to believe that the gap is largely or entirely environmental in nature. Once again, though, the missing key is the knowledge of the IQs of the natural parents. (And the number of subjects—forty-six—is lower than desirable.)
As it happens, there are additional studies that allow us to assess, even more directly than the adoption studies do, the question of the effects of European versus African ancestry. Any given member of the black population in the United States could have anywhere between 100 percent West African genes and mostly European genes. Are European genes good for the intelligence of blacks? Five qualitatively different kinds of studies provide answers to this question.
Studies of skin color. Studies relating darkness of skin color and IQ are easy to do, and many have been reported over the years. Let’s pause a moment and think about what the correlation between skin color and IQ might be in the black population under the assumption of a purely environmental cause of the black/white IQ gap. We would expect lighter skin to be associated with a greater advantage for African Americans, resulting in higher SES and the educational and environmental advantages that go along with it. Thus, we would expect a positive correlation, perhaps as high as .20 or .30 or even more, between skin color and IQ. In fact, however, the literature consistently shows that the correlation of IQ with skin color in the black population is quite low. Even Audrey Shuey (1966), one of the most vehement supporters of the view that the black/white IQ gap is genetic in origin, reached the conclusion that IQ is only very weakly associated with skin color. Typical correlations are in the range of .10 to .15. Correlations between IQ and the degree to which facial features are rated as stereotypically African are similarly low (Shuey, 1966). Even if we ignore the advantages that might accrue to blacks with light skin, a correlation of .10 does not suggest that European ancestry exerts a strong genetic influence on IQ. On the other hand, many of the studies Shuey reviewed had small samples and dubious sampling procedures. Both skin color and IQ are measured with high reliability, but a major problem with these studies is that while skin color may seem to be a straightforward indicator of degree of European ancestry, it is not. Skin color varies substantially in sub-Saharan African populations. As a result, some Africans have relatively light skin for reasons that have nothing to do with European ancestry. A strong test of the “European ancestry” hypothesis therefore requires a more reliable indicator.
Studies measuring European ancestry via blood-group indicators. Fortunately, there are data available that reinforce the null implications of the skin-color studies. The frequency of different blood groups varies by race. Some blood groups that are common in European populations are rare in African populations and vice versa. Under the genetic hypothesis, blacks with more “European” blood groups should have more European genes and hence higher IQs. But Scarr, Pakstis, Katz, and Barker (1977) found that the correlation between IQ and degree of European heritage among blacks was only .05 in a sample of 144 black adolescent twin pairs. When skin color and socioeconomic status were controlled, the correlation dropped slightly, to –.02. It is important to note that these researchers found a typical correlation of .15 between skin color and IQ, suggesting that the comparable correlations in other studies were due not to slight superiority of European genes but to some other factor associated with light skin color in the black population such as social advantage.
Loehlin and colleagues (1973) correlated the estimated Europeanness of blood groups (rather than the Europeanness of individuals, estimated from their blood groups) with IQ in two different, small samples of blacks. They found a .01 correlation in one sample and a nonsignificant –.38 correlation in the other sample, with the more African blood groups being associated with the higher IQs.
It should be noted, however, that the blood-group studies are not as definitive as they might seem on the surface. This has to do with technical reasons related to the fact that white blood genes are only very weakly, if at all, associated with one another in the black population. If not associated with one another, then they might also not be associated with the white genes that are determinative of IQ.
Children born to black and white American soldiers in World War II. A German psychologist (Eyferth, 1961) studied the IQs of several hundred illegitimate children of German women fathered by black American GIs during the post-1945 occupation, and compared them to those fathered by white GIs. Again, take a moment to do a thought experiment here. We know there was very substantial prejudice against the mixed-race children, since it would have been obvious that they had been fathered illegitimately by foreign soldiers. We thus would expect, even under the hypothesis of zero genetic contribution to black/white IQ differences, that the mixed-race children would have suffered disadvantages that could have contributed to a lower IQ. But in fact the children fathered by black GIs had an average IQ of 96.5 and the children fathered by white GIs had an average IQ of 97. Inasmuch as the (phenotypic) black/white IQ gap in the military as a whole was close to that in the general population, these data imply that the black/white gap in the U.S. population as a whole is not genetic in origin (Flynn, 1980, pp. 87–88). These data also are not quite as probative as might appear on the surface, because the Army used a cutoff for IQ in accepting soldiers and that cutoff excluded a higher portion of blacks than whites, meaning that blacks were an unrepresentatively elite group. Flynn (1980) estimated that this could have produced no more than a 3-point difference in IQ between the black Army population genotype and the genetic composition of the black population as a whole, and probably less, but that loophole means that the study results are less than definitive. (It should be noted that some of the children were those of North African troops. Flynn (1980), however, estimated that this could affect expectations about the IQ of children born to soldiers of color by only a very small amount—unless one assumes that the average genotypic IQ for the North African soldiers was far higher than that known for any military group.)
Effect of white ancestry. A third approach to estimating blacks’ white ancestry is to ask them about their family history. Imagine a 15-point black/white difference in IQ that is largely genetic in origin. Then think of four groups of blacks: one has only African ancestry, one has more African than white ancestry, one has equal African and white ancestry, and one has more white than African ancestry. Under the assumption of any contribution of genetics to the black/white IQ difference, those groups should differ in IQ. If we singled out blacks of particularly high IQ, we would expect to find that a very disproportionate number of them would have substantial white ancestry.
Witty and Jenkins (1934, 1936) identified from a sample of black Chicago schoolchildren sixty-three with IQs of 125 or above and twenty-eight with IQs of 140 or above. On the basis of their self-reports about ancestry, the investigators classified the children into the four categories of Europeanness just described. The children with IQs of 125 or above, as well as those with IQs of 140 or above, had slightly less European ancestry than the best estimate for the American black population as a whole at the time. This study was not ideal. It would have been better to compare the degree of European ancestry in high-IQ Chicago children to that of other black Chicago children rather than to the entire black population. But once again the results are consistent with a model of zero genetic contribution to the black/white gap or, perhaps, a slight genetic advantage for Africans.
Mixed-race children born to white versus black mothers. If the black/white IQ gap is largely genetic, children of mixed parentage should have the same average IQ regardless of which parent is black, since there is no a priori reason to assume that the genotypes of the black mother/white father children and the white mother/black father children would be different. (Though it should be noted that black fathers in the study had somewhat higher education and occupational levels than did black men generally, which could have meant that the genotypes for the children of white mothers and black fathers were slightly superior to those for the children of black mothers and white fathers.) But if (a) mothers are more important than fathers to the intellectual socialization of their children, and if the socialization practices of whites favor the acquisition of skills that result in high IQ scores, and/or (b) if the child’s peers are more likely to be white if the mother is white, then the children of white mothers and black fathers should score higher than the children of black mothers and white fathers. In fact, a study by Willerman and colleagues (1974) found that children of white mothers and black fathers had a 9-point IQ advantage over those of black mothers and white fathers. This result suggests that most if not all of the black/white IQ gap is environmental (but note that the children tested were only four years old, an age at which IQ scores predict adult IQ scores only modestly).
So what do we have in the way of studies that examine the effects of racial ancestry—by far the most direct way to assess the contribution of genes versus the environment to the black/white IQ gap? We have one flawed adoption study with results consistent with the hypothesis that the gap is substantially genetic in origin, and we have two less-flawed adoption studies, one of which indicates slightly superior African genes and one of which suggests no genetic difference. We have dozens of studies looking at racial ancestry as indicated by skin color and “negroidness” of features that provide scant support for the genetic theory. In addition, three different studies of Europeanness of blood groups, using two different designs, indicate no support for the genetic theory. One study of illegitimate children in Germany demonstrates no superiority for children of white fathers as compared to children of black fathers. One study shows that exceptionally bright “black” children have no more European ancestry than the best-available estimate for the population as a whole. And one study indicates that it is more advantageous for a mixed-race child to be raised by a family having a white mother than by a family having a black mother.
All of these racial ancestry studies are subject to alternative interpretations. Most of these alternatives boil down to the possibility that there was self-selection for IQ in black-white unions. If whites who mated with blacks had much lower IQs than whites in general, their European genes would convey little IQ advantage. Similarly, if blacks who mated with whites had much higher IQs than blacks in general, their African genes would not have been a drawback. Yet the extent to which white genes contributing to mixed-race unions would have to be inferior to white genes in general, or black genes would have to be superior to black genes in general, would have to be very extreme to result in no IQ difference at all between children of purely African heritage and those of partially European origin. Moreover, self-selection by IQ was probably not very great during the slave era, when most black-white unions probably took place. It is unlikely, for example, that the white males who mated with black females had on average a lower IQ than other white males. Indeed, if such unions mostly involved white male slave-owners and black female slaves, which seems likely to be the case (Parra et al., 1998), and if economic status was slightly positively related to IQ (as it is now), these whites probably had IQs slightly above average. The black female partners were not likely chosen on the basis of IQ, as opposed to comeliness. Similarly, it scarcely seems likely that either black or white soldiers in World War II were selecting their German mates on the basis of IQ.
Several studies, moreover, are immune to the self-selection hypothesis. In particular, the study involving black and white children raised in an institutional setting, and the study involving black children adopted into either black or white middle-class homes, could not be explained by self-selection for IQ in mating.
In short, though one would never know it by reading Herrnstein and Murray’s book (1994) or Rushton and Jensen’s article (2005), the great mass of evidence on racial ancestry—the only direct evidence we have—points toward no contribution at all of genetics to the black/white gap.
IQ Gains for Blacks?
Despite this strong evidence against the genetic hypothesis, we would be reluctant to abandon it totally if there were no evidence of IQ gains in the past generation or so. Things have improved both materially and socially for blacks, what with the civil rights movement, affirmative action, the increase in the proportion of blacks who are middle class, and the fact that blacks have penetrated into the highest levels of the society (including a chairman of the Joint Chiefs of Staff, two secretaries of state, a serious candidate for the presidency, CEO of the largest media company in the world, and CEO of one of the largest brokerage houses in the world). Have these changes been accompanied by increases in IQ for the average black? The answer offered by Rushton and Jensen in their 2005 article is that they have not. The difference, they maintain, has been steady for nearly one hundred years at 1.1 SDs, or approximately 16.5 points.
But William Dickens and James Flynn (2006) have shown that between 1972 and 2002, the IQ gap between American blacks and American non-Hispanic whites decreased by 4.5 to 7.0 points when they were tested before the age of twenty-five (the range being dependent on the type of test used). The value Dickens and Flynn prefer is 5.5 points. As I noted in Chapter 3, tests have to be restandardized from time to time because they become outdated. To the extent possible, testers try to obtain random samples of the population for their standardization studies. Dickens and Flynn analyzed data from nine standardizations of four of the most commonly used IQ tests, ones they believe provide the more valid estimates of temporal changes in the IQ gap: the WISC, the Wechsler Adult Intelligence Scale, the Stanford-Binet, and the Armed Forces Qualification Test. Data collected over the full thirty years for the WISC showed a reduction of 5.5 points in the gap. Other standardizations for the other tests were done over briefer periods, but projections showed that they reached the same conclusion on average. This amounts to a reduction of one-third of a standard deviation, or about one-third of the difference between blacks and whites, over a thirty-year period.
Dickens and Flynn rejected consideration of using five other IQ tests for which restandardizations had been completed because they believed there were flaws in the sampling or design of the studies. Rushton and Jensen (2006) believe that four of those tests should have been included, all of which showed lower estimates of gain than the tests that Dickens and Flynn examined. However, if we analyze all nine tests for which there exist data at two or more points in time, we obtain a median gain value of 4.5, not very different from the estimate of Dickens and Flynn.
If we put together the fact that the average IQ for the population as a whole is gaining at the rate of 9 points per thirty-year generation with the fact that blacks have gained about 5 points on whites over the past thirty years, we will see that the blacks of today have higher IQs than the whites of an earlier period in our history. Flynn (2008) has asked what average IQ contemporary blacks would score if they were to take the very first Wechsler Adult Intelligence Scale prepared in 1947–48 (and standardized on a white-only sample). That was about sixty years ago, a period during which the average IQ for the population as a whole increased by 18 points. He calculates that today’s blacks would outscore the whites of 1947–48 by about 4 points.
Academic Achievement Gains
But the black/white gap in IQ is not the only one that has been substantially reduced over time. Extremely good data show changes in the black/white gap in reading and math abilities, which are good indicators of intellectual competence and which we care about as much as IQ. Every few years, the U.S. Department of Education gives a test called the National Assessment of Educational Progress to a random sample of children aged nine, thirteen, and seventeen. We can look at the gap in reading and math for children born as early as 1954 and as late as 1994. For the cohorts initially tested, reading scores for blacks were greatly lower than those for whites, with the gap ranging about 1.1 to -1.2 SDs on average. For the most recent cohorts, the gap is between .60 and .80 SD—a very large reduction. It should be noted that progress was not uniform across the time period. In the early years there was an astonishingly high rate of reducing the gap, followed by a nontrivial increase in the gap in the middle years. Only recently has the gap started decreasing again. I know of no convincing explanations for why the rate of improvement was so high for children born in the mid-1950s to the early 1970s, or for why the improvement reversed itself somewhat for the children born slightly after that time, or for why the improvement has begun again.
There is also good news on the black/white gap in math achievement, which measured a full 1.2 SDs for the first groups of children to take it. There was a dramatic improvement for children born between the mid-1950s and the late 1960s, a leveling-off or slight increase in the gap for children born between the early 1970s and the late 1980s, and renewed improvement for children born since that time. Again, no clear explanation exists for any of these changes in the trend line, but the overall situation is good: a reduction of more than a third of the gap to the point where the math gap is in the range of .60 to .90 SD.
It is interesting to note that if we convert the National Assessment of Education Progress gains to IQ-type scales, with the mean set to 100 and standard deviation to 15, and average the gains in math and reading for nine-, thirteen-, and seventeen-year-olds, we obtain an estimate of a 5.4-point reduction in the black/white gap during the period for which Dickens and Flynn (2006) found a reduction of 5.5 in the black/white gap for IQ.
In sum, the indirect arguments for genetic determination of the black/white gap in IQ are inherently weak and readily refuted. The most direct evidence—the only evidence that really counts—concerns the European heritage within the black population. With a single exception—which happens to be the only study reported on at any length by either Herrnstein and Murray (1994) or Rushton and Jensen (2005)—the data show that more European genes are not advantageous for blacks. The last thirty years have seen a reduction in the gap in IQ by about a third and a reduction in the academic achievement gap by about the same amount. The evidence favors a completely environmental explanation of the remaining difference between blacks and whites.
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It is important to note: Burg and Belmont, 1990; Ortar, 1967; Patai, 1977. Before leaving the topic of Jewish IQ, I should note that there is an anomaly concerning Jewish intelligence. The major random samples of Americans having large numbers of Jewish participants show that whereas verbal and mathematical IQ run 10 to 15 points above the non-Jewish average, scores on tests requiring spatial-relations ability (ability to mentally manipulate objects in two-and three-dimensional space) are about 10 points below the non-Jewish average (Flynn, 1991a). This is an absolutely enormous discrepancy and I know of no ethnic group that comes close to having this 20 to 25-point difference among Jews. I do not for a minute doubt that the discrepancy is real. I know half a dozen Jews who are at the top of their fields who are as likely to turn in the wrong direction as in the right direction when leaving a restaurant. The single ethnic difference that I believe is likely to have a genetic basis is the relative Jewish incapacity for spatial reasoning. I have no theory about why this should be the case, but I note that it casts an interesting light on the Jews’ wandering in the desert for forty years!
This is true even: Gross, 1978.
Complete elimination from reproduction: Loehlin, Vandenberg, and Osborne, 1975.
The geneticist Cyril Darlington: Darlington, 1969.
Political scientist Charles Murray: Murray, 2007b.
Anthropologists Gregory Cochran, Jason Hardy: Cochran, Hardy, and Harpending, 2005.
Fifteen percent of all scientists: Sarton, 1975.
Even within Europe: In his book Human Accomplishment Charles Murray (2003) documented the swings of achievement in different regions.
“It is counted a title”: Zweig, 1943/1987.
Psychologist Seymour Sarason: Sarason, 1973.
Chapter 10: Raising Your Child’s Intelligence…and Your Own
There is no evidence: Bruer, 1999.
The research suggesting: Bruer, 1999.
We find the same kind: Duyme, 1981.
Women who exercise: Clapp, Kim, Burciu, and Lopez, 2000.
The babies born to exercising: McDaniel, 2005.
Exercising large muscle groups: G. D. Cohen, 2005.
Experiments show that elderly: Colcombe and Kramer, 2003.
You can even start: Aamodt and Wang, 2007.
Breast-feeding beyond nine months: Mortensen, Michaelsen, Sanders, and Reinisch, 2002.
It seems to be particularly important: Anderson, Johnstone, and Remley, 1999.
The activities that increase: Klingberg, Koenig, and Bilbe, 2002; Mortensen, Michaelsen, Sanders, and Reinish, Oleson, Westerberg, and Klingberg, 2003.
Neuroscientist Rosario Rueda: Rueda, Rothbart, McCandliss, Saccomanno, and Posner, 2005.
Child neurologist Torkel Klingberg: Klingberg, Koenig, and Bilbe, 2002.
Similar exercises improved: If your child has attention deficit hyperactivity disorder, you may want to contact a specialist skilled in administering training like that used by Klingberg and his colleagues (2002). The list is available at http://www.cogmed.com/cogmed/articles/en/78.aspx
Finally, meditation exercises: Tang et al., 2007.
Personality psychologist Walter Mischel: Ayduk, Downey, Testa, Yen, and Shoda, 1999; Mischel, Shoda, and Rodriguez, 1989.
Recall that psychologists: Duckworth and Seligman, 2005.
We do know that if: Mischel, Shoda, and Rodriguez, 1989.
Also, Mischel and his coworkers had: Mischel, Shoda, and Rodriguez, 1989.
And Asians work harder: Heine et al., 2001.
When children are praised: Mueller and Dweck, 1998.
In a clever experiment: Mueller and Dweck, 1998.
With developmental psychologists Mark Lepper and David Green: Lepper, Greene, and Nisbett, 1973.
If a child has low: Calder and Staw, 1975; Loveland and Olley, 1979; V. C. McLoyd, 1979.
Epilogue: What We Now Know about Intelligence and Academic Achievement
First of all: Gottfredson, 1997.
Heuristics for reasoning: Nisbett, 1992.
Planning and choosing: Larrick, Morgan, and Nisbett, 1990; Nisbett, Fong, Lehman, and Cheng, 1987.
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