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Preface

Americans, Europeans, and East Asians have been inundated with
media coverage about the ‘‘Information Age,’’ the ‘‘Internet,’’ and on
the ‘‘Information Highway,’’ for more than a decade. Time magazine
even named the computer its ‘‘Man of the Year’’ for 1983. The mes-
sages are similar: The Internet is new, the Information Age has sud-
denly arrived, everything is different. However, looking at the histor-
ical experience of the United States suggests a very different story.

A close look at the record clearly demonstrates that North Americans
got on the Information Highway in the 1600s and by the late 1700s
they were experiencing traffic jams. To carry the analogy further,
Americans by 1800 could see highway construction underway (the U.S.
postal system and roads for the mail to travel on), traffic regulations
(copyright laws), and a variety of information vehicles cluttering the
roads (e.g., newspapers, books, pamphlets, and broadsides). During
the nineteenth century Americans applied electricity and creative tin-
kering to invent or highly develop key information technologies used
around the world: telegraph, telephone, phonograph, and motion pic-
tures, among others. In the twentieth century, they continued to add
more vehicles to the Information Highway, most notably the computer
and its smaller version, the ubiquitous personal computer. In short,
Americans have been preparing for the Information Age for more than
300 years. It did not start with the introduction of the World Wide
Web in the early 1990s.

The purpose of this book is to demonstrate this fact, pointing out
how North Americans embraced information as a critical building block
of their social, economic, and political world, and invested in the
development and massive deployment of the infrastructures and tech-
nologies that made it possible for all the ‘‘hype’’ about the Information
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Age that we read about today. Our research indicates that a historical
perspective of the U.S. love affair with information and its effective
deployment of these technologies have much to say about the nature
of U.S. society as it does about the future of this nation. Equally
remarkable is the extent to which information and its technologies were
deployed in this nation. How that all happened is at the heart of this
book. It is an important story, not yet fully recognized, even by spe-
cialists on the Information Age. It is one of those rare occasions where
a team of researchers were able to open a door to a large new room
full of insights about the United States.

But why focus on the United States? We limited our project to the
United States because so much about computing in the late twentieth
century focuses on the U.S. experience. While a great deal went on
across all of Europe and in East Asia concerning information and its
technologies, the U.S. experience is very instructive. First, there is an
enormous volume of records and prior research that we could build
on. Second, as we will argue in this book, information has played a
very special role in American society; therefore, in order to understand
this nation better, one must have a deep appreciation of the role of
information and its infrastructures. Indeed, studies similar to this one
should be conducted for other countries because it is obvious how little
many commentators of modern society appreciate the profound role
information, and its underlying technologies and infrastructures, have
had on the affairs of a nation. We believe our book can serve as an
example of what can be studied about other nations.

This book is an example of one of the benefits of the modern use of
information management practices—namely, the ability to bring to-
gether experts from different fields—to form new perspectives, new
findings, and to draw different conclusions. We believe no one indi-
vidual student of the ‘‘Information Revolution’’ could have looked at
such a broad topic. Therefore, we formed a team of experts in various
aspects of the bigger story of the role of information processing in the
United States to tell the story. To do that we pulled together historians,
professors of business management, a management consultant, and a
sociologist. They communicated in both old and new ways. They met
face to face to define the project and to review findings and results.
But they also used the Internet to share drafts of chapters with each
other, and e-mail to conduct the necessary dialogue to make this book
an integrated, cohesive view of the subject. How they worked as a team
is as much a story of exploiting information technology as it is about
the emerging way major topics are being explored by modern scholars.
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Chapter 1 sets the context for the entire North American experience
with information across three centuries. Chapters 2–8 take the reader
through the details of what happened—making it abundantly clear that
the run-up to the Information Age is a long one—and ends with today’s
situation with computing in both home and at work. Chapter 9 iden-
tifies patterns of continuity and change that have characterized the
American experience.

As a team we would like to acknowledge the help of colleagues,
librarians, and archivists for helping us with this project. Corporate
archivists, for example, contributed illustrations as diligently as did the
more traditional sources of such images, university libraries. Our stu-
dents who grew up not knowing a time when there were no computers
helped as well. Max Hall improved the quality of our text. Anne
O’Connell, Eileen Hankins, and Teresa Hardy—all of the Harvard
Business School—did a great deal of typing of this book. Kelly Porter
created the charts for Richard Nolan’s chapter. We also want to express
our special appreciation to Herb Addison, vice president at Oxford
University Press, for having absolute faith in this project and for his
willingness to publish the book. It seems appropriate to publish this
book with Oxford, a publisher that has been at the center of Europe’s
run up to its own Information Revolution for over five hundred years!
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1

The Information Age in
Historical Perspective
Introduction

Alfred D. Chandler Jr.

I begin this introduction by explaining the book’s title. As it was
originally conceived, the title was The Third Industrial Revolution: The
Role of Information in the Transformation of the United States from
Colonial Times to the Present. As the project progressed and the editors
and contributors discussed the chapters to be written, we realized that
what we were considering was not an industrial revolution but an
information revolution—a revolution that evolved from the industrial
world of the twentieth century. Moreover, this information revolution
has transformed the industrial world of the nineteenth and twentieth
centuries as profoundly as the First and Second Industrial Revolutions
transformed the earlier commercial world of the eighteenth century.
Of these industrial revolutions, the first, beginning in Great Britain in
the late eighteenth century, transformed the processes of production;
the second, beginning in Europe and the United States in the 1840s,
transformed transportation and communication. For the purpose of
this book a more realistic terminology appeared to be one of ‘‘ages’’
rather than ‘‘revolutions.’’ We identify three—the Commercial Age,
the Industrial Age, and the Information Age. Therefore, this history
of the role of information in the transformation of the United States
from colonial times to the present reviews that role from the centuries-
old Commercial Age during the eighteenth century into the Industrial
Age of the nineteenth and twentieth centuries and then the transfor-
mation from the Industrial into the Information Age in the last decades
of the twentieth century.

During the eighteenth century, the economy of Britain’s colonies in
America was largely agricultural and commercial and its population
rural. Production, transportation, and communication were powered
by wind, water, human and animal muscle, and the burning of wood.
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Wood was also the primary material of construction for housing, and
for transportation and industrial equipment.

The Industrial Age, which had its beginnings in the last decades of
the eighteenth century in Great Britain, did not reach the United States
until the 1840s. Then steam power based on coal, which is fossilized
wood, began to replace wind, water, and muscle and started to trans-
form the processes of American production, transportation, and com-
munication. In all three processes, iron and other metals—produced
increasingly through the use of coal-fired heat—replaced wood as the
primary material. The steam-powered railroad, supplemented by the
electric telegraph and telephone, became the primary means of com-
munication and transportation. As the Industrial Age matured at the
end of the nineteenth century, the nation became increasingly urban
as well as industrial. In the 1920s came a new source of power, the
internal combustion engine driven by another fossil fuel, petroleum.
And with this the Industrial Age reached its full fruition.

From the 1920s on, yet another new power source, electronics, began
to build the infrastructure for the Information Age, by transforming
the transmission and processing of information. The vacuum tube
made possible wireless transmission of signals and then voice. It also
added voice to motion pictures. At the same time, electronic-based
devices greatly advanced the speed and accuracy of processing infor-
mation. As these innovations were laying the foundations of the Infor-
mation Age, city dwellers began to move to the suburbs. All these
moves and a post–World War II prosperity advanced demands for a
wide variety of services. So by the last decades of the twentieth century,
when the infrastructure of the Information Age was being completed,
the nation’s economy was increasingly becoming service-oriented and
its population increasingly suburban.

In the following chapters our authors (1) review the changing tech-
nological underpinnings—or, to use a modern term, infrastructure—
of the means of transmitting information, (2) consider the changing
nature of the recipients of the information flows, and (3) analyze the
ways in which the recipients used these flows to shape and reshape
U.S. business, society, and culture. Given this broad perspective, we
concluded that the title A Nation Transformed by Information: How
Information Shaped the United States from Colonial Times to the Present
more clearly defined what this book is about.

This evolution of changing purveyors of information (and the infor-
mation they purveyed) was, of course, embedded in a much broader
historical evolution. The purpose of this introductory chapter is to
provide the essential historical setting for the developments described
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and analyzed in the following chapters. Because the chapters have
different perspectives and different themes, and deal with different
time periods, this historical setting provides a way to relate one chapter
to another. Moreover, because the authors intentionally concentrate on
the changing nature of the recipients of these information flows and
the resulting reshaping of American business, government, and broader
cultural institutions, this historical overview focuses on the evolving
infrastructures that enabled these transformations to take place.

The Commercial Age

Richard Brown, in chapter 2, ‘‘Early American Origins of the Infor-
mation Age,’’ reviews the initial underpinnings of information flows
during the Commercial Age, that is the transmitters of information
(the infrastructure) and the economic, political, and cultural arrange-
ments that shaped the demand of the recipients (the market) for the
information transmitted. His chapter falls into three parts. The first
considers the expansion of the existing European (primarily British)
infrastructure to its transatlantic frontier. The second evaluates the
impact of the growing imperial crisis (based on the regulation of Amer-
ican commerce) and the resulting War of Independence. Crisis and
war shaped the new nation’s information infrastructure as well as its
political, mercantile, and cultural institutional arrangements. The third
part examines the expanding national marketplace as the new nation
moved west from the Atlantic seaboard.

Although the printing press arrived with the first settlers in New
England, it was used primarily by government officials, church leaders,
and merchants. That is, the printed pages were produced for and read
by the colonial elite. As the number of newspapers grew they increas-
ingly carried commercial news and comments. Indeed, ‘‘the gradual
pace of newspaper growth suggests that only presses that were oriented
toward an elite mercantile audience could succeed,’’ Brown notes. On
the other hand, he writes, ‘‘The widespread, institutionalized Protes-
tant belief in the importance of literacy for individual piety, conversion,
and salvation’’ led to an exceptionally literate public. After 1760 co-
lonial literacy exceeded 75 percent.

The British government’s attempts in 1764 and 1765 to regulate the
commerce of the colonies and to increase tax revenues based on that
commerce led to the mobilization of public opinion in the late 1760s
through newspapers and pamphlets and then after 1772 with the for-
mation of ‘‘committees of correspondence.’’ The resulting democrati-
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zation of information moved both the transmitters and receivers of
information beyond the elite. The goal of this protest against Parlia-
mentary legislation was to create an ‘‘informed citizenry’’ in all walks
of life and to engage them in public affairs. The culmination of this
expansion in the receivers of information came with the January 1776
publication of Thomas Paine’s Common Sense, an eloquent and pas-
sionate call to throw off British rule and create a new American nation.
By the end of that year more than 100,000 copies had been sold in a
country of only 500,000 households.

During and after the American Revolution the commitment to the
concept of an informed citizenry became incorporated in the articles
of the new state constitutions, as well as the federal Constitution, which
became law in 1788 and was soon amended to protect the freedom of
speech and the freedom of the press. That same commitment also led
the leaders of the Revolution to finance education, both schools and
colleges, and to establish an American postal system on the foundations
of the royal postal system (with Benjamin Franklin as Postmaster
General).

The third part of Brown’s chapter considers the role of the new
states and the Republic in creating a national marketplace for infor-
mation through the coming of national parties, the geographical ex-
pansion of printing presses, and an expanding transportation and postal
system. He stresses that, unlike Britain and France, the new United
States had no metropolitan centers. ‘‘A polycentric array of state cap-
itals and commercial centers all required presses, as well as timely
access to long-distance news.’’ They provided ‘‘a structural imperative
for a competitive information marketplace.’’ After reviewing these de-
velopments, Brown concludes by considering the challenges to the
revolutionary heritage of free press, free speech, and the role of political
parties in promoting the commitment to having an informed citizenry
and the institutions to sustain it.

The Coming of the Industrial Age

In chapter 3, ‘‘Recasting the Information Infrastructure for the Indus-
trial Age,’’ Richard R. John focuses on two ‘‘recastings.’’ The first was
the swift expansion of the nation’s existing Commercial Age infrastruc-
ture as the nation increased rapidly in population and territory. The
second recasting, beginning in the 1840s, was based on steam and
electricity. The railroad and telegraph, followed by the telephone,
created the transportation and communications infrastructure for the
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Industrial Age, which it matured in the 1880s and the 1890s. John calls
these recastings the ‘‘first communication revolution’’ and the ‘‘second
communication revolution.’’ An appreciation of the significance of
these revolutions requires a brief review of the basic changes of the
Atlantic world between 1789 and 1815.

During the first quarter century of the American nation’s existence,
the French Revolution and the Napoleonic wars reshaped the political
and cultural base of European civilization. At the same time, the In-
dustrial Revolution in Great Britain—a revolution based on coal,
steam, and iron machinery—began to alter that country’s economic
base. The United States, turning its face away from the east and
Europe, began its westward march into the Trans-Appalachian West.

In 1789, when George Washington took office as president and the
U.S. Congress met for the first time, the storming of the Bastille on
July 14 set off the French Revolution. In 1793 the revolutionary com-
mittee executed Louis XVI and declared war on Britain and Holland.
After the revolution had run its course, the war continued with Na-
poleon Bonaparte taking command of the troops in 1795. From then
until Napoleon’s defeat at Waterloo in 1815 (except for a five-month
period after December 1804), Britain and France continued to battle
for world dominance.

The United States was the largest neutral carrier, so its commerce
became increasingly involved in what became the lucrative Atlantic
trade. The American government made futile attempts to protect its
commerce. Finally, the War of 1812 against Britain reduced the volume
of trade, although there were still profits. This constant attention
focused on the global British and French conflict for dominance in
Europe—a conflict that was comparable only to the Thirty Years War
in Europe in the seventeenth century and World Wars I and II during
the twentieth—slowed westward expansion across the Appalachian
Mountains into the Mississippi Valley. From 1796 to 1815 only two
states joined the Union: Ohio in 1803 and Louisiana in 1812.

In Britain the rapid growth of factory production of cotton textiles
was assured by the invention in 1785 of the ‘‘Crompton Mule’’ pow-
ered by James Watt’s steam engine. In the United States, Eli Whitney’s
invention of the cotton gin in 1793 provided these textile factories with
an adequate supply of raw cotton. At the same time a new abundance
of coal-fired iron led to a sharp increase in the production of metal
machinery and tools.

In 1815, at the end of the wars between Britain and France and
between the United States and Britain, the barriers the wars had
created to economic growth disappeared. Settlers surged into the Mis-
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sissippi Valley. From 1816 through 1821 five western states entered
the Union: Indiana (1816), Mississippi (1817), Illinois (1818), Alabama
(1819), and Missouri (1821). In those same years the United States
became almost overnight Britain’s largest customer for the new man-
ufactured goods—textile and metal machinery and tools—and its pri-
mary supplier of cotton.

By 1815 the Industrial Revolution in Great Britain had transformed
the flows of shipping over which information traveled. After the British
textile manufacturers dumped their supplies in the port of New York
in that year, the trade pattern became what Robert Albion has termed
the Cotton Triangle. Cotton for Britain went via New York and British
textiles and manufactured goods returned there for transshipment to
the cotton ports of the South as well as by road and canal to the
northwest. By 1825 the political spokesman of the new West, Henry
Clay of Kentucky, was urging Congress to support what he called the
American System of economic growth. The South was to provide the
exports to pay for the imports of manufactured goods; the West to
supply the south with food and animals, including horses and mules.
A tariff large enough to encourage the North to begin to compete with
British manufactured goods would also provide funds for roads and
canals from the Northeast to the Northwest, funds that could be used
to subsidize the postal system.

John’s account traces in detail the creation and evolution of the
national postal system—the institution that played the critical role in
the creation of the new nation’s information infrastructure. The Post
Office Act of 1792 created a new postal infrastructure on the founda-
tions of the royal postal system that Benjamin Franklin had taken over
as Postmaster General in 1775. The act provided that the mail service
would carry the newspapers ‘‘at extremely low rates,’’ thus ensuring
the flow of printed information throughout the country. It also pro-
vided that the Congress, rather than the executive branch, was to
designate postal routes, and this facilitated the proliferation of the
postal routes through the westward-expanding nation. By those pro-
visions the Congress subsidized the nation’s press and the press’s
primary means of overland distribution, the stagecoach—and the net-
work of dirt roads that the horse-drawn coaches traveled.

These subsidies were impressive. By 1796 newspapers accounted for
3 percent of mail service revenues, but 70 percent of the weight carried.
By 1838 the figure was 15 percent revenues and 95 percent of weight
carried. During the 1820s a third of the stagecoach industry’s revenues
came from mail contracts. The companies also received other subsidies
to maintain their operations. As John notes, without government sup-
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Figure 1.1 Rates of Travel. At the start of the nineteenth century, travel time was
measured in days and weeks, not in hours as in our own time. Well-traveled routes
were located primarily in the eastern United States. The fastest speed was that at
which a horse could go. Timeliness of news was relative; six-week-old stories out of
New York in what would someday be Illinois was relatively current. Source: Charles
O. Paulin, Atlas of the Historical Geography of the United States (Washington, D.C.:
Carnegie Institute and American Geographical Society, 1932), plate 138. Reprinted
with permission.

port ‘‘it is inconceivable that the newspapers could have circulated in
such numbers.’’ The support of mail coach and post roads permitted
the Post Office to circulate knowledge of every kind through every part
of the United States.

The Post Office not only transmitted the nation’s printed and hand-
written communications all the way to the edges of the settled com-
munity, but did it with increasing speed. As Figure 1.1 indicates, the
time of travel from the city of New York to the rest of the country
was reduced by half between 1800 and 1830.

In 1829 the British invention of the steam locomotive led to John’s
‘‘second communication revolution,’’ the second recasting of the Amer-
ican information infrastructure. In that year the horse still provided
the fastest and most reliable power for overland transportation, as it
had done since the beginning of civilization. But in 1829 at the famous
Rainhill trials in Great Britain, held by the promoters of the Liverpool
& Manchester Railroad (to carry cotton into and textiles out of the
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Manchester factories), demonstrated that George Stephenson’s Rocket
was far superior to the horse in terms of speed, the number of passen-
gers, and the amount of freight. Nevertheless, more than a decade and
a half of interrelated mechanical and engineering innovations was re-
quired before Stephenson’s boiler with a steam stack pulling a couple
of stagecoaches became the steam-powered railroad that provided the
basic transportation and communications for the coming Industrial
Age.

The first American railways, built in the 1830s, were short lines that
connected nearby commercial centers or supplemented existing water
routes. During the 1840s, the technology of railroad transportation was
rapidly perfected. Uniform methods of construction, grading, tunnel-
ing, and bridging were developed. The ‘‘Iron T’’ rail came into com-
mon use. By the late 1840s the locomotive had its cams, sandbox,
driver wheels, swivel or bogie truck, and equalizing beams. Coal was
replacing wood as the steam maker. Passenger coaches had become
‘‘long cars,’’ carrying 60 passengers on reversible seats. Boxcars, cattle
cars, lumber cars, and other freight cars were basically similar to those
used on American rails a century later, though not as big.

In the mid-1840s, as the nation pulled out of a long economic de-
pression, railroad construction began in earnest. Between 1847 and
1860 the railroad mileage operated in the United States rose from just
under 5,000 miles to more than 30,000 miles, the first step in bringing
a national railroad network into being. (By comparison, Britain’s na-
tional network thirty years later in 1890 was 17,200 miles.) In the Old
Northwest between the Ohio River and the Great Lakes, railroads
grew from 600 miles in 1849 to 9,000 in 1860. By 1854 these lines had
been joined to the Eastern seaboard by four trunk lines each 500 miles
in length—the New York & Erie, the Pennsylvania, the Baltimore &
Ohio, and the New York Central. The resulting transformation in the
time of travel by 1857 is illustrated in Figure 1.2

Even before the railroad boom of the 1840s, the Post Office had to
come to terms with the new technology. By the mid-1840s private
mail-delivery companies were already transmitting as much as two-
thirds of the commercial correspondence of the country by railroad.
The Post Office initially responded by ‘‘vigorously prosecuting the
violations of its legally guaranteed monopoly over the transmission of
mail,’’ but in 1845 it began to turn from the stagecoach to the railway.
That year it canceled stagecoach contracts in the areas served by rail
and reduced the basic letter rate. The rate was dropped again in 1851
to 3 cents. There it remained for more than a century, with the Post
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Figure 1.2 Rates of Travel. By 1857, information was being disseminated all over
what would become the ‘‘Lower 48’’ states of the United States. The introduction of
the railroad in the 1840s was beginning to have a positive effect in making it faster
to move information around; however, most travel in the far western areas remained
either by foot or horse. Information traveled at much faster speeds along the East
Coast. This map also documents the fact that the movement of people, goods, and
information interconnected from one end of the continent to the other and into
Canada. Source: Charles O. Paulin, Atlas of the Historical Geography of the United

States (Washington, D.C.: Carnegie Institute and American Geographical Society,
1932), plate 138. Reprinted with permission.

Office running a large annual deficit beginning in 1851 and continuing
for decades.

The rapid expansion of the railway network from the Eastern sea-
board to the Mississippi River in the decade after 1847 was hastened
by a fortuitous event, the invention of the electric telegraph. Although
Samuel F. B. Morse sent the first telegram on his just completed line
between Washington, D.C., and Baltimore in 1844, legal uncertainties
delayed the commercialization of the telegraph until 1847, just in time
to provide the communication essential to operate the 500-mile, single-
track trunk lines across the mountains and many of their western
connections. Only single-track railroads could have been laid down
over such a large area in such a short time at a viable cost. In the longer
and more heavily used railroads, only telegraphic communication could
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prevent collisions and assure the continuing flow of two-way traffic
between a large number of destinations along the track.

By 1851 when the New York & Erie reached Lake Erie, trains and
traffic were beginning to be controlled through hourly and daily traffic
reports. By 1854 the Erie’s superintendent, Daniel C. McCallum, was
using these telegraphic records as a database for determining cost, rates,
and even the effectiveness of the operating management of the enter-
prise. From then on the telegraph increasingly became an essential
handmaiden to railroad operations.

During these years this critical symbiotic relationship between the
railroad and the telegraph slowly became defined by what the telegraph
companies termed railway contracts. By these contracts the railroads
agreed to furnish transportation and construction materials needed to
string the wires and to maintain them, to operate the telegraph offices
in their depots and to provide the telegraph operators. In return they
received unlimited free telegraph service on their rail lines and a limited
amount of services off their lines. In other words, the telegraph com-
panies provided the wire and the telegraph departments of the railroads
operated the facilities. So successful were these arrangements that in
1870, shortly after the merger of the major telegraph companies into
Western Union, that dominant system had three-fourths of its tele-
graph offices in railroad depots, nearly 9,000 of its total 12,000 offices.
That is, by 1870 U.S. railroads funded and managed two-thirds of
Western Union’s operations and had contributed considerably to the
construction of the telegraph lines.1

So, by the outbreak of the Civil War in 1861, the foundations of the
new transportation and communication infrastructure were in place—
steam-powered and electrically supported. The four years of deadly
conflict held back new railway construction. In the immediate postwar
years, the destroyed Southern railroads were rebuilt and the network
east of the Mississippi filled in. Finally, after the severe and prolonged
economic depression of the 1870s, the nation’s network of more than
200,000 miles of track was completed in the 1880s and the 1890s. With
its completion railroad enterprises consolidated into giant regional sys-
tems, with each of the merged enterprises operating between 20,000
to 25,000 miles of track. By the turn of the century, two-thirds of the
U.S. railroads were operated by seven such railroad groups.

Meanwhile, to take advantage of the huge and expanding rail net-
work, postal administrators had formed the Railway Mail Service. In
the 1860s the service began to have postal clerks sort mail on board
railroad cars rather than merely transport it to the next distribution
center in accordance with the ‘‘hub-and-spoke’’ sorting system that
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had been the backbone of postal sorting since 1800. Now the govern-
ment abandoned ‘‘hub-and-spoke’’ altogether, and for the next eighty
years the vast majority of the mail was sorted inside moving railway
cars rather than in distribution centers.

This change came about as follows. In 1874 the general superinten-
dent of the Railway Mail Service, George M. Banks, articulated for
the first time the fundamental principle that the distribution of the
entire mail—on railroads as well as in post offices—be coordinated
through a single scheme. Toward this end, he assigned Theodore N.
Vail, who at that time was the assistant general superintendent, to
initiate in 1875 a high-speed and ‘‘fast-mail’’ train between New York
and Chicago. Here Vail concentrated on developing complex systems
for increasing the speed and the routing of the increasingly massive
volume of letters and packages. In 1876 Vail was elevated to superin-
tendent.

As described in chapter 3, the impact of the electric telegraph went
far beyond its essential role in railroad operations. It provided flows of
information with unprecedented speed, volume, and regularity. In its
initial years the telegraph moved ahead of the railroad, reaching New
Orleans as early as 1848 and San Francisco in 1861. Of more signifi-
cance, its existence immediately transformed the dissemination of news
and of commercial and financial information. As early as 1848, several
New York newspapers formed the New York Associated Press for
more cooperative use of the new wire services. By 1859 this forerunner
of today’s Associated Press ‘‘had established a truly national system
for flow of public information.’’2

In the 1850s, as grain elevators were built in Chicago and at other
commercial centers in the Midwest, grain exchanges appeared, provid-
ing daily prices telegraphed on different types and quantities of grain.
Soon speculators were buying and selling for future delivery. The
coming of the futures market permitted the commodity dealers to
reduce the risk (by ‘‘hedging,’’ or limiting financial exposure) and
therefore the cost of shipping grain from the interior to the seaboard.
Quickly the New York Stock Exchange and other security exchanges
were using the telegraph for buying, selling, and listing securities,
including those by speculators selling ‘‘long’’ and ‘‘short.’’

The invention of the telephone by Alexander Graham Bell (the
patent was awarded in May 1876) added another dimension to the
growing information infrastructure—the transmission of voice over
extended distances. In July 8, 1877, Bell, Gardner Greene Hubbard (a
Boston lawyer and close friend), Thomas Watson (Bell’s technical
assistant), and Thomas Sanders (who had provided funds) formed a
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voluntary association, with Hubbard in early 1878 as trustee. Almost
immediately challenged by Western Union, Hubbard persuaded Theo-
dore Vail, the general sperintendent of the Railway Mail Service, to
become general superintendent. Vail immediately organized a strong
defense of Bell’s patent. He then turned to the critical issue of raising
the capital essential to build a national telephone system, for from the
start Hubbard had planned to lease, not sell, the telephone and its
switching devices.

In July, Vail took the first step to provide the necessary funds by
incorporating the Bell enterprise so that its stock could be sold to the
public. Funds were raised, but by the end of the year, the company
was in debt and the treasury bare. Bankruptcy seemed certain. So in
January 1879, Vail and the new investors formed the National Tele-
phone Company and in March replaced Hubbard with William Forbes,
a member of the powerful Forbes group of investors, as president.
That group, including leading monied men from New York as well as
Boston, had financed the construction of the Michigan Central and
other early Midwestern railroads during the 1850s and was funding
the giant Burlington System. As Thomas C. Cochran wrote in his
classical Railroad Leaders, the Forbes group ‘‘occupied much the same
position on boards as men like J. Pierpont Morgan and George F.
Baker at a later day.’’3

Vail and Forbes immediately recruited James J. Storrow, one of
Boston’s leading lawyers, to work with Chauncey Smith, Hubbard’s
patent lawyer in the litigation with Western Union over the Bell Tele-
phone patent and patents of its rivals including Thomas Edison and
others. The court’s decision, based on the testimony taken during the
summer and fall of 1879, was a complete victory for Bell. On November
10, Bell Telephone and Western Union signed an agreement by which
the latter left the telephone business in return for 20 percent of tele-
phone rentals for the next seventeen years. By then Hubbard and Bell
had moved from Boston to Washington, D.C. The two other founders
soon left the company.

As the 1880s began, the nation’s most knowledgeable and most pro-
fessional manager of information flows, supported by one of its most
formidable financial groups, began to build the nation’s first telephone
network. They moved quickly. By 1881 the Bell Company had estab-
lished service in all but nine of the nation’s cities with population of
more than 10,000.

John’s chapter outlines the story of Bell Telephone System’s contin-
ued growth in some detail. John notes the broad impact on information
flows in the United States, emphasizing that unlike railway mail service
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and the telegraph, the telephone’s impact was local. As late as the
1930s, only 2 percent of telephone calls were made across state lines.
Until well after World War II the new electrical information technology
supplemented rather than supplanted that of the Railway Mail Service.

By the end of the nineteenth century the information infrastructure
for the Industrial Age was solidly in place. The railroads had consoli-
dated their activities into a small number of large systems. Western
Union continued to dominate telegraphic communication. In 1899
American Telephone & Telegraph became the Bell system’s parent
company. Regional companies operated the telephone exchange. West-
ern Electric, AT&T’s manufacturing arm, would soon play a central
role, not only in the development of long distance telephony, but also
in the creation of electronic technology on which the future Informa-
tion Age rested.

The Industrial Age Matures

As its basic infrastructure was being completed, the Industrial Age had
arrived. In 1890 the U.S. Bureau of Census announced the closing of
the frontier boundaries between the areas of settlement moving west
from the Atlantic and east from the Pacific. From the 1890s on, urban
areas grew increasingly faster than rural ones. In the first years of the
new century immigration from abroad soared. In six of the years be-
tween 1905 and 1914, over a million people entered the United States,
providing and enlarging the working force for urban industrial centers.

Beginning in the 1880s the new Industrial Age was characterized by
the rise of ‘‘big business’’; that is, the development of a new economic
institution, the large enterprise that commercialized, produced, and
marketed goods on an unprecedented scale for national and interna-
tional markets. A new subspecies of economic man, the salaried man-
ager, emerged to operate these enterprises. The new, more reliable,
high-volume, regularly scheduled, all-weather transportation and
communications provided by the railroad (and steamship) and the
telegraph (and cable) brought into being a new institution. This insti-
tution consisted of a managerial, integrated corporate enterprise that
transformed existing industries while creating new ones, during what
historians have termed the Second Industrial Revolution.

Figure 1.3, ‘‘Founding Dates of the 1994 Fortune 500 Companies,’’
dramatically illustrates the coming of the managerial enterprise and its
rapid growth in the 1880s and 1890s. Of the corporate leaders of 1994,
almost half (244 to be precise) were established in the five decades
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Figure 1.3 Founding Dates of the 1994. Fortune 500 Companies. [Modified from Harris
Corporation, ‘‘Founding Dates of the 1994 Fortune 500 U.S. Companies,’’ Business
History Review, vol. 70, no. 1 (Spring 1996), p. 89, ranking based on sales.]

starting with the 1880s and ending with the 1920s. Fifty-two, or one-
tenth of the total, began in the single decade of the 1880s. The burst
of sixty-three new companies in the 1920s reflected the coming of the
petroleum-based internal-combustion engine. That number alone is
more than the fifty-eight established in the entire three-decade period
of the 1960s, 1970s, and 1980s, during the formative years of the
Information Age.

Figure 1.3 also tracks the rise of industrial enterprises as the steam
and electrical communication infrastructure developed. The small
number of present giants established before the 1830s consists largely
of banks and insurance companies that supported the mercantile busi-
ness of the Commercial Age. Du Pont (1802) and Colgate-Palmolive
(1806) are the only manufacturing companies on the ‘‘500 list’’ that
were founded before the coming of the railroads. Other founding dates
for modern manufacturing giants are in the late 1840s; grow more
numerous in the 1850s; fall off during the years of the Civil War,
Reconstruction, and the Depression of the 1870s; and then rise fast in
the 1880s.

JoAnne Yates’s, ‘‘Business Use of Information and Technology dur-
ing the Industrial Age’’ (chapter 4), focuses on the development of new
technologies of business information and their uses by the new man-
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agerial class. She begins by describing and analyzing what she terms
the ‘‘ideology’’ of the first generation of salaried managers as they met
the initial challenges of the Industrial Age. She concentrates on
manufacturing enterprises that purchased varieties of raw and semifin-
ished materials and processed them in large volume for national and
world markets, thereby creating new technological and operational
challenges.

As late as the 1870s, nearly all business firms were—as they had
been since the beginning of the Commercial Age centuries ago—small
enterprises personally managed by their owners. They were usually
partnerships that relied on personal correspondence, newspapers, and
other printed commercial news for external information, and on
double-entry bookkeeping to provide the needed internal data. The
significant exceptions were in fact the providers of information flows—
the postal system, the railroads, the telegraph, and the telephone. But
as late as 1849 the directors of the twenty-six-mile-long Boston &
Worcester, in their annual report, had to assure their stockholders that
the company’s accounts were ‘‘kept in strictly mercantile style accord-
ing to the Italian method of bookkeeping.’’4

From the 1850s on, beginning with McCallum of the New York &
Erie, railroad managers pioneered in providing internal corporate in-
formation needed to assure efficient low-cost operations as well as to
determine short- and long-term profit and loss. But as Yates points
out, their information needs differed sharply from those of manufac-
turing companies. These differences included the railroad’s huge initial
construction costs, their need to account for money received daily from
thousands of passengers and hundreds of freight agents, for thousands
of different types of freight items, for the variation in traffic carried,
and with different physical characteristics of their geographical oper-
ating units. The resulting highly complex and control procedures were
not that relevant for manufacturing companies. These differences,
however, did make the railroads the initial primary market for the most
complex business machines developed before World War II, the
punched-card tabulators.

In the 1880s the first generation of salaried managers of the new
integrated corporate enterprises, most of whom were trained as civil
and mechanical engineers, began to meet the challenges of coordinat-
ing product flow through the enterprises, and those of developing
costing, pricing, and depreciation accounts—data necessary both for
managerial purposes and to provide consolidated income statements
and balance sheets to directors and stockholders. To meet these chal-
lenges, they (in Yates’s words) ‘‘began to develop and share a new
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management approach and techniques (presented in articles published
first in engineering magazines and then in newly emerging management
publications) that collectively came to be called systematic manage-
ment.’’

These engineers/managers were thus concerned with developing
cost accounting based on numerical records, routinizing and ration-
alizing the flow of written orders to operating staff, and sending in-
structions to the sales force and nonmanufacturing personnel. This
growth of internal written and numerical information quickly created
a need for mechanical devices to process such information—a demand
that created a new office machinery industry. The first of these ma-
chines, the typewriter, initially produced in the mid-1870s by Rem-
ington Typewriter Company, provided a new device for producing
the printed word. The development of carbon paper for making copies
soon followed. The first machine from National Cash Register (NCR),
introduced in 1882, was designed to prevent theft. After James Henry
Patterson took command of the firm in 1884 those registers began to
collect and record the information produced and, in time, to provide
continuing data on retail sales. As they did, NCR became a national
and then an international enterprise. Burroughs Adding Machine
Company, established in the late 1880s, began in the early 1890s
to produce modern adding machines and other calculating devices.
Because these firms and a small number of competitors were estab-
lished before Thomas Edison’s dynamo brought electrification of
home and office, all were driven not by electricity, but by mechanical
means.

In the 1890s innovative makers of equipment focused more on ma-
chines for the retention and retrieval of existing printed and numerical
data. A. . Dick’s stencil ‘‘mimeograph’’ assured the producing of hun-
dreds of copies. Vertical files improved the storage and retrieval of
these copies. The increasing torrent of papers from a number of op-
erating units led corporations to the formation of central files and the
hiring of a file manager. Soon 3 in. � 5 in. cards increased the pro-
ductivity of the new filing systems.

Yates, after considering the broad implications and impact of the
new collectors and processors of business information, reviews the
continuing growth in the use of these machines. The demand for
business machines surged in the 1920s and 1930s, one reason being
the needs of personnel management, needs which reflected the rise of
the ‘‘human relations’’ school of business management. Another stim-
ulus of the growing demand was the New Deal’s labor and social
security legislation.
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Yates concludes her chapter by reviewing the evolution of the most
complex business-information-processing instrument to be marketed
before World War II, the electrical/mechanical punched-card tabulat-
ing machine. Herman Hollerith invented that device at the request of
the U.S. Census Bureau to process the data collected for the census of
1890. After its success, the bureau asked James Powers to provide an
alternate source. Powers thus became Hollerith’s only competitor. In
1911 a Wall Street promoter, Charles R. Flint, merged the Hollerith
Company with two smaller producers, one of business clocks, the other
of business scales, to form the Computer-Tabulating-Recording Cor-
poration (CTR). In 1914 Thomas J. Watson, a protégé of National
Cash Register’s James Henry Patterson, became CTR’s general man-
ager.

That company concentrated on the Hollerith punched-card tech-
nology, grew impressively, changed its name to International Business
Machine Corporation (IBM) in 1924, and in the mid-1920s built man-
ufacturing plants in Great Britain and France. In 1927 another financial
promoter, James Rand, merged Powers Company with Remington
Typewriter and a small adding-machine concern to form Remington-
Rand. Two other early business-machine makers—National Cash Reg-
ister and Burroughs, together with Honeywell, a maker of heat-control
equipment—began exploring the punched-card tabulating business
before World War II but decided that IBM and Powers were too far
ahead for new entrants to compete effectively. Although IBM domi-
nated this sector of the ‘‘office appliance’’ industry as it was known at
the time, its rivals were clearly aware of the punched-card technology
and the market for such products.

The punched-card tabulating machine differed from the other in-
formation processing devices described in chapter 4. From its start it
was electrically powered. Of more importance the product was not
made by a single machine, but by a system that used several devices
to procure, record, and store data on cards; sort them for retrieval;
perform computations; and print the resulting data in a form that could
be sent to a recipient. In the beginning its markets were not manufac-
turers, but instead the information-intensive giant railroad systems and
insurance companies and large public agencies, such as city govern-
ments and the Census Bureau and other statistical agencies. Not sur-
prisingly, the mainframe computer that created the initial infrastruc-
ture for the Information Age evolved directly from the punched-card
producers.
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The Coming of the Information Age

The next four chapters focus on the creation of the infrastructure of
the Information Age. Chapter 5, by Margaret Graham, deals with the
broad impact of vacuum-tube technology that brought into being radio
and television. Chapter 6, by James W. Cortada, reviews the coming
of the modern digital computers, the mainframe, and then the mini-
computer and the profound impact they had on the processing of
information. First came the mainframe, the marriage of transistor and
punched-card technology for broad commercial and business markets;
then the smaller, more specialized minicomputer for engineers and
scientists. Chapters 7 and 8 focus on the revolutionary changes caused
by the coming of the microcomputer as the personal computer replaced
the mainframe and the workstation the minicomputer. Richard Nolan
(chapter 7) deals with the impact of the personal computer and work-
station on reshaping the processes of business information, and with it
transforming business practices. Lee Sproull, in chapter 8, does the
same for the impact of the personal computer on U.S. households.

The historical setting for these four chapters differs sharply from
that used to relate and understand more fully the evolution of infor-
mation from the Commercial through the Industrial Age. A multitude
of businesses—railroads, business-machine companies, and other en-
terprises, many of which still dominate today’s Fortune 500 list—built
the larger infrastructure for the Industrial Age. Only a handful of
companies brought the Information Age into being.

Indeed, the historical background for the chapters 5–8 can be pre-
sented through the history of two enterprises—the Radio Corporation
of America (RCA) and IBM. RCA’s story provides the linchpin for
the rise and fall of the American consumer-electronics industry. IBM’s
story is critical to any analysis of the progenitors—chips and comput-
ers—of the Information Age, as well as understanding the significance
of the microcomputer revolution.

This concentration in the commercializing—the bringing to market—
innovations in electrical and electronic technology occurred worldwide.
In the United States, the three companies that began to commercialize
electric-based products in the 1890s, AT&T, General Electric (GE),
and Westinghouse, continued to dominate electrical and electronics
industries for decades. In the early 1920s, RCA was a joint venture of
these three enterprises. In Europe, Siemens and Allegemeine Eleckric-
täts Gellschaft (AEG), also formed in the 1890s, dominated their field.
Their initial radio venture, Telefunken, was established even before
RCA. During World War I, when Germany was cut off from world
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markets, Philips, a firm in neutral Holland that by 1900 had become
Europe’s third largest producer of electric light bulbs, began to com-
pete with Telefunken. World War II hit Telefunken so hard it never
recovered. After that war the Japanese leaders Matsushita and Sony
built their global enterprises with products acquired from RCA, Phil-
ips, and AT&T.

As for computers, AT&T’s Bell Laboratories began in 1952 to license
the transistor on a worldwide basis, and the transistor soon replaced
the vacuum tube as the computer’s basic source of power. In the United
States, Great Britain, and France, the leaders were the companies that
combined the tube, and then the transistor, with the punched-card
tabulator technology. In Germany and Japan, these leaders were de-
scendants from their nation’s leading industrial and electrical and tele-
communications enterprises. All the Japanese computer companies re-
ceived their initial electrical and communications technologies from
AT&T, GE, Westinghouse, and Germany’s Siemens.

Now to return to chapter 5. Margaret Graham begins that chapter
describing the introduction of vacuum-tube technology, which freed
the flow of information from wires and permitted it to go beyond
words to provide information through sound and images. She then
focuses on how the words and pictures of the new technology mobilized
society by shaping public opinion in both peace and war, by enlarging
consumer markets through advertising, and finally by defining an over-
all popular culture. This came about during two main time periods,
the first between the world wars, after the advent of radio and talking
films, and the second after World War II with the arrival of television.

The first period began with the formation of the Radio Corporation
of America between 1919 and 1922. The corporation was created by
Owen D. Young, the chief executive officer at GE, working with senior
naval officers, to hold and administer ‘‘radio related patents.’’ Its initial
purpose was a military one—to assure U.S. control of the new ship-
to-shore and ship-to-ship wireless technology. By the time the major
patent holders had signed the final agreement, RCA had become a joint
venture in which General Electric held 30.1 percent of its equity,
Westinghouse 20.6 percent, AT&T 10.3 percent and United Fruit, a
shipper of bananas, 4.1 percent. The just-created RCA was then sud-
denly overwhelmed by an unexpected flow of ‘‘radio related’’ patents.5

Even before the U.S. entry into World War I in 1917, hobbyists had
been building crystal radio sets and communicating with one another,
first by Morse code and then by voice. Their activities were much the
same as the hobbyists in the mid-1970s who, by marketing kits for
other hobbyists, initiated the microcomputer industry. In 1920 West-
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inghouse started operating the first licensed broadcasting station. By
the end of 1922 there were 23 licensed stations, and by 1925 there
were 566. Hundreds of firms making receivers were soon in business.
At the same time the Justice Department, bombarded by complaints
by new entrants, began an antitrust suit over RCA’s controlling patents.

Between 1923 and 1927 David Sarnoff, RCA’s aggressive young
general manager, defined the initial structure of the new industry. He
fashioned a license policy that satisfied the Department of Justice’s
Antitrust Division and the small competitors. RCA licensed its product
at 7.5 percent of the whole value of a set. As a result of this ‘‘package
licensing,’’ royalties became a continuing source of RCA’s income ($7.0
million in 1929).

In 1926 RCA’s two major owners, GE and Westinghouse, completed
their negotiations with the third, AT&T. The telephone company
withdrew from broadcasting. In return, the historian, Hugh G. H.
Aitken writes, ‘‘it would receive exclusive patent rights in the field of
public service telephoning but would withdraw from broadcasting;
while GE, Westinghouse, and RCA would enjoy exclusive rights in
the fields of wireless telegraphy, entertainment broadcasting, and the
manufacturing of radio tubes for public sale.’’

Sarnoff then merged the broadcasting stations received from AT&T
with those that RCA owned (and would acquire) into a new enterprise,
the National Broadcasting Company (NBC). He then divided NBC
into two networks, the red to concentrate on commercial broadcasting,
the blue on public service. In 1927, William Paley formed a competing
network, Columbia Broadcasting System (CBS). In 1942, under pres-
sure from the Federal Communications Commission (FCC), RCA sold
off its blue unit, which became the American Broadcasting Company
(ABC). The three remained for several decades the dominant national
broadcasting networks.

After 1927 Sarnoff followed two paths to growth. One was to use
the vacuum tube to develop high-fidelity recording and, in a joint
venture with Hollywood producers, ‘‘talking’’ motion pictures. The
second was to make RCA an integrated manufacturing enterprise in-
dependent of its owners, because under the 1926 agreement RCA only
marketed radios and other equipment produced by General Electric
and Westinghouse.

Sarnoff’s first step was to convince those two companies to finance
RCA’s purchase of Victor Talking Machine Company, the U.S. pio-
neer in commercializing the phonograph. This purchase, besides
bringing RCA into a closely related technology, provided it with
a strong manufacturing and marketing base in Camden, New Jersey,
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and subsidiary ones in Japan, Canada, and Latin America.6 In April
1930, GE and Westinghouse turned over their radio-related patents,
personnel, and facilities in exchange for $6 million worth of RCA
shares.

Three weeks later the government brought an antitrust suit against
RCA that further propelled its independence by a consent decree in
November 1930. The decree drastically reduced RCA’s debts to GE
and Westinghouse—debts resulting in good part from the acquisition
of Victor. Both agreed to sell their equity holdings in RCA and not to
compete in radio products for two and a half years.

By 1932 the now independent RCA and the radio industry were
staggering through the Great Depression. Sales plummeted; radio re-
ceiver sales dropped from $842 million in 1929 to $300 million in 1934.
RCA to remain solvent sold off its Canadian and Latin American (but
not its Japanese) holdings that had come with Victor.

As economic recovery began in the mid-1930s, however, RCA was
firmly established as the nation’s only enterprise to operate successfully
in several sectors of the consumer electronics industry. In radio re-
ceivers its major competitors were Philco, Zenith, Emerson, and Mag-
navox. In tubes and other components, Sylvania (which supplied Philco
and Zenith) was the major competitor. In national broadcasting at that
time it was just CBS. In motion pictures Radio Keith Orpheum (RKO)
divided the sound equipment market with a subsidiary of Western
Electric. Most important of all in terms of the future, RCA was leading
the way in the development of television. In television RCA’s base was
the research unit that Westinghouse had transferred in 1930, headed
by Vladimir K. Zworykin, the inventor of the basic electronic photo-
tube. By 1932 he had sixty persons working under him in RCA’s New
York research laboratory.

Within this corporate framework Graham gives her detailed account
of how that infrastructure was used to provide a mass medium for
entertainment, to provide a national advertising medium for branded
consumer products (one that supplemented the newspapers and mag-
azines), and finally to mobilize the civilian society with the outbreak
of global war. Together such societal mobilization created a definable
mass culture. After the war this culture would be redefined by televi-
sion—the technology that combined sound and images.

By the late 1930s television technology had been advanced enough
for RCA to develop one model, and CBS (supported by Philco and
Zenith), another. After a continuing battle between the two, the in-
dustry trade association in 1941 accepted the RCA standard. On July
10, 1941, NBC launched commercial telecasting. But five months later,
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with the Japanese attack on Pearl Harbor, the government banned
commercial production of television equipment for the duration.

The coming of World War II delayed the introduction of television,
but, as Graham emphasizes, it rapidly advanced the broader technology
required for its commercialization. Wartime demands also profoundly
transformed RCA and its competitors by bringing mass production of
tubes and components and by moving the companies into production
of military and industrial equipment.

With the war’s end RCA turned quickly to capture the huge antic-
ipated market for television. RCA’s initial postwar move was to pin
down the 1941 standard. In 1946 its management announced the firm’s
television technologies would be open to all. In June 1947, it invited
its competitors to Camden to examine RCA’s postwar product (selling
at $345), and to take detailed blueprints with them.7 This strategy
worked. Television sales soared. RCA’s market share of radio receiving
sets dropped rapidly, but its income from licensing and tubes and other
components took off. After the swift growth of hardware leveled off in
the early 1950s, NBC’s rising cashflow from telecasting maintained the
firm’s profits.

In the postwar years the industry’s leaders concentrated on com-
mercializing color TV. Again, the battle was between RCA and its
competitors, led by CBS. The rivals developed contrasting types of
receiving and broadcasting equipment for color. Once again RCA’s
standard, assisted in part by the closing down of such product devel-
opment during the Korean War, was victorious in 1953.

But that victory did not assure commercial success. Much work was
still to be done. RCA’s competitors pulled out of the race, thus de-
priving the company of its income from licensing and components, but
it continued (at high cost) to push on. In 1959 came its first profit
from television. Zenith was the first competitor to return to color. It
did so in 1961 by purchasing 500,000 RCA tubes on which RCA made
a profit of $35 per tube. As the sole producer of the tricolor tube which
it had recently developed and profiting from a strong pent-up demand
for color—not only in television but also in motion pictures—during
the 1960s RCA became one of the nation’s largest industrial revenue
producers (number 26), remaining the industry’s dominant leader. At
the same time a rapidly growing Japanese consumer-electronics indus-
try, based in large part on licenses from RCA and those for AT&T’s
transistor, was becoming increasingly competitive.

From 1960 on, color television dominated electronic media for the
projection of sound and images. Graham considers its impact on the
existing media and then analyzes its role in the shaping of postwar
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popular culture, political processes, and other aspects of the role of the
electronic media in the mobilizing of society.

Graham ends her chapter with a reference to the rapid transfer of
RCA’s technology to Japanese producers resulting from a 1957 consent
decree with the U.S. Justice Department. Because that decree prohib-
ited the use of package licensing in the domestic market, RCA focused
on licensing its existing and new technology abroad, mainly to Japanese
producers. At the same time it turned to markets other than those for
consumer electronics.

As the Japanese were obtaining and perfecting the industry’s basic
technology, RCA’s management embarked on a disastrous attempt to
compete with IBM’s System 360 mainframe computer and to diversify
into unrelated products. It acquired a publishing company, a sporting
goods chain, a car rental firm (Hertz), producers of frozen foods, and
other enterprises.

By the mid-1970s, RCA’s revenues were rapidly declining and its
debts were soaring. In the early 1980s, a new management team sold
off all its acquisitions, and finally in 1986 its consumer-electronics
operation and NBC were sold to GE. General Electric in turn quickly
sold the consumer electronics to France’s Thomson Houston. The
smaller producers of radio and television receivers and components
had neither the scale, scope, or full line of consumer-electronics prod-
ucts necessary to compete in world markets. By the late 1980s, nearly
all had been acquired by Matsushita, Sony, Sanyo, and Europe’s Phil-
ips. Once the U.S. consumer-electronics industry had lost its RCA
core, it collapsed quickly.

Chapters 6, 7, and 8 evaluate the role of the digital computer in
bringing the Information Age into full flower. The authors agree on
the chronology of three eras during which that role evolved: the ‘‘data-
processing era’’ from the 1950s to the early 1980s, the ‘‘microcomputer
era’’ from the early 1980s to the mid-1900s, and finally the ‘‘network
era,’’ beginning in 1995.

Just as RCA played a central role worldwide in providing the means
of transmitting and receiving sound and images, reviewed in chapter
5, so did IBM lead in computer-based information, as covered in
chapters 6 and 7. The IBM mainframe and its clones dominated world
markets from the 1950s to the 1980s. IBM’s ‘‘personal computers’’
(PCs) and its clones helped to assure continuing U.S. dominance in
microcomputers after the mid-1980s.

The difference between RCA and IBM was, of course, that RCA
self-destructed in the 1970s and so turned the industry over to the
Japanese. IBM, after recovering from the impact of the personal-
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computer revolution which it did so much to create, remains today the
world leader. In 1994 it was the nation’s largest revenue producer in
five of the seven major sectors of the computer industry. As table 1.1
shows, IBM led in large systems, midrange systems, peripherals, serv-
ices, and software. Its software revenue was $11.5 billion as compared
to Microsoft’s $4.5 billion. IBM’s revenues were a very close second
to Sun Microsystems in workstations and to Compaq in PCs.8

As has been pointed out, the modern digital commercial data-
processing computer was a marriage in the 1950s of the punched-card
tabulating technology with that of the electronic tube and then the
transistor. The U.S. companies that successfully made the transition
from making computers for military and defense to producing them
for the commercial market were the business-machine makers had had
prewar experience or at least an awareness of punched-card tabulating
technology. These were National Cash Register (NCR), Burroughs
Adding Machine, Remington-Rand (merged with Sperry in 1955), and
Honeywell. Since IBM accounted for nearly 90 percent of the
punched-card tabulator market before World War II, IBM understand-
ably jumped ahead of its competitors in the new computer industry.

As the world’s leader in the production and marketing of punched-
card equipment, IBM had perfected the essential capabilities needed
to develop, manufacture, and sell data-processing equipment for busi-
ness purposes. The new digital computers used much the same card
readers, punches, and other peripheral equipment. Markets for these
computers were much the same large information-intensive industries
that relied on punched-card tabulators. In the early 1950s IBM en-
hanced its technical capabilities in electronics by increasing the number
of its engineers and technicians from 500 to 5,000, and by hiring the
chief scientist of the Office of Naval Research, Emmanuel (‘‘Manny’’)
R. Piore, to head its expanded research organization.

By 1960, IBM’s revenues were twice the total of its U.S. competitors
combined. By then it was producing seven different classes of ‘‘main-
frames’’ (as these computers had become termed), ranging from more
broadly based ones for corporate offices and high-powered, more nar-
rowly focused ones for scientific purposes. These mainframes used
different sets of processors, peripherals, and software and relied on
outside suppliers for semiconductors and other inputs.

Thomas Watson Jr. succeeded his father as IBM’s president in 1956.
In December 1960 he and his senior managers decided to make the
next generation of computers compatible with one another. That
generation would be more than a set of new lines. It would be a system
of compatible lines. The IBM System 360 would include five (later



Table 1.1 The Ten Leading American Computer Vendors in Each Industry Segment,
1994

Rank Company

Estimated
Revenuesa

($ billions) Rank Company

Estimated
Revenuesa

($ billions)

Large Systems (Mainframe) Peripherals
1 IBM 5,956.8 1 IBM 8,583.0
2 Unisysb 1,243.2 2 Hewlett-Packard 6,336.0
3 Amdahlc 819.3 3 Seagate 3,465.0
4 Cray 571.4 4 Quantum 3,286.0
5 Intel 460.8 5 Xerox 3,126.8
6 Silicon Graphics 163.1 6 Conner Peripherals 2,352.0
7 Convex 76.4 7 Western Digital 1,900.0
8 Digital 40.5 8 Digital 1,620.0
9 Control Data 5.2 9 Lexmark [IBM] 1,215.0

10 Storate Tek 1,121.2

Workstations PCs
1 Sun Microsystems 3,262.0 1 Compaq 9,018.8
2 IBM 3,206.6 2 IBM 8,775,1
3 Hewlett-Packard 2,880.0 3 Apple 7,161.8
4 Silicon Graphics 1,223.2 4 Dell 2,870.0
5 Digital 1,080.0 5 Gateway 2000 2,700.0
6 Intergraph 833.1 6 Packard Bell 2,600.0
7 Motorola 593.1 7 AST Research 2,311.0
8 Unisys 435.1 8 AT&AT [NCR] 1,718.9
9 Control Data 31.5 9 Digital 1,350.0

10 Data General 22.8 10 Hewlett-Packard 1,152.0

Mid-range Systems (Minicomputers) Software
1 IBM 5,764.7 1 IBM 11,529.4
2 AT&T [NCR] 5,042.0 2 Microsoft 4,464.0
3 Hewlett-Packard 2,688.0 3 Computer Associates 2,454.7
4 Tandem 1,538.9 4 Novell 1,901.6
5 Digital 1,174.5 5 Oracle 1,901.6
6 Motorola 616.8 6 Lockheed Martin 1,242.0
7 Data General 536.5 7 Digital 1,215.0
8 Sun Microsystems 534.8 8 AT&T [NCR] 916.7
9 Unisys 497.3 9 Lotus 873.6

10 Apple 477.5 10 Unisys 683.8
(continued)
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Table 1.1 (continued)

Rank Company

Estimated
Revenuesa

($ billions) Rank Company

Estimated
Revenuesa

($ billions)

Services
1 IBM 16,563.5
2 EDS 10,052.4
3 Digital 6,345.0
4 Hewlett-Packard 4,608.0
5 Unisys 3,108.0
6 Computer Sciences 3,085.0
7 KPMG Peat Marwick 2,300.0
8 Andersen Consulting 2,206.8
9 Entex 1,300.0

10 Deloitte & Touche 1,041.0

Source: Compiled from ‘‘Datamation 100, 1995,’’ Datamation (June 1, 1995): 47, 48, 57, 61,
62, 66. Datamation did not list semiconductors since they were used in many industries.

aRevenue figures represent worldwide revenues for each segment.
bFormed as a merger of Burroughs and Sperry-Rand in 1986.
cFujitsu dominant stockholder.

six) new computing processors that would cover the overall market in
terms of price and performance. They would all use the same input/
output equipment, tapes, disk storage, terminals, and other peripherals.
The power source would be a still untested transistor chip produced
in a giant new plant. In addition, the products would have the same
operating software and software applications. Since the company leased
rather than sold computers (repeating the practice it had followed with
punched cards), it provided regular service and repair. In addition, it
would continue to supply computing services to customers who did
not require the full-time use of one of its products. In other words,
the IBM System 360 would incorporate within a single set of product
lines much of the activity that was beginning to be carried on by a
growing network of supporting suppliers and vendors.

In 1967 the System 360 began to appear in volume. Its arrival quickly
defined the continuing mainframe path of learning, not only in the
United States, but worldwide. In addition to the core competitors
NCR, Burroughs, Remington-Rand, and Honeywell, two others—the
nation’s leaders in electronics, General Electric and RCA—went all-
out to build similar systems. Both GE and RCA had the potential in
terms of technical and managerial capabilities and the financial re-
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sources to attempt to produce a comparable line of products—a po-
tential no other company in the world enjoyed at the time. Neverthe-
less, with IBM’s announcement in 1970 of its next generation, the
System 370, both gave up their attempts after investing an inordinate
amount of time and expending massive funds in research and devel-
opment. In RCA’s case the cost was over half a billion dollars and a
lost generation of research.

After the withdrawal of GE and RCA, the IBM System 360 and 370
became the worldwide standard for mainframe computers. The credit
belongs to IBM’s chief designer, Gene Amdahl. The announcement
of the System 360 in 1964 turned the European computer makers,
supported by their governments, to making technological alliances with
IBM’s U.S. competitors to produce comparable systems. The an-
nouncement of the System 370 was as great a shock to the four Eu-
ropean and six Japanese computer makers as it was to GE and RCA.
Several lost their technologically advanced U.S. partners. All under-
stood more fully the challenges they faced. In response the Japanese
Ministry of Trade and Industry (MITI) drew up a ‘‘New Series Pro-
ject’’ that paired the industry’s leaders to develop similar compatible
systems. In Europe Philips (still primarily a consumer electronics pro-
ducer), Siemens, and the French ‘‘national champion’’ CII formed
Unidata to achieve the same goal.

In 1970 Gene Amdahl left IBM to start his own company to produce
and sell the largest of the machines he had designed. Unable to raise
the $40 million in venture capital he estimated as necessary, he con-
tacted Fujitsu, Japan’s most technologically advanced computer maker.
Its management immediately responded with high enthusiasm. As Fu-
jitsu’s top manager told an assistant, if the proposal ‘‘goes well, it will
be incredible!’’9

It went very well. Fujitsu then raised the funds, primarily from the
government, to acquire 20 percent of the equity of Amdahl’s company.
By 1974 Amdahl’s Japanese factory was completed. By 1976 Fujitsu
held 41 percent of its stock. Also in 1976, Fujitsu introduced its
M-190, the first of an ‘‘M-series.’’ It was a ‘‘one-to-one replacement’’
of the Amdahl 470-V6 which, in turn, was a one-to-one copy of the
model 168 of IBM’s System 370. By the end of the decade Hitachi
and the NEC Corporation, as well as Fujitsu, were producing similar
machines. They continued to enhance their product development and
production capabilities in much the same manner as their compatriots
were doing in consumer electronics, automobiles, and ships.

By 1975, the European Unidata project had collapsed. Germany’s
Siemens then turned to Fujitsu, asking to be supplied with its
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M-series on an Original Equipment Manufacturing basis (OEM), that
is, selling another company’s product over its own name. By 1978 it
was receiving the same M-190 IBM clone. In 1981 Fujitsu agreed to
supply Great Britain’s International Computers Limited (ICL) on
much the same basis. Hitachi then did the same for Italy’s Olivetti.
The fourth European company, France’s Machines Bull, made com-
parable arrangements in 1982 with NEC. Thus by the early 1980s
Europe was getting its mainframe technologies from the United States
via Japan.

At home during the late 1960s and early 1970s, two entrepreneurial
start-ups became significant competitors to the IBM mainframes. Each
developed its product line on the edges of IBM’s System 360 line. The
first start-up, William Norris’s Control Data (CDC), introduced a
supercomputer for scientists in 1966, but its market remained highly
specialized and limited.

On the other hand, Kenneth Olsen’s Digital Equipment Corpora-
tion (DEC) commercialized the first minicomputer and thus opened
up a small but increasingly lucrative market. Olsen’s high-
powered PDP series, with no advanced technological peripherals and
with customers supplying much of the software, sold at unprece-
dented low prices. In the early 1970s a small number of firms began
to follow Olsen’s lead in producing minicomputers. The most suc-
cessful were Data General (established by Edson DeCastro, the de-
signer of Olsen’s PDP series), Hewlett-Packard, and IBM itself. By
the early 1980s IBM’s minicomputer revenues were larger than those
of Digital.

The stream of IBM’s System 360 and Digital’s PDP series quickly
broadened the data-processing infrastructure for the Information Age.
Between 1968 and 1972 a burst of new enterprises appeared to meet
the rapidly increasing demand for peripherals, packaged software, com-
puter services, and, most important of all, chips.

The central role of chips in information processing is described by
James W. Cortada in chapter 6. The initial chip manufacturers were
not the large tube makers like RCA and Sylvania; instead they were
small specialized firms that had acquired Bell Laboratories’ transistor
license. Another set of chip companies appeared a decade later to meet
the demands of the late 1960s. The early set of small specialized firms
included Texas Instruments (TI), makers of geodetic instruments used
in the exploration for oil; Motorola, producers of car radios; and Fair-
child Semiconductor, established in 1954 in Palo Alto by Gordon
Moore and Robert Noyce, and others.
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Of these three, Texas Instruments proved the most innovative. After
receiving its license in 1952, TI signed a contract with AT&T to
produce a transistor radio. It then led the way in developing silicon-
based chips, becoming IBM’s semiconductor supplier in 1959. That
same year Jack Kilby, one of TI’s engineers, patented the integrated
chip that, by placing several transistors on a single silicon wafer, be-
came the central power source for computers. TI then began to expand
aggressively overseas.

Though less innovative, Motorola quickly followed TI in building a
multinational enterprise with manufacturing facilities in Europe and
Asia. By 1965 TI had fifteen operating plants in ten countries, and
Motorola was not far behind. One missing market was Japan. Here TI
negotiated with Sony from 1963 to 1968 and finally paid the price of
entry into Japan by licensing its Kilby patent to all Japanese firms. On
the basis of that patent, Japanese firms quickly moved forward in the
volume production of semiconductors as they were already doing in
consumer electronics.10

Fairchild was a highly innovative enterprise but far less financially
successful than TI or Motorola. One of its partners, Robert Noyce,
patented an integrated chip in 1959, the same year as Kilby did.
Fairchild’s problem was that it produced entrepreneurs not products.
Gordon Moore, one of Fairchild’s founders and director of its research,
has written: ‘‘The fact that new ideas [from his unit] were spawning
new companies rather than contributing to the growth of Fairchild was
immensely frustrating.’’11 So Moore, Noyce, and a younger man named
Andrew Grove decided to leave Fairchild to form Intel. Grove had
joined Fairchild in 1963 after receiving his Ph.D. from the University
of California.

In 1967 and 1969 two other entrepreneurial firms, National Semi-
conductor and Advanced Micro Devices, began operations near Fair-
child and Intel in what was becoming California’s famous Silicon
Valley. Since then, in the 1990s, these six—Intel, TI, Motorola, Fair-
child, National Semiconductor, and Advanced Micro Devices—still
dominate the U.S. production of chips for computers.

Although during the 1970s TI and Intel concentrated on Dynamic
Random Access Memory (DRAM) chips primarily for mainframes (as
did other U.S. firms), both companies pioneered in commercializing
the microprocessor, the ‘‘computer on a chip’’ that so transformed the
industry in the 1980s. During the 1970s, however, the new micro-
processor was used primarily to improve the performances of machin-
ery, appliances, automated assembly lines, and the like. By the end of
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the decade all the U.S. chip makers were suffering from the increas-
ingly powerful Japanese competitors.

By the late 1970s the infrastructure of the ‘‘data-processing era,’’
based on large computers used by business, government, education,
and other institutions had been completed, as told by Cortada in chap-
ter 6. Cortada describes in detail the creation of this infrastructure and
its effect on the U.S. economy. After considering the impact of the
transistor and the integrated chip and tracing the evolution of IBM’s
Systems 360 and 370, Cortada carries the story further in terms of the
evolution of hardware and software, and the resulting increase in com-
puting power and the types of information processed. He indicates the
extent of the deployment of data-processing technology through the
broad sectors of the economy (manufacturing, retailing, and financial
services), and its impact on the nature and the composition of the
nation’s working force. He also calls our attention to the speed with
which this deployment of computing technology occurred, demon-
strating yet another example of America’s appetite for useful technol-
ogies.

But the drama of the evolution of computing technology and its
deployment continued. The data-processing era was completed only
to be dramatically reshaped in the early 1980s by the unanticipated
onslaught of the personal computer.

This event brought about the computer world as we know it today—
a world of microcomputers (personal computers and workstations)
powered by microprocessors and used by individuals, connected with
each other through networks. In expediting the microcomputer revo-
lution, IBM played as critical a role as it did in creating the large
computers of the data-processing era in the 1950s and 1960s.

The personal computer (PC) era had been foreshadowed in 1977
when Apple, Commodore, and Tandy introduced the first commercial
microcomputers, which quickly replaced the pioneering kits assembled
by hobbyists for hobbyists. But the PC industry’s explosive growth
began with IBM’s entry in 1980 when the laboratory director of the
company’s Entry Level Systems Unit, William C. Lowe, at the explicit
direction of IBM’s senior management, sent a task force to Boca Raton,
Florida. His charge to the task force was to design a microcomputer,
build a factory to produce it in volume, and create a national and
worldwide marketing and advertising organization for the mass-
produced consumer product—and all this was to be accomplished
within a year.

To meet the assigned schedule, the new computer would have an
‘‘open architecture,’’ not protected by patents as were those of its
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competitors. Peripherals were to be purchased from sources that could
supply the equipment immediately in volumes needed for mass pro-
duction. Software was to be developed separately from the central
processing unit. For their processor the Boca Raton team chose a low-
powered 8-bit Intel chip. For its operating system the task force’s
managers chose Gary Kildall, who had written what was by 1981 the
dominant operating system for microcomputers. When Kildall refused
to sign a nondisclosure agreement, they turned to William Gates,
whose enterprise in Seattle was producing a version of the program-
ming language BASIC for microcomputers but had not yet built an
operating system.

IBM’s Boca Raton team completed the product on schedule. By
autumn 1981 the mass-production facilities were complete. By then
the managers had signed contracts with retailing chains, including
ComputerLand and Sears Business Centers, and built a national (later
international) marketing unit to support a network of franchise dealers.
In 1982, the first year of full production, IBM’s microcomputer reve-
nues were $500 million. In 1985, the fourth year of full production,
revenues had soared to $5.5 billion, a record of revenue growth un-
surpassed in industrial history.

Consider the profound, but largely unintended and certainly unex-
pected, consequences of the Boca Raton venture.

First, it revealed a mass consumer market for computers. Hitherto
the market had been institutional—corporations, government offices,
universities, research laboratories, and the like.

Second, by making its PC an open system, IBM created an unpre-
cedented opportunity for both existing and start-up companies to enter
this new market, an opportunity denied by Apple and the other existing
proprietary systems. The clones indeed poured in. As Business Week
reported in July 1986, ‘‘Now more than 200 clone suppliers using the
same software and working with the same hardware’’ were challenging
the standard’s progenitor.12 IBM’s entry into the microcomputer busi-
ness profoundly changed the structure of the computer industry in
barely five years.

Third, because the development of the chip and the operating system
were so intimately connected—one could not be created without the
other—Intel and Microsoft had received the franchise to produce for
this new unexpected multi-billion-dollar market. They quickly became
the microcomputer industry’s two major players. By the early 1990s
their near monopolistic position provided them with far greater fund-
ing for continuing research and development than any of their com-
petitors.
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Fourth, the swift proliferation of desktop computers created a de-
mand for new types of packaged software written for individuals in
offices and also at home rather than for corporate information tech-
nology managers. First came spreadsheets, designed by VisiCalc and
Lotus, then database management systems, graphic word processing,
and other types of application software offered by such firms as Oracle,
Computer Associates, and Borland. Software for personal computers
became the industry’s fastest-growing sector. By the 1990s, it had
become a major U.S. industry by itself, with some vendors’ stock values
(but certainly not revenues) exceeding venerable U.S. manufacturers
(e.g., Microsoft over General Motors).

Fifth, the sudden appearance of personal computers on a multitude
of desks within corporations and other institutions demanded creation
of internal enterprise networks to connect individuals within and be-
tween operating units. As early as 1983 start-ups Novell and 3Com
were providing software for what had become termed the local area
networks (LANs). Others soon followed.

Sixth, because the personal-computer industry was not created in
the normal evolutionary manner, with the successful pioneers devel-
oping their proprietary systems, these new and unexpected demands
led to a burst of entrepreneurial start-ups in the United States. This
did not occur elsewhere. Foreign competitors, primarily Japanese, were
quickly left behind. From its start, U.S. firms dominated the micro-
computer industry worldwide.

During the mid-1980s the entrepreneurial start-ups in personal com-
puters were IBM clones—Dell, Gateway 2000, Packard Bell, and AST
Research had begun as innovators in marketing rather than technology.
In 1994 the leading producers of PCs were Compaq (the first successful
IBM clone, which shipped its first production in 1983), IBM itself,
and Apple (the one remaining producer with a proprietary operating
system), followed by the four marketing pioneers (see Table 1.1). In
peripherals the largest revenue producers included two 1980 start-ups,
Quantum and Conner, while Hewlett-Packard became one of the world
leaders. Indeed by 1994, Hewlett-Packard was a major player in five
of the industry’s sectors, excluding large systems and software. In
chips, however, Intel became and remained the ruling firm. In 1994,
of the worldwide production of microprocessors by U.S. makers, Intel
had 74 percent, Motorola (then working with IBM) 12 percent, Ad-
vanced Micro Devices (IBM’s second source for IBM Boca Raton
venture) 7 percent, and Texas Instruments 3 percent.

Because IBM’s clones dominated the PC market, Microsoft’s oper-
ating system (powered by Intel chips) controlled the gateway to appli-
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cation software development. Gates quickly used that advantage to
attack aggressively Lotus, Oracle, Computer Associates, Borland, and
Novell, and other new producers of applications and networking soft-
ware. By 1994 approximately 63 percent of Microsoft’s income came
from application software, 34 percent from operating systems, and
4 percent from hardware. As the Information Age came into its
own, U.S. firms accounted for 87 percent of packaged PC software
worldwide. In Japan, U.S. vendors accounted for 50 percent of the
application software and Microsoft provided 70 percent of the oper-
ating systems.

Nevertheless, the Intel/Microsoft combination of chip and operating
system did not completely dominate the new microprocessor industry,
for during the 1980s the PC had increasing competition from the
workstation using a different combination. By the mid-1980s the
makers of minicomputers—IBM, Hewlett-Packard, Digital, Apollo
(which emerged from the earlier out of Prime Computer, Inc.), and
the innovative start-up Sun Microsystems—used proprietary RISC
(Reduced Instruction Set Computing) microprocessors and UNIX op-
erating systems (initially developed by AT&T) to manufacture work-
stations that met the needs of their existing customers in engineering
and scientific fields. Their success lay in developing a highly effective
intra-enterprise network technology by which high-powered ‘‘servers’’
stored information and then transmitted it on call to ‘‘clients’’ (desktop
computers) to be analyzed and manipulated in order to obtain the
information required. In 1993 Gates moved Microsoft into the work-
station market with his Windows NT. At the same time Microsoft was
challenging Novell’s much improved NetWare file/server for PC local
and wide area networking.

By the early 1990s most major U.S. companies were using one
network technology or the other—or a combination of them—to build
their own intra-enterprise networks, or intranets. At the same time
they were beginning to tie their intranets to the growing external
Internet. Richard Nolan, in chapter 7, provides an excellent brief
review of the Internet’s evolution from the government’s Advanced
Research Project Network, the ARPANET. This was first used by
government agencies and universities to communicate with one another
and then by corporations, interest groups, and other associations to do
the same.

However, to connect enterprise intranets with those of other enter-
prises and with the larger Internet required the development of a
specialized hardware and software, the router and the browser. With
that connection the Information Age had arrived.
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Cisco, a company formed in 1984, introduced in 1986 the router, a
selector of the most effective routes for data to flow from one network
to another. Cisco’s initial markets for these routers were universities
and research centers and other groups using the ARPANET. By 1988
its major customers had become mainstream corporations that com-
municated internally through private local and wide area intranets. As
the pioneer, Cisco continued to enjoy 50 percent of that market through
1994.

The final step uniting the intranets to the internet was Mosaic, the
initial ‘‘browser’’ software, written at the University of Illinois,
Champaign-Urbana, for expediting the connecting of the intranets and
the Internet. In 1994 the university licensed Mark Andreesen, one of
its creators, who formed Netscape. Its Navigator software became the
dominating browser for the World Wide Web, whose initial code for
the public Internet was written in 1990. At the same time, another one
of Mosaic’s creators formed Spyglass, whose license was acquired by
Microsoft in 1995 and then bundled free of charge as Internet Explorer
with Windows 95. As versions of Mosaic software came on stream,
Cisco’s income from its hardware and services shot up from $650
million in 1993 to $2 billion in 1995.

In chapter 7, ‘‘Information Technology Management, 1960–2000’’
Richard Nolan focuses on the changes in IT management in business
enterprises from the data-processing era through the microcomputer
revolution and then to the challenges IT managers face with the coming
of the network era in 1995. Nolan does this by relating the firms’ IT
architecture to corporate organizational structure.

Nolan first considers how the budgeting and managing techniques
developed in the data-processing era reflected the needs of large ver-
tically integrated, multidivisional enterprises. Next he reviews how
these needs were transformed by the impact of the explosion of infor-
mation that accompanied the coming of the personal computer, con-
siders the tensions that this created for data-processing managers, the
resulting shaping of IT management, and the coming of new bench-
marks for organizational performance. Finally the chapter considers
the challenges for IT management caused by the marriage of intranets
and the Internet ‘‘to coordinate the thousands of computers that made
up their internal networks, as well as tens of thousands of computers
with which the organizations communicated through various connec-
tions with other Intranets of suppliers and customers and the overall
Internet.’’ Nolan then describes and evaluates the resulting impact on
the enterprises’ working forces, on their methods of resource allocation
and management, and on other business and managerial concerns.
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In chapter 8, ‘‘Computers in U.S. Households, 1977–1997,’’ Lee
Sproull reviews the evolution of the home computer ‘‘from a sociolog-
ical point of view.’’ The computer, of course, appeared in the house-
hold only after the coming of the personal computer. Sproull divides
the ensuing evolution into three periods.

The first period, from 1977 to 1984, was one of standing machines,
acquired primarily for two purposes, entertainment (games and hob-
bies) and self-improvement, both educational and for home office work
using VisiCalc spreadsheets. The second period began in 1984, as the
output of personal computers soared, and continued until 1994. In that
ten years the household machines became connected with a variety of
databases such as airline schedules, news wires, financial services, en-
tertainment, and self-education. Because the home computers were
unable to store much data in permanent form, ‘‘on-line service com-
panies’’ were formed to provide that access via a modem and a tele-
phone call with charges paid for each call. Although such firms as
Prodigy, Delphi, and America Online began operations in the 1980s,
they had limited use until the late 1980s when the ARPANET was
turning into the Internet. Sproul’s third period began when the router
and browser, by linking the Internet to other networks, marked the
arrival of the full-fledged Information Age.

After covering the chronological development of the home computer,
Sproull reviews its impact on society in terms of social status, gender,
income, and race. She considers its impact on children and family
dynamics, on the changing boundaries between the household and
office, between home and markets (including on-line purchasing trans-
actions), and those between home and government, and then the dif-
ferences between rural, suburban, and inner-city dwellers in the defin-
ing of these boundaries. Particularly intriguing is Sproull’s analysis of
the role of the home computer in changing family and personal rela-
tionships, in bringing individuals and interest groups to communicate
with each other via the Usenet, and later the Internet—including
communication between people who have never met face to face. As
the chapter ends, ‘‘One of the most amazing features of the information
revolution has been its character as a people’s revolution, once the house-
hold computer went on-line.’’

But let us begin the story with the Colonial Period, because it is in
this era that some of the fundamentals of the American experience
started late in the Commercial Age.
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2

Early American Origins
of the Information Age

Richard D. Brown

The Ancien Régime of Information Diffusion

in the British Colonies

During the nineteenth century a dynamic, innovative information cul-
ture emerged in the United States, one in which the production of
print and oratory, and systems for their diffusion, came to set the pace
for much of the world. In global terms this was an astonishing devel-
opment, especially in light of the condition of British North America
during the Colonial Period. Colonial society had been by European
standards relatively crude, even backward: its population was thinly
spread in a vast landscape, and there was a general scarcity of social
and economic infrastructures and the capital to develop them. Infor-
mation and transportation infrastructures were only beginning to grow,
and they lagged far behind Britain. Whether one counts printing
presses and associated industries such as papermaking, typefounding,
and bookbinding, or libraries, roads, and canals, the American colonies
were a raw, frontier society when measured against England. Indeed,
colonists relied more on the British information infrastructure than on
anything their own settlements could muster for much of the eigh-
teenth century. The American starting point was not especially prom-
ising.1

It is true that Europe’s most advanced information technology came
early to the colonies. The Puritan stronghold, Massachusetts-Bay, im-
ported a press into Cambridge in 1638, and thereafter sponsored a
printer. But the purpose of this government-controlled press was lim-
ited to printing the laws of the colony, such religious works as the
leading magistrates and clergymen thought necessary, and job-printing
for the government and Harvard College. Almost forty years would
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pass before a commercial press was allowed to operate in Boston, and
even then it produced only a handful of titles in its brief existence. By
1700 a couple of presses were at work in Massachusetts, as in Con-
necticut, but the output was meager. The only other colonial presses
were located in New York and Philadelphia, which each had a single
press that subsisted chiefly on government jobs.2

The significance of these early presses is not that they show the
American information revolution in its infancy, but precisely the re-
verse—they show the power and pervasiveness of European tradition.
Not only did colonists import many more printed pages than these
presses ever produced, these one-man shops were emblematic in that
they eked out their survival within the restrictive censorship policies
of the mother country and Europe in general. Parliament required that
all publications be submitted in advance to the government censor
before they could be licensed for printing. After this legislation lapsed
in 1695, prior censorship ended and the English (and colonial) press
became ‘‘free,’’ but laws against seditious and blasphemous libel re-
mained in force and served as significant restraints on publication.
Newspapers, whose continuous publication began in Boston in 1704,
would continue to require government approval until 1720. Together,
economic and political constraints inhibited the development of colo-
nial printing although, as commerce grew, printing gradually became
established in all the colonies and would, by the time of independence,
supply a substantial infrastructure of experienced personnel and dis-
tribution networks.3

The initial purpose and function of printing in the colonies was,
after all, to reinforce the top-down model of information diffusion that
was characteristic of seventeenth-and eighteenth-century societies.
Printed goods were scarce and expensive commodities, almost always
intended to serve the needs of magistrates, merchants, and the learned
professions, as well as the pleasures of the gentry. Popular imprints
never supported a colonial press, but by the mid-eighteenth century
almanacs in particular were a staple for printers and laid a foundation
for popular secular reading distinct from devotional and prayer books.
Although the objectives of printing were defined by the elites who
sponsored and supported print shops in the colonies as in Britain, the
press did come to have a lively popular dimension.

This was much less true for most colonial information systems. The
men who conducted the public affairs of the colonies, and who ran
their religious and educational establishments, all assumed that most
information whether it concerned transatlantic events or the cultures
of science, letters, and theology, was properly confined to the better
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sort. Magistrates and clergymen, and even the press, diffused infor-
mation discreetly, as needed, for purposes of governance and piety.
The most well-informed men in the colonies, whether Boston’s Samuel
Sewall at the turn of the eighteenth century or Virginia’s William Byrd
a generation later, saw no reason why cosmopolitan information and
learning should be widely accessible.4

The restrictive character of information systems is manifest in the
newspapers, which were the broadest, most nearly popular dissemi-
nators of information of the era. Their circulations were limited to a
range of 600 to 2,000 subscribers, and until 1750, most colonies had
no more than one or two papers in operation at any one time. On their
two- or four-page weekly (later biweekly) sheets, they included news
of court politics, European warfare and diplomacy, British and colonial
statutes, and transatlantic and coastal commerce, in addition to ship-
ping notices and advertisements. This was as close as colonial America
came to mass communications—and it was not very close. With sub-
scriptions costing several pounds per year (more than the average man’s
monthly wage), and with timely circulation limited to the environs of
the ports and capitals where the newspapers were printed, the audience
was limited. At least 80 percent of the colonial population saw news-
papers seldom or intermittently. The gradual pace of newspaper
growth suggests that only presses that were oriented toward an elite
mercantile audience could succeed.5

Colonial education moderated this restrictive approach to informa-
tion only slightly. Most instruction, whether tax-supported in New
England or tuition-based in the other colonies, aimed only at the
literacy and numeracy that were required for Christian piety and man-
aging a farm or a craft. Grammar schools and academies sought to
educate the few who aspired to gentry status and to attend college—
inasmuch as advanced learning, algebra, Latin, history, and natural
philosophy (science) was linked to political leadership and the learned
professions. When colonies sponsored colleges, as over half did before
independence (Massachusetts, Virginia, Connecticut, New York,
Pennsylvania, New Jersey, and Rhode Island), the purpose was to
supply a locally trained leadership cadre, not to discover or disseminate
information more broadly.6

The single potentially revolutionary element of the colonial infor-
mation infrastructure was the widespread, institutionalized Protestant
belief in the importance of literacy for individual piety, conversion,
and salvation. Owing to this commitment, European settlers in colonial
America—British, German, and French alike—were more widely lit-
erate than the peoples of France or Germany, and at least as literate
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as those of Great Britain. Although the inhabitants of the southern
colonies lagged those of the north, and although female literacy rates
trailed male rates everywhere, colonial literacy after 1760 exceeded 75
percent. In New England overall literacy approached 90 percent on
the eve of independence—higher than England or Wales, and com-
parable to Presbyterian Scotland.7 This broad-based literacy supplied
a human social and cultural infrastructure of people who were tech-
nically and psychologically prepared to move beyond the informational
status quo of colonial society.

Revolutionary Foundations

The pace of growth for information-related activities in the colonies
was arithmetic, and correlated with the increasing population, territory
under settlement, and acres cultivated until the 1760s when the Rev-
olutionary era began. Then, and only then, did Americans begin to lay
the foundations for the Information Age, ideologically and institution-
ally. But this outcome was more the secondary by-product of political
conflict than it was intentional. In the early stages of opposition to
British measures, the men who would later be called ‘‘revolutionar-
ies’’—Samuel and John Adams, Benjamin Franklin, Patrick Henry,
and George Washington—wanted nothing more than to preserve the
status quo. It was only as a part of their efforts to block English
alterations of that status quo that they turned to mobilizing the ‘‘peo-
ple’’ through their aggressive use of information and ideology, what
some have called ‘‘propaganda.’’ Information had nothing—and every-
thing—to do with the imperial crisis of the 1760s and 1770s.8

The ideas that underlay this remarkable turn of events had grown
out of seventeenth-century English political strife. During the mid-
century Civil War and Commonwealth period, republicans such as
John Milton had advocated the public necessity of free speech in order
that the public good could be defined truly, according to principles of
reason and justice rather than selfishness and prejudice. Expressing the
soaring confidence in reason that would later characterize the Enlight-
enment, Milton proclaimed: ‘‘So Truth be in the field. . . . Let her and
Falsehood grapple; whoever knew Truth put to the worse in a free and
open encounter?’’ Milton joined this faith in the necessity of free
speech to a belief that ‘‘the common people’’ should be informed. No
matter if there was controversy and conflict, he said, since ‘‘knowledge
thrives by exercise.’’ In Milton’s view, only ‘‘popish places,’’ homes to
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the ‘‘most tyrannous inquisition,’’ made popular ignorance their pol-
icy.9

Fifty years later a policy resembling Milton’s rhetoric became em-
bedded in English politics owing to the Glorious Revolution, the pas-
sage of the Bill of Rights, and the termination of official censorship
through the expiration in 1695 of the licensing act. After generations
of deadly conflict, Britain’s acceptance of religious toleration and par-
liamentary competition gave free speech a vitality and prominence in
everyday public affairs.10 Though few shared Milton’s enthusiasm for
controversy as a sign of healthy inquiry, Britain supported a multitude
of controversialists in an era when the London and provincial press
and pamphleteers enjoyed a golden age of activity.

Colonists took their cue from British public affairs, both because the
empire required that they conform to English law, and because England
was their cultural as well as commercial metropolis. All colonies were
now required to practice religious toleration, and the same principles
of free speech that prevailed ‘‘at home’’ belonged to the colonies. The
idea that the public good required an informed citizenry had some
critics, but it became a routine convention of British public life without
much fanfare. After all, an informed citizenry normally referred only
to the 5 to 10 percent of English men who were freeholders qualified
to vote for parliament. Its impact on ordinary politics was slight, and
reinforced the status quo. Although the idea of an informed citizenry
could have been viewed in a more inclusive manner during the first
half of the eighteenth century, practically no one chose to do so, and
none did who were highly placed politically. But this complacent out-
look toward free speech and an informed citizenry changed swiftly
during the 1760s. As certain opposition leaders in both Britain and the
colonies turned to the people for support and sought to mobilize them
with newspaper and pamphlet information as well as public speech,
the idea of an informed citizenry took on radical, even revolutionary,
implications.

In the American colonies the transition began to appear in 1764 and
1765. Heretofore, when colonial leaders opposed British measures, they
sought adjustments or repeal through private letters to well-placed
English allies or, at most, through a letter from the legislature to the
relevant officials at Whitehall. Sometimes this worked, sometimes not;
but the people at large were not encouraged to protest. With rare
exceptions, colonial householders were spectators to an imperial poli-
tics that belonged to elite cadres of planters, merchants, and magis-
trates.
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In 1764 Boston merchants broke out of this convention by leading
the Boston Town Meeting, a popular local assembly, to vote protest
resolutions against Parliament’s Revenue Act.11 A year later the mer-
chants, planters, and printers in many colonies would call on all free-
men to protest and to nullify the Stamp Act. In retrospect this first
attempt to inform and mobilize the colonial citizenry at large was a
momentous event.12 Almost simultaneously British radicals made the
case of John Wilkes a cause célèbre for mobilizing the unfranchised
London masses, because Parliament had convicted Wilkes of printing
seditious libels and nullified his election to the House of Commons.13

On both sides of the Atlantic, activists energized by radical whig or
republican ideology engaged common people in public affairs. An an-
cien régime, buttressed by statutory franchise restrictions, the unre-
formed Parliament, and entrenched class politics, blocked British rad-
icals; in contrast, in America high levels of property-holding,
enfranchisement, and literacy among white men created a politics con-
ducive to change. In Britain, Wilkes’s supporters’ only recourse was
street demonstrations—and they failed to gain their objective. In
America the men who mobilized the many on behalf of colonial rights
took over one legislature after another, winning control of provincial
and local government. In Britain the movement to extend the bound-
aries of the informed citizenry beyond gentlemen freeholders was hotly
contested until 1832 and after; in the colonies property was so widely
distributed that the old statutory restriction of a 40-shilling freehold
had already enfranchised a majority of household heads by 1750.

The political logic of the imperial conflict powerfully intensified the
drive to inform Americans. Although friends of Parliamentary policy,
as supporters of top-down government, did not believe in mobilizing
popular engagement in politics, their patriot opposition did. Propo-
nents of colonial rights could only succeed by mobilizing the many to
obstruct the new laws. Consequently the rhetoric of colonial rights and
citizen activism overwhelmed administration apologias in the press.

One of the most significant landmarks for the activation of informed
citizens was the 1767–1768 series of newspaper articles (later consoli-
dated into a pamphlet) entitled Letters from a Farmer in Pennsylvania
to the Inhabitants of the British Colonies. Published serially in twenty
newspapers up and down the Atlantic seaboard and reprinted seven
times as a pamphlet, this was the most popular political treatise that
had ever been published in the colonies and perhaps in the English-
speaking world. The author was a learned Delaware attorney and
gentleman farmer, John Dickinson, who argued that the empire had
been just fine before the recent Parliamentary meddling, and would be
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so again if Britain would recognize that since the colonists were not
represented in Parliament, only their own legislatures (as well as towns
or parishes) could properly tax them. As author, Dickinson portrayed
himself as a genteel informed citizen who used his leisure to read
history and law. He was a model with whom thousands could identify,
and from whom tens of thousands took instruction.14

Four years later, in 1772, the colonists passed another milestone
when the town of Boston created a Committee of Correspondence as
an agency to organize a public information network in Massachusetts.
The immediate issue that prompted this innovation (opposition to a
Crown takeover of judges’ salaries from the legislature) was much less
important for the Revolution than the response it elicited. Led by
Samuel Adams, James Otis, and Joseph Warren, three experienced
debaters, the Boston Committee of Correspondence drafted a pamphlet
and a covering letter to circularize the province’s 260 towns and dis-
tricts, instructing them in current politics and inviting each to express
its views publicly. No such public effort had ever been attempted
anywhere before, so when dozens, scores, and, over the ensuing
months, a total of over 140 towns responded, it was evident that the
commitment to an informed citizenry was widespread and concrete.15

In scores of towns, community leaders had read the ‘‘Boston pamphlet’’
aloud to the inhabitants, who had then discussed and debated whether
and how to respond. And if they chose to reply (as most did), a local
committee was selected to draft the town’s response, which was then
read publicly and voted upon. In summary, the process initiated by
the Boston Committee of Correspondence constituted a short (and
partisan) course in imperial politics for the majority of Massachusetts
voters, demonstrating that they could and should be politically in-
formed.

Publishing these town political pronouncements in the newspapers
magnified the lesson of informed political engagement throughout New
England and beyond. Moreover, even though the region was more
literate than others, the responsiveness of its people was not excep-
tional. Three years later the householders of the middle and southern
colonies demonstrated that they, too, envisioned themselves as active
political participants by embracing Thomas Paine’s pamphlet Common
Sense, published anonymously.

The American response to Common Sense was the single most
important manifestation of the communication revolution of late
eighteenth-century America. Before 1776 was over, Thomas Paine’s
pamphlet was published in nineteenth American editions and achieved
a circulation exceeding 100,000 copies in a country that possessed no
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more than 500,000 households.16 There was no precedent for such
massive popularity for a tract, not in America, not Britain, not the
Continent.

Paine’s direct, pungent, uninhibited diction—familiar enough to
readers of London polemics—was new to American political discourse,
and it ignited enthusiasm in the shops of craftsmen, at the hearths of
farmers, and in the taverns where men of all ranks congregated. The se-
date prose of John Dickinson and the spare style of the Boston Com-
mittee of Correspondence pamphlet paled beside Paine’s angry and
sarcastic rhetoric. Moreover, the timing of Common Sense, which cir-
culated just after news of the King’s proclamation of the colonies’ re-
bellion and Parliament’s prohibition on American trade, gave the ar-
gument for independence an irresistible pertinence for contemporaries.

But however necessary the style and relevance of Common Sense was
for its broad appeal, its success also rested on a communication infra-
structure that would produce and disseminate tens of thousands of
pamphlets swiftly, and on the fact that the mentality of Americans led
them to demand personal copies of Paine’s work. The gradual growth
of a decentralized colonial press—at least one in each colony—and its
attendant distribution networks, as well as the conviction that citizens
must be politically informed so as to defend their rights and interests,
created the conditions that permitted the publishing phenomenon that
was Common Sense. Such an episode would not be repeated, but the
fact that it did occur awakened a new sense of the possibilities of
information politics in a society where every free man, and more than
a few women and youth as well, might be included in the circle of the
politically informed.

So long as the Revolutionaries concentrated their efforts on opposing
the expansion of British power—what they called ‘‘tyranny’’—they
emphasized their rights as Englishmen and later their rights according
to natural law. The foundation of the mobilization of the many,
whether by the press, by committees, or by popular demonstrations
invariably rested on the rights and liberties that the people were said
to possess. But once Americans declared independence and began to
construct state governments to sustain their resistance and to provide
order, their political discourse became more complicated. Now, to-
gether with the rights of citizens, they began to articulate notions of
citizens’ responsibilities. Whereas the rhetoric of rights had strong
popular and grassroots appeal, the discourse of civic responsibility
came from elite gentlemen, often public officials.

It was a citizen’s duty to be informed, American leaders argued, both
in order to select wise governors and to assure that officials and gov-
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ernments remained within their legal and constitutional boundaries.
Because corruption naturally infected all governments, even their own,
only the continuous vigilance of an informed citizenry could protect
liberty. The preservation of hard-won rights depended on the respon-
sibility of citizens to be alert and informed defenders of those rights.
Though this doctrine long predated the Revolution, it was never before
so salient in public affairs. With this objective of an informed citizenry
in view, the new state constitutions encouraged information develop-
ment by their declarations in favor of free speech and press and by
making provisions for schools and universities.17

At the moment of Revolutionary climax in 1776 the Massachusetts
provincial congress declared that ‘‘a government so popular can be
supported only by universal knowledge and virtue, in the body of the
people,’’ and therefore it was ‘‘the duty of all ranks to promote the
means of education.’’18 Soon after, Pennsylvania and North Carolina
promoted public schools and universities with explicit provisions in
their new constitutions.19 The value of developing an informed popu-
lation and the infrastructure necessary to sustain it was universally
acknowledged by Revolutionary leaders who, as early as 1775, had
created an American postal system on the foundation of the royal
colonial service.20

But in light of the military crisis and the fragility of public finance
during the war, governments confined themselves to encouragement
and exhortation rather than expenditures. They guaranteed a free press
and they granted school and university charters. Thomas Jefferson
drafted a ‘‘Bill for the More General Diffusion of Knowledge’’ for
Virginia (introduced in 1779), and John Adams wrote a provision for
the Massachusetts Constitution (1780) that sought to develop a mixed
infrastructure of ‘‘private societies and public institutions’’—including
the university, seminaries, schools, and other agencies—all with the
ultimate objective of assuring that ‘‘the body of the people’’ would be
informed and instructed.21 In the 1780s the United States Congress
itself moved hesitantly in the same direction, not by revamping or
expanding the post office or by creating a national university, but by
using its vast landholdings in the Northwest to subsidize local public
schools in the region.

Developing a National Information Marketplace

The reorganization of government dictated by the Constitution (1787)
profoundly shaped information-related activities and institutions from
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the 1790s onward. While the ideological commitment to an informed
citizenry remained true to its formation during the Revolutionary era,
the geopolitical and institutional character of the United States moved
toward a new sort of national integration. In place of the old imperial
system, which had integrated colony government and administration
more with Britain than between and among the colonies, and in place
of the wartime Articles of Confederation government that allied the
individual states, the new constitutional government actively developed
a national political infrastructure and administration. Still, individual
states remained powerful and centralization came slowly and incom-
pletely in many areas of government, but politics after 1789 created a
national marketplace and a variety of associated institutions—such as
national political parties, a national press, and an expanding transpor-
tation and postal infrastructure. Internal American communications,
heretofore secondary to transatlantic exchange, now became crucial for
American politics and economy.

But unlike the former mother country or America’s great wartime
ally, France, the United States possessed no metropolitan center. No
London or Paris dominated the political, economic, and information
infrastructure of the new nation. Instead, along with the national capital
(which moved from New York City to Philadelphia in 1791, and a
decade later to the new federal city of Washington), a polycentric array
of state capitals and commercial centers all required presses, as well as
timely access to long-distance news. The decentralized character of the
United States’ political structure, a decentralization that increased with
the repeated addition of new states—Vermont in 1791, Kentucky in
1792, Tennessee in 1796, and Ohio in 1801—created a structural
imperative for a competitive information marketplace. No one center
could achieve dominance; no one organization, not even the United
States Post Office, possessed an unchallenged monopoly status.22

The information marketplace that took shape was remarkably com-
plex, with competition operating on at least four levels. First, there
was the partisan competition of political parties and their newspapers,
most prominently Federalist and Antifederalist during the ratification
of the Constitution, later Federalist and Jeffersonian, and then Whig
versus Jacksonian. Second, there was competition among political and
commercial centers such as New York, Philadelphia, Boston, Balti-
more, and later Washington, D.C. Third, there were voluntary asso-
ciations, political, cultural, and reformist. Finally, there was the com-
petition among entrepreneurs, printers and publishers, and proprietors
of circulating libraries. Because of the ever-increasing size of the
United States, its political structure, and its numerous ports and river
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systems, the most the national government could do was provide
ground rules and some subsidies in an ongoing competition among
information centers and agencies.

Competition became a leading characteristic of the American infor-
mation system. Not one major printing center emerged as a conse-
quence of national union; there were at least three—Philadelphia, New
York, and Boston, joined later by Washington, D.C., and Cincinnati.
In every state, government contracts helped to sustain the publishing
industry, and by the 1830s presses in scores of countries—north, south,
and west—were issuing newspapers, pamphlets, and books. Ever-
expanding markets nurtured this competition and gave the information
system its vitality.

From 1776 to 1860 high birthrates and growing immigration were
doubling the size of the U.S. population every generation. Because
people widely believed that republican government required an in-
formed citizenry, they scrambled to make sure that they, and often
their neighbors, were properly informed. In a land of numerous po-
litical and economic (as well as ethnic and religious) constituencies—
often scattered across a broad landscape—competition for political and
cultural influence assured that markets would expand. Bottom-up de-
mand for improving and entertaining print and public speech com-
bined with top-down efforts to instruct, indoctrinate, and proselytize,
so as to support a vast postal system under national auspices, as well
as a transportation infrastructure of roads, canals and, after 1830,
railroads.23

Except for the national postal system, the role of government in
creating this cornucopia of information production and dissemination
was primarily indirect and enabling, rather than active or prescriptive.
So far as public policy was concerned, nonprofit religious ventures like
the vast publication and distribution efforts of the American Tract
Society and the American Bible Society were no different from either
the secular marketing of Davy Crockett Almanacs and the Works of
William Shakespeare or the unfettered dissemination of political infor-
mation in electoral campaigns.24 The connection between liberty and
the free flow of information was asserted so often and so broadly in
American public life that the commitment to democracy included the
culture of informed citizens.

Nevertheless, notwithstanding the First Amendment’s guarantee
that Congress should make no law ‘‘abridging the freedom of speech
or of the press,’’ Americans could be restrictive when free speech
seemed to pose a threat to the security of society and its institutions.
While there are many examples of the suppression of free speech and
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press in localities and states, sometimes by law and sometimes by
vigilante violence, at the national level two events—the Sedition Act
of 1798 and the 1835 blockage of the abolitionists’ postal campaign—
illustrate the boundaries that national officials could impose on the free
traffic in information. In the first case a partisan congressional majority
of Federalists sought to repress their Jeffersonian opposition in time
of war; their temporary policy of prosecuting newspaper editors ex-
pired just as the Federalists were leaving office in 1801.25

In the second case, President Andrew Jackson’s postmaster general
acted to prohibit abolition newspapers, periodicals, and tracts from
entering slaveholding states via the United States postal system. In-
augurating a policy that would endure until the Civil War, Amos
Kendall, a member of the president’s cabinet who had sworn to uphold
the laws and Constitution of the United States, publicly set law aside
and, with President Jackson’s blessing, declared that in exceptional
circumstances federal officials had a ‘‘higher’’ responsibility to local
communities than to national law.26 Congress, which might have rep-
rimanded Kendall or even impeached Jackson over the issue had this
repressive policy not been so popular, gave its silent assent, and in the
national election the following year, Jackson’s party and the cause of
anti-abolition triumphed. When the new Congress met in 1837 it in
effect extended the postal ban to the floor of Congress by instituting
the ‘‘Gag rule,’’ which forbade members from reading publicly the
abolition petitions of their constituents. No matter how rational and
eloquent the speeches of Congressman John Quincy Adams on the
subject, when it came to slavery, free speech was too subversive for
national protection.27 Congress and successive administrations, Whig
as well as Democrat, believed that Americans must be politically in-
formed—but not on the subject of slavery and abolition. This restric-
tion on information was national policy.

But although abolitionists were everywhere in the minority and suf-
fered mob attacks from time to time, in the free states no court or
legislature acted to enforce any national gag rule. The decentralized
character of U.S. institutions meant that even when there was a dis-
position to curb free speech, it was next to impossible to do so on a
national scale. The culture of civil society became so widely developed
in the decades after 1790, with so many voluntary associations patron-
izing so many printers, that virtually every voice, popular or not, found
a public outlet for advocacy.28

Beyond the particular question of free speech for potentially subver-
sive political and religious views, there were real differences concerning
information policy more broadly. Democrats, for example, maintained
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a laissez-faire approach in which the marketplace, states, and individ-
uals exercised responsibility. Whigs, in contrast, used public resources
to promote an informed citizenry and the institutions to sustain it. In
the states Whigs advocated tax-supported, tuition-free public schools
from the 1830s onward. In the Northeast and the Great Lakes states
Whigs scored their greatest successes, where their civic and economic
arguments for developing an informed citizenry won majority sup-
port.29 When the Republican party took control of the national gov-
ernment in 1861 and most of their Southern opposition seceded, Re-
publicans went on to pass the Morrill Act (1862), which used public
lands to subsidize agricultural and mechanical colleges in every state.

Republicans, like Whigs and Federalists before them, wanted the
whole body of citizens educated and informed. Experience showed that
when this mission was left to the private responsibility of individuals,
too many of the poor and near poor saw education as a luxury, rather
than a social necessity; therefore, Republicans wanted to use the state
and its revenues to support schools and the information infrastructure
generally. To Democrats, with the important exceptions of Jefferson
and Madison, individual liberty and low taxes were regarded as even
greater necessities. All agreed, however, that encouraging an informed
citizenry was central to public policy. This commitment, dating from
the Revolutionary era, supplied a foundation for the information rev-
olution in America.

Conclusion

The Information Age that Americans created in the first half of the
nineteenth century represented a major break from earlier information
systems in the colonies, in Britain, and in Europe. At its core lay the
belief and the reality of the mobilization of the many, first manifest in
Americans’ astonishing response to Thomas Paine’s Common Sense,
and subsequently institutionalized by the United States’ polycentric,
competitive political and economic order. The United States was na-
tional without being centralized, so there was little support for top-
down, monopolistic information practices. Too many competing elites
were demanding access to information to permit closed information
systems in politics or the economy.

The result was a remarkably open, democratic information system
which served to reinforce the vitality of a civil society that, as Tocque-
ville observed, had no rival in the old world.30 So open was it, that
even the most marginal people in society exploited the opportunities
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that easy access provided. Free African Americans, for example, were
socially despised by many whites, and they were generally poor. But
even though they were widely excluded from voting, they pooled
resources and generated newspapers, published pamphlets, and en-
gaged in public speech and politics all across the Northern states.
Women, too, might elicit scorn when they made public pronounce-
ments, whether in print or from public platforms—but that did not
stop them from actively engaging in information politics, even though
they were everywhere barred from voting.31 Minority religious sects
were also subjected to derision or worse, but they spoke out and
published vigorously. Free speech was not always and everywhere
honored, especially in the slave states, but free speech and open access
to America’s information system was the normal expectation, the sys-
tem’s ‘‘default’’ position, to use a twentieth-century term.

In the competitive social, political, and economic environment of the
United States, information activity was a self-intensifying process. For
example, because anti-abolition forces could not silence their oppo-
nents—notwithstanding anti-abolition control of the national govern-
ment and its agencies—they were forced to answer abolitionists in
print and public speech, which in turn generated more abolition dec-
lamations. Likewise, evangelicals could not suppress worldly publi-
cations, so using stereotype printing plates and rotary steam presses
they flooded the nation with the holy scriptures and purifying tracts.32

There was no end to Americans’ resort to information in a system built
on the Miltonic principle of open competition to establish truth in
people’s minds. The closed information system model, where monop-
oly and suppression were guiding principles, was in retreat in the mid-
eighteenth century, and by the early republican era all such efforts—
such as the Sedition Act and the Gag Rule—failed. The institutions
and expectations required to sustain a closed system did not survive
in the early republic, whereas the agencies and beliefs connected to an
open, competitive system were flourishing extensively.

By the middle of the nineteenth century, key foundational principles
of the information age were securely established. First, Americans
recognized that in a majoritarian political system and culture it was
vital to persuade not merely the few, but the many, and that making
information broadly available and packaging it attractively was essential
to achieving that goal. Second, in cases of competition or conflict,
information and rhetoric were the major weapons of partisans. Finally,
owing to generations-long exposure to and participation in such an
information environment, Americans of all descriptions, enfranchised
or not, had—unlike their colonial predecessor—come to expect an
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open system where abundance and competition, not scarcity and mo-
nopoly, ruled. Their sense of entitlement was embodied in the growing
number of United States post offices, which went from 69 in 1787 (one
for every 58,000 people), to 4,500 in 1820, to 13,500 in 1840, to 28,000
post offices in 1860 (one for every 1,100 people, about one for 580 free
adults).33 Only in a nation where the free flow of information was
generally recognized as an essential priority, could such an establish-
ment be justified and self-supporting. Even before the consolidation
of national power in the Civil War, Americans had created the infra-
structure for the information age—on the ground, in their organized
activities, in their embrace of information technology, and in their
customs, habits, and expectations.
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Recasting the Information
Infrastructure for the Industrial Age

Richard R. John

In the century and a quarter between the framing of the federal Con-
stitution in 1787 and the outbreak of World War I in 1914, the United
States evolved from a struggling commercial republic on the margins
of Europe into one of the most powerful industrial nations in the world.
Accompanying the rise of the United States to world power was a
comparable transformation in the informational environment. The pe-
riod witnessed an unprecedented expansion in printing and publishing,
the emergence of information-intensive industries such as credit re-
porting and life insurance, and the elaboration of major innovations in
science, technology, and education. Each of these developments could
furnish the theme for an essay on the role of information during the
‘‘long nineteenth century’’ that stretched from 1787 to 1914.

Yet there was one development that may well have been the most
fundamental. This was the recasting of the facilities for transmitting
information cheaply, reliably, and on a regular basis throughout the
country and around the world. Challenged by the size of the territory
to be spanned, emboldened by a highly competitive institutional set-
ting, and inspired by an irrepressible popular demand for more and
better information, government administrators, business leaders, and
ordinary Americans joined together in a grand collaborative project
that would have been unimaginable in any prior age. The central
institutions in the information infrastructure during this period—the
Post Office Department, the Railway Mail Service, Western Union,
and the Bell System—may seem rudimentary today. Yet, at the time,
they played a major role in U.S. business and public life.

The first communications revolution of the long nineteenth century
began in the 1760s, with the emergence of an organized opposition to
the Crown, and culminated in the 1820s with the establishment of a
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national postal network. The second began in the 1840s, with the
expansion of the railroad and the commercialization of the telegraph,
and culminated in the 1910s with the completion of a national tele-
phone grid.

It is one of the themes of this chapter that the speed with which it
was theoretically possible to convey information from place to place—
by, say, stagecoach, railroad, telegraph, or telephone—was merely one
dimension of a complex social process. In part, this is because the
transmission of information involved then—as it does now—not only
its conveyance but also its routing. Indeed, for many information users,
the speed with which information was transmitted might well have
been less valued than its cost and accessibility, and the regularity and
reliability with which it was conveyed. It is also worth remembering
that speed is a relative concept. From the standpoint of a merchant in
the 1830s, a mounted horse express that traveled at ten miles an hour
was moving extremely fast. After all, with a few minor exceptions, at
no prior time had information ever been conveyed at a more rapid
pace.

The concept of an information infrastructure is somewhat novel, and
for this reason it deserves a few words of explanation. The phrase
highlights the fact that the transmission of information has long been
coordinated by a constellation of institutions, rather than by a single
government agency or business firm. Often these institutions were
complementary rather than mutually exclusive. Telegraphy supple-
mented mail delivery, and telephony supplemented telegraphy, without
rendering either mail delivery or telegraphy obsolete. When Andrew
Jackson won the presidency in 1828, the principal elements in the
information infrastructure were the postal system, the stagecoach in-
dustry, and the newspaper press. On the eve of the Civil War, in 1861,
the infrastructure had expanded to embrace the railroad, the telegraph,
the wire service, and the commodity exchange. By World War I, it
had expanded once again to include the railway mail service and the
telephone grid.

The concept of an informational environment is also worth a brief
comment. Although this phrase may seem at bit abstract, it draws
attention to a familiar enough phenomenon: namely, the far-reaching
yet often subtle ways in which the information infrastructure has
shaped, and continues to shape, institutional patterns and cultural
norms. In this way, it reminds us of the legacy of decisions made long
in the past. Like the French countryside, the present-day informational
environment is the product of an ongoing partnership between pur-
poseful human agents and an institutional setting that is so pervasive
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that it is easily mistaken for a natural world. Just as the farming
techniques of medieval agriculturists left their mark on the physical
environment of early modern Europe, so, too, have the actions of
government administrators, business leaders, and information users of
all kinds shaped the informational environment of the early twentieth-
century United States.

Reorienting the Information Infrastructure

of the Commercial Republic

Ever since the 1760s, Americans have hailed an informed citizenry as
a civic ideal. Yet it was not until after the framing of the federal Con-
stitution in 1787 that this ideal was finally translated into law.

From an institutional standpoint, the world of the framers of the
Constitution remained an informational ancien régime.1 The early his-
tory of the American postal system is a case in point. Established in
1775 by the Continental Congress shortly after the start of the War of
Independence, the system remained a small and uninfluential institu-
tion for the next seventeen years. As late as 1788, the American postal
system had a mere sixty-nine offices, virtually the same number that
its colonial counterpart had in 1765.2

The first postmaster general was Benjamin Franklin, a logical choice
since, in addition to being a prominent supporter of the colonial cause,
he had previously spent more than two decades as an administrator in
the royal postal system. Franklin shared the faith of the Revolutionary
generation in an informed citizenry. Yet, as postmaster general, he
merely sought to replicate, under American control, the institution that
he had helped administer when the postal system had been under the
Crown.

Franklin held the postmaster generalship for only a few months
before giving it over to his son-in-law, Richard Bache. Bache ran the
institution—with indifferent success—for the duration of the war.
Bache’s successor, Ebenezer Hazard, compiled a decidedly better ad-
ministrative record. It was Hazard, for example, who in 1785 enlisted
stagecoach contractors for the first time to convey the mail on a regular
schedule—a practice that, in later decades, would prove influential.
Yet Hazard lacked the authority—and the Continental Congress lacked
the will—to institute any permanent changes in policy.

When the founders of the American republic met in Philadelphia in
1787 to establish a stronger national government, they had little reason
to anticipate the full magnitude of the changes in communications
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policy that were about to occur. Communications policy had figured
little on the debates over the drafting of the new constitution and
received scant attention in the Federalist essays that James Madison,
Alexander Hamilton, and John Jay wrote to help build support for its
ratification in the pivotal state of New York.

Only in the years after the framing of the federal Constitution would
it become evident that the government had an obligation to keep the
citizenry informed on a regular basis about the affairs of state. With
the adoption in 1788 of the Constitution by popular consent, this ideal
acquired the force of a categorical imperative. Now that popular as-
semblies had demonstrated their sovereignty in the most unequivocal
way by deliberating upon, and approving, a fundamental charter of
law, it seemed incontrovertible that the citizenry had, at the very least,
a right to remain well informed.3 Since the postal system was the only
long-distance communications technology, this put its expansion high
on the political agenda.

Key figures in the subsequent restructuring of the information in-
frastructure included Benjamin Rush and James Madison. As Rush
explained as early as 1787, to adapt the ‘‘principles, morals, and man-
ners of our citizens to our republican forms of government,’’ it was
‘‘absolutely necessary’’ that the government circulate ‘‘knowledge of
every kind’’ through every part of the United States. To fulfill this
ambitious mandate. Rush looked to the postal system, the ‘‘true non-
electric wire of government,’’ and the ‘‘only means’’ of ‘‘conveying
light and heat to every individual in the federal commonwealth.’’4

Madison editorialized in 1791 that Congress had an obligation to im-
prove the facilities of communication by encouraging commerce, na-
tional improvements, an opposition press, and, most important of all,
the ‘‘circulation of newspapers through the entire body of the people’’ in
the mail.5

The policy innovations that Rush and Madison championed helped
inspire the passage of the Post Office Act of 1792. This law included
no ringing preamble to invite detailed historical scrutiny—and thus is
often overlooked even by specialists in the field. Yet it deserves to be
remembered as a key event in the history of information in the United
States. No single legal enactment—not the free press guarantee in the
First Amendment, not even the provisions for public education that
Congress mandated in the Northwest Ordinance—did more to insti-
tutionalize the communications revolution that traced its beginnings
back to the struggle against the Crown.6

The Post Office Act of 1792 had three main provisions. First, it
barred government officials from opening personal letters to monitor
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domestic subversion; second, it admitted newspapers into the mail at
extremely low rates; and third, it transferred control over the desig-
nation of new post routes from the executive branch to Congress. While
these might seem like arcane procedural matters, in practice they es-
tablished institutional mechanisms that had broad-ranging practical
import. The first provision safeguarded civil liberties by establishing a
precedent for a right to privacy, while the second and third provisions
guaranteed that, as the area of settlement expanded from the Atlantic
seaboard to the Trans-Appalachian hinterland, the government would
provide a far-flung citizenry with subsidized, time-specific information
on business and public affairs.

For a time, the expansion of the postal network was constrained by
the international tensions that culminated in the War of 1812. With
the ascendancy following the Treaty of Ghent in 1815 of a younger
generation of nationally minded public figures that included Henry
Clay, John Quincy Adams, and John McLean, these constraints re-
ceded. Together, these national republicans, as they were commonly
called, promoted an ‘‘American System’’ that fostered the interre-
gional movement of agricultural staples, manufactured goods, and
information of all kinds. As postmaster general between 1823 and
1829, McLean played a particularly conspicuous role in this ambitious
government-sponsored project. Fittingly, it was during his tenure in
office that the postmaster generalship was elevated to cabinet rank.
After all, in the 1820s the postal system first became widely known
as one of the largest, most politically powerful, and most administra-
tively complex organizations in the country. The rapid rise of the
postal system to national prominence in this decade was symbolized
by President Andrew Jackson’s decision, shortly after his inauguration
in 1829, to elevate the institution to the status of a government
department, a distinction it would retain for the next century and a
half.

The expansion of the postal network in the early Republic was a
remarkable achievement that could not have been anticipated by any
of the statesmen who had drafted the Constitution in 1787. While in
1788, the postal system had fewer than 100 offices, by 1800 the total
had increased to 903, and by 1820 the number was 4,500 (see table
3.1). The speed at which this network grew struck some contemporar-
ies as nothing short of astonishing; one Washington editor remarked
in 1826 that the expansion was so rapid as ‘‘almost to stagger belief,’’
and ‘‘did we not know its history to be true, it might pass and be
received as a romantic tale, having no foundation but in the regions of
fancy, in the wanderings of imagination.’’7
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Table 3.1 The Expansion and Geographical Penetration of the Postal Network,
1790–1840

Year Post Offices
Population per
Post Office

Settled Area per
Post Office

(square miles)

1790 75 43,084 3492.7
1800 903 4,876 339.3
1810 2,300 2,263 180.2
1820 4,500 1,796 116.3
1830 8,450 1,289 75.5
1840 13,468 1,087 61.4

Source: Richard R. John, Spreading the News: The American Postal System from Franklin

to Morse (Cambridge, Mass.: Harvard University Press, 1995), 51.

Note: Population excludes Indians and slaves.

By 1828, the postal network was complete. At that time, the United
States, with its 7,500 post offices, had by far the largest postal system
in the world. From an international perspective, this fact highlighted
the distinctiveness of the American case. At a time when the United
States boasted seventy-four post offices per 100,000 inhabitants, Great
Britain had seventeen, and France four.8

Perhaps the most revealing measure of the magnitude of the govern-
ment’s achievement was the extent to which the postal network had
kept pace with the westward expansion in the area of settlement.
Between 1790 and 1840, the settled territory over which the federal
government presided increased by a remarkable 300 percent; even so,
the postal network expanded at an even more rapid rate. In 1790 there
had been one post office for every 3,500 square miles of settled terri-
tory; by 1840, there was one post office for every 61 square miles, an
increase of almost 600 percent (see table 3.1).9

As the postal network expanded, so too did the volume of information
that it conveyed. In 1800, the postal system transmitted 1.9 million
newspapers and 2 million letters. By 1840, it was transmitting almost
39 million newspapers and more than 40 million letters (see table 3.2).
The newspaper totals, postal authorities agreed, were significantly un-
derstated, since accounting procedures were notoriously lax. It is also
worth remembering that, in this period, newspapers were almost in-
variably read in groups—almost never by solitary individuals, as is the
custom today. Although it is impossible to say for certain, there is a
good deal of anecdotal evidence to suggest that, on average, an indi-
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Table 3.2 Letters and Newspapers Transmitted by the Postal System, 1790–1840

Year
Letters

(millions)
Letters

Per Capita
Newspapers
(millions)

Newspapers
Per Capita

1790 0.3 0.1 0.5 0.2
1800 2.0 0.5 1.9 0.4
1810 3.9 0.7 n.a. n.a.
1820 8.9 1.1 6.0 0.7
1830 13.8 1.3 16.0 1.5
1840 40.9 2.9 39.0 2.7

Source: John, Spreading the News, 4.

Note: Population excludes Indians and slaves; the newspaper total for 1790 is based on data
for 1791; the newspaper total for 1800 is based on data for 1799.

vidual copy might well be read—or listened to, as the case might be—
by as many as a dozen different people.10

The expansion in newspaper conveyance was particularly impressive,
since newspapers accounted for the great bulk of the mail. Throughout
this period, newspapers made up as much as 95 percent of the weight
of the mail, while accounting for no more than about 15 percent of the
revenue. In the absence of the newspaper subsidy, it is inconceivable
that newspapers could have circulated in such numbers or on such a
geographically extensive scale.11

Just as the government subsidized the transmission of newspapers,
it also subsidized the cost of gathering news. Throughout the early
republic, the government permitted every newspaper editor to receive,
free of charge, one copy of every other newspaper in the country.
Newspaper editors came to depend on this privilege for much of the
material they used to fill their columns. In conjunction with the low
postal rates, this policy made newspapers editors—including the edi-
tors of the burgeoning country press—one of the most privileged
occupational groups in the United States.

Other favored classes of information included magazines and gov-
ernment documents. Magazines enjoyed preferential postal rates be-
ginning in 1794, while government documents passed through the mail
free of charge, provided only that they bore the signature, or frank, of
an authorized agent, such as a postmaster or congressman.

The rapid expansion of the postal network in the early Republic
owed much to the determination of ordinary Americans to maintain
close ties with the wider world. Better mail delivery was one of the
few tangible benefits that Congress had the authority to bestow, and
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individuals quickly grew expert at lobbying their representative for
new routes and more frequent service.

The principal constraint upon postal expansion was the reluctance
of fiscally prudent congressmen to authorize any improvements in
service that might run the institution into debt. Indeed, for a time
postal administrators actually returned to the treasury a modest annual
surplus. Congress achieved its dual mandate of service and self-
sufficiency by keeping rates on letter postage artificially high. In effect,
Congress imposed a hidden tax on merchants, the great majority of
whom lived in New England and the Mid-Atlantic states, in order to
subsidize the transmission of newspapers and the maintenance of the
postal network in those parts of the country that could not cover the
cost—in particular, in the South and West. In some instances, as critics
did not fail to point out, Congress authorized the establishment of
routes that could not bear one-hundredth of the expense.12

The information infrastructure in the early Republic owed little to
steam power, and nothing to the railroad, which was still in its infancy
in 1828. As late as 1840, several years after the railroad had begun to
carry the mail, the horse remained the primary motive power. Though
postal administrators occasionally arranged to transport the mail by
steamboat, the stagecoach remained the principal means of conveyance.
This fact provides a revealing glimpse of how far a sophisticated in-
formation infrastructure can operate without any dependence on fossil
fuel.

Among the most important organizational innovations in the infor-
mation infrastructure of the early Republic was the establishment in
1800 of a network of distribution centers to facilitate the routing of the
mail. For the next sixty years, this ‘‘hub-and-spoke’’ sorting scheme,
overseen by a team of middle managers, was a cornerstone of postal
administration. No longer was it necessary for postmasters to open
every mail sack at each office, as they had prior to 1800. Surprisingly,
resilient, this hub-and-spoke sorting scheme was little altered by the
coming of the railroad; it remained a pillar of the information infra-
structure from 1800 until after the Civil War, when it was gradually
supplanted by the continuous sorting scheme known as railway mail.

Equally innovative was the willingness of postal administrators to
subsidize stagecoach service in order to establish a rudimentary system
of public transportation. By the 1820s, postal administrators had grown
accustomed to awarding stagecoach firms sums that significantly ex-
ceeded the cost that they would have had to pay post riders to carry
the mail. With the possible exception of the newspaper press, few
enterprises were more dependent on federal largesse. According to one
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estimate, fully 33 percent of all stagecoach industry revenue came from
this single source.13

Since the government provided no comparable bonus for road-
building, the stagecoach subsidy helps to explain why travelers like the
English writer Charles Dickens complained so frequently about the
bumpiness of the ride. In effect, the public investment in the means
of passenger conveyance had outstripped the capacity of the transpor-
tation infrastructure over which the passengers were conveyed.

The Informational Environment of the

Commercial Republic

The completion of the national postal network reoriented the infor-
mational environment of the early American Republic from the Atlantic
seaboard to the Trans-Appalachian hinterland. In conjunction with a
rudimentary national banking system, a burgeoning trade in agricul-
tural staples, and a competitive and dynamic commercial sector, the
postal network hastened the emergence of a national market for infor-
mation. In its absence, it is hard to imagine the rise of geographically
extended, information-intensive industries such as credit reporting and
life insurance, or nationally oriented organizations such as the volun-
tary association and the mass party.

The rapid, regular, and reliable transmission of information was of
particular importance to merchants engaged in long-distance trade.
Postmaster General McLean declared in 1828 that ‘‘no inconsiderable
amount of the active capital of the country’’ was transmitted through
the postal system every year.14 Each year, one knowledgeable insider
estimated in 1855, some $100 million was transmitted in this way.15

Much of this money took the form of bank notes and other forms of
negotiable currency, all of which went uninsured. Surprising as it
might seem to us today, it was by no means uncommon for merchants to
send through the mail as much as $10,000 in cash. While some of this
money was stolen or lost, the vast majority reached its intended des-
tination. Had theft been endemic, after all, merchants would not have
continued to rely on the postal system to this extent to settle their ac-
counts. Indeed, there can be few better measures of the effectiveness of
the institution in this period, or of the high regard in which it was held.

In cities, towns, and villages throughout the United States, the arrival
of the mail was a major event. Post offices were almost always located
in the heart of the business district and were often thronged with
merchants anxious to hear the latest news. In Rochester, New York,
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Figure 3.1 Post Office, Rochester, New York. Throughout the nineteenth century, the
post office was a popular place to meet friends, transact business, and catch up on
the news. This photograph shows the businessmen of Rochester waiting in line to
pick up their mail. They are assembled in Reynolds’ Arcade, an indoor gallery in the
heart of the city’s business district. The date is Sunday, March 25, 1888. According
to federal law, the post office had to be open for business every day of the week—
including Sunday. The absence of women was no accident. Tradition decreed that on
Sundays the men were to have the post office to themselves. Note the proximity of
the telegraph office—another key element of the informational infrastructure of the
industrial age. Courtesy of the Rochester Historical Society.

merchants continued to congregate daily at the post office until well
after the Civil War. This was true, interestingly enough, even on
Sunday, the one day when virtually every other commercial establish-
ment was obliged by law to shut down. Though convention proscribed
women from visiting the post office on this day, the lobby was almost
invariably thronged with men who had stopped by to chat, discuss the
week’s events, and pick up their mail (see figure 3.1). Only in 1912
did the Post Office Department close its offices to the public on this
day, ending a practice that dated back to 1810.

If an individual received anything in the mail, it was far more likely
to be a newspaper than a letter. Prior to the major letter-rate reductions
in 1845 and 1851, letter writing remained confined mostly to mer-
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chants, the well-to-do, and public figures who enjoyed the franking
privilege, which permitted them to send or received an unlimited
number of letters free of charge. Postage was customarily borne by the
recipient, rather than the sender, and could sometimes total 50 cents,
a substantial sum in an age when many laborers made $1 a day. News-
papers, in contrast, were relatively cheap to transmit, and could be
sent anywhere within the United States for less than 2 cents a copy.
The vast majority circulated within an area of, at most, a few hundred
miles. Only a few—including Niles’s Register, the National Intelligencer,
and, in a slightly later period, the New York Tribune—reached an
audience that aspired to be genuinely national in scope.

Like so many features of American society in the early Republic, the
newspaper market was polycentric. Though Washington was the po-
litical capital—and therefore a major publisher of government docu-
ments—it hosted few influential organs of public opinion, a situation
that would have been inconceivable in Great Britain or France.

The novelty of the informational environment sparked a good deal
of contemporary comment. When the mail arrived, observed one En-
glish visitor in 1814, the townspeople hurried to the post office, where
they ‘‘formed a variety of groups round those who were fortunate
enough to possess themselves of a paper.’’ This was true, the visitor
added, not just in the cities, but throughout the countryside. ‘‘I am of
the opinion,’’ he elaborated, ‘‘that this general circulation of newspa-
pers throughout America, tends very much to the instruction of the
country people, and divests them of that air of ignorance and rusticity
which characterizes the greater part of the peasantry in Europe.’’ The
information that newspapers conveyed might be ‘‘superficial,’’ but it
gave men a ‘‘general acquaintance with the world’’:

It sets before them the actions of their countrymen, and the govern-
ment under which they live; it renders them familiar with the trans-
actions of foreign nations; and though confined to a small spot them-
selves, yet at one view they become acquainted with every section of
the globe. Without a knowledge of what is passing in the world, man
may be said to be an isolated being; but with a newspaper before him,
he mixes with society, hears the opinions of others, and may com-
municate his sentiments upon men and things to all parts of the
world.16

The democratization of the informational environment struck a spe-
cial chord with painters, who documented its social implications in a
series of memorable genre scenes. One of the earliest painters to dram-
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Figure 3.2 ‘‘Village Tavern.’’ John Lewis Krimmel completed this painting of the
interior of a village post office in 1814, toward the end of the War of 1812. The view
depicts the arrival of newspapers with up-to-date reports about the course of the
war. Information is freely available to everyone—including women, children, and
artisans. Note the obvious discomfort the gentleman in the middle of the room; no
longer will the gentry be able to block the flow of the news. Note also the newspaper-
filled portmanteau that is draped over the shoulder of the mail carrier in the doorway.
Courtesy of the Toledo Museum of Art.

atize this theme was John Lewis Krimmel. In ‘‘The Village Tavern,’’
completed in 1814, Krimmel demonstrated how the arrival of the mail
during the War of 1812 provided artisans and gentry alike with up-to-
date news from the front, challenging the gentry’s monopoly over
public affairs. The popular appetite for information had simply over-
whelmed the constraints on its widespread circulation. Never again,
Krimmel seemed to imply, could the gentry presume to monopolize
access to news from afar (see figure 3.2).17

Among the most evocative renderings of the voracious public de-
mand for information was Richard Caton Woodville’s ‘‘War News from
Mexico’’ (see figure 3.3). Woodville set his political parable in a post
office during wartime—in this case, the Mexican War. At the cen-
ter of Woodville’s canvas is a group of men eagerly scanning a news-
paper for the latest military dispatches. Hovering on the periphery is



Figure 3.3 ‘‘War News from Mexico.’’ Painted in 1848 by Baltimore artist Richard Caton
Woodville, this scene illustrates the importance of newspapers as a source of infor-
mation about the wider world. The setting is a hotel that also houses the post office,
a common arrangement in the 1800s. Note that the news is being read aloud,
a customary practice at the time. On the margins are a women (partially visible
in a window) and several African-Americans. They, too, are cusious about the latest
news. Yet they are plainly overshadowed by the white men who, in this period,
dominated American public life. Courtesy of the American Antiquarian Society,
Worcester, Mass.
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a woman and a free black; Woodville seems to imply that as the public
sphere expanded beyond the gentry, it has rendered increasingly mar-
ginal the participation of anyone who could not claim to be white and
male.

The democratization of the public sphere was, as these paintings
suggest, not without its ironies and unintended consequences. The
morally ambiguous character of this process was pointedly revealed in
1835 when, to appease the South, Postmaster General Amos Kendall
blocked the transmission into the slaveholding states of information
dealing with the slavery issue. The resulting information embargo had
the full approval of President Jackson, and it remained in place until
the Civil War, significantly exacerbating the growing sectional rift
between the North and the South. Kendall’s conduct struck many as
of questionable legality, and raised howls of protest in the North. ‘‘I
denounce it,’’ declared Massachusetts Congressman John Quincy Ad-
ams seven years after the event, ‘‘as a violation of the freedom of the
press, as a violation of the sacred character of the post office, and of
the rights and liberties of all the free people of the United States.’’18

The embargo remains to this day as one of the most thoroughgoing
peacetime assaults on the freedom of the press in U.S. history. The
willingness of the Jacksonians—long praised as apostles of political
democracy—to embrace this action underscores one of the paradoxes
that accompanied the institutionalization of the civic rationale for com-
munications policy that the founders of the republic had so earnestly
espoused.

The Railroad and Telegraph Recast the Information

Infrastructure for the Industrial Age

The second communications revolution of the long nineteenth century
was set in motion in the 1840s with the rapid expansion of the railroad
and the commercialization of the telegraph. The advent of the telegraph
is often hailed as a decisive turning point in the history of communi-
cations; in certain respects, however, the telegraph was less significant
than the railroad, which emerged, during this decade, as an important
means of conveyance for the mail.

The potential of the railroad for mail delivery had first been glimpsed
in the 1830s by Postmaster General Kendall. Just as Kendall found
himself unable to mediate the growing conflict between North and
South, he also found it impossible to resolve the thorny conflict be-
tween the government and the railroad over the appropriate contract-
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ing terms. Kendall readily conceded the railroad’s superiority as a
mode of conveyance. Yet he warned that existing legislation made it
extremely difficult for postal administrators to secure satisfactory ar-
rangements, and he even hinted that Congress might be obliged to
raise postal rates to cover the cost. ‘‘Certain it is,’’ Kendall declared,
‘‘that if the demands of railroad companies are to be satisfied, most of
whom are not willing to serve the public as they serve individuals, and
seem to think that the Government is bound to make their investments
profitable, there will be little left of the means of this department to
pay for the conveyance of the mails on other lines, much of the interior
of the country must be deprived of them altogether, and the rates of
postage, instead of being reduced, must be increased.’’19

The crux of the problem was the unsuitability of the existing con-
tracting methods. In the stagecoach era, it made sense for postal ad-
ministrators to advertise for bids to transport the mail, since it was
relatively easy to start up a new line. In the railroad era, however, this
assumption no longer made sense, since competition between two rail-
roads on a single route was unknown. As a consequence, railroads were
free to charge what they wished, and to run their trains in accordance
with their best interests, even if their scheduling significantly slowed
the carriage of the mail.

To help resolve this dilemma, Kendall urged Congress to establish
a maximum rate for railway mail pay. Though Congress obliged, rail-
roads quickly found various ways to evade this restriction. Kendall also
briefly experimented with a special horse-express—which he justified,
in large measure, as an attempt to outpace the railroads. In addition,
he tried, without success, to secure for the government its own special
mail train.20

Kendall’s failure to contain contracting costs led his successor,
Charles Wickliffe, to propose a different approach. To gain control of
the right-of-way and to help limit expenses, Wickliffe urged Congress
to award the leading railroad lines a long-term mail contract, in the
form of a substantial lump sum payment. Had Congress supported
Wickliffe’s proposal, the government would have committed itself to
making a substantial investment in the completion of the railway net-
work. Yet Congress refused to take Wickliffe’s advice, leaving him (and
his successors) with little recourse but to pay the railroads whatever
amount they might deem to be fair.

The failure of Kendall and Wickliffe to work out satisfactory con-
tracting terms had major implications for mail delivery. Unlike their
counterparts in Great Britain, France, and most of the other European
countries, U.S. postal administrators never secured control over the
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scheduling of the railroads that carried the mail. This failure signifi-
cantly complicated the establishment of advantageous routing arrange-
ments and marked a sharp departure from the stagecoach era, when
postal administrators had routinely coordinated stagecoach schedules
to minimize unnecessary delays.

The failure of the government to adapt to the railroad created a
market niche for the private expresses, a new kind of business enter-
prise that sprang up between 1839 and 1845 in New England and the
Mid-Atlantic states on the most heavily patronized routes. These firms
took advantage of the means of conveyance that the railroad provided
to transport small parcels, including money and letters, in competition
with the Post Office Department, and in violation of the laws under-
girding the postal monopoly. The first private express was established
in 1839 by William Harnden, a young man of modest means who had
previously worked as a conductor on the Boston and Worcester Rail-
road. By 1845, at the height of the boom, dozens of entrepreneurs had
joined Harnden in transmitting information of all kinds. Though it is
difficult to know just how much mail these firms conveyed, one con-
gressmen calculated that—in conjunction with other, more informal
means of conveyance—they were probably transmitting as much as
two-thirds of all the correspondence in the United States.21

The private expresses proved popular with merchants and received
a generally favorable reception in the press. In large measure, this was
because they charged significantly lower rates than the Post Office
Department. This proved to be relatively easy, since they operated
exclusively on routes where Congress had for half a century kept the
rates on letter postage artificially high.

The rise of the private expresses confronted the Post Office Depart-
ment with the greatest administrative challenge in its history. Deter-
mined to destroy the competition, Wickliffe vigorously prosecuted
violations of what he firmly believed to be the government’s legally
guaranteed letter-mail monopoly. Government attorneys instituted
dozens of suits against individual expressmen, such as James W. Hale,
who quipped at one point that he was the ‘‘most arrested man in the
world.’’22 Within Congress, Wickliffe’s tactics met with broad bipar-
tisan support. During the extensive debates over postal policy between
1839 and 1845, no congressman proposed the abolition of the postal
monopoly, and few praised the private expresses as a laudable example
of private enterprise. Indeed, the very notion that mail delivery might
be privatized still remained somewhat exotic, since the concept of
private enterprise had yet to acquire the positive moral connotation
that we now take for granted.
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Outside of Congress, the private expresses enjoyed a broad base of
popular support. Newspaper editors in Boston, New York, Philadel-
phia, and Baltimore championed their cause, as did merchants in New
England and the Mid-Atlantic states. In 1845, Congress bowed to the
inevitable and significantly lowered the basic letter rate to 5 and 10
cents, depending on the distance that the item was conveyed. Subse-
quent legislation in 1851 reduced the basic letter rate even further for
most domestic destinations to a flat 3 cents—where it remained with
minor modifications for the next hundred years.

The independent mail delivery boom hastened the recasting of the
information infrastructure to accommodate the railroad as a means of
conveyance. In 1845, Congress eliminated most of the subsidies that
stagecoach firms had traditionally enjoyed. In 1851, it abandoned the
presumption that the postal system should remain self-supporting,
making it possible to draw on general revenue to cover the cost of
railroad transportation. By this time, the railroad had emerged as the
principal means of conveyance on the most heavily patronized routes.
Yet it was not until the Civil War that postal administrators would
finally begin to scrap the long-outmoded, stagecoach-based, hub-
and-spoke sorting scheme and replace it with the train-based, con-
tinuous sorting scheme that would come to be known as railway
mail.

To take full advantage of the routing possiblilities that the railroad
afforded, Postmaster General John Creswell established the Railway
Mail Service in 1869 as a distinct and largely autonomous branch of
the Post Office Department. Under the leadership of a succession of
able superintendents—George A. Armstrong, George N. Bangs, and
Theodore N. Vail—railway mail quickly established itself as a central
information infrastructure of the industrial age.

The Railway Mail Service was one of the first enterprises to coor-
dinate the routing of information throughout the length and breadth
of the United States. Its mission was deceptively simple: to transmit
the mail from sender to recipient as rapidly as a passenger could travel
between these two points. To achieve this goal, railway mail managers
promulgated an entirely new set of administrative protocols and en-
tered into complex and ongoing negotiations with the postal distribu-
tion centers and the railroads. No other administrative entity trans-
mitted such an enormous number of items, and only Western Union
operated on a comparable geographical scale.

At the core of railway mail was an elaborate administrative apparatus
that was overseen by a superintendent and a staff of geographically
based division heads with the assistance of a team of roving inspectors.
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The sorting itself was performed by a cadre of highly trained clerks
who were much admired for their reliability, accuracy, and esprit de
corps.23 These men routed the mail for the entire country as they
traveled about in specially equipped railroad cars fitted with custom-
built wooden sorting cases subdivided into pigeonholes. To help in-
sulate the railway mail clerks from the debilitating effects of patronage
politics, Congress decreed early on that none were to be subject to
partisan dismissal—a striking departure from the norms that prevailed
in the rest of the department.

The most ambitious project that railway mail administrators spon-
sored during the early years of the service was the ‘‘Fast Mail.’’ The
Fast Mail was a special high-speed train, staffed by railway mail clerks,
that ran day and night between New York and Chicago on a fixed
schedule at the then extraordinary speed of forty miles per hour. Far
more than merely an experiment in high-speed transportation, the Fast
Mail was a showcase for advanced routing techniques, and a goad to
all the mail contractors whose lines bisected the New York–Chicago
route. Inaugurated during the tenure of Superintentent Bangs, the
Fast Mail was supervised by Bangs’s assistant, and soon-to-be succes-
sor, Theodore N. Vail (see figure 3.4). Vail relished the challenge that
the Fast Mail provided, and he used it to better coordinate not only
the government’s own operations, but also the railroads that the gov-
ernment relied on to carry the mail. Indeed, at one point Vail went so
far as to propose, unsuccessfully, that Congress grant the Post Office
Department ‘‘absolute power’’ to determine which trains should carry
the mail, and how much room they should provide to facilitate its
sorting.24

The Fast Mail proved to be expensive, making it a perennial target
for congressional critics. Yet during its brief heyday in the 1870s, it
provided its managers with an invaluable lesson in the possibilities of
administrative coordination. Indeed, to an extent that no one could
possibly have imagined at the time, it may well have provided Vail—
who would later go on to a distinguished career in telephony—with a
foretaste (and, perhaps even a template) for the kind of managerial
innovations he would later implement at American Telephone & Tele-
graph (AT&T).

While the Railway Mail Service marked a new major departure in
the routing of information, it remained dependent on the existing
transportation-based means of conveyance. For this reason, it has rarely
been accorded the respectful attention that is routinely lavished on the
telegraph, the first electrically based communications technology.



Figure 3.4 Theodore N. Vail. Vail was the architect of the ‘Bell System’’ and a founder
of AT&T. This picture was taken in 1878, the year Vail began his career as a telephone
executive. Vail had just completed a highly successful stint as superintendent of the
Railway Mail Service—a key element in the information infrastructure of the indus-
trial age. Vail’s work for the government taught him a good deal about the manage-
ment of complex systems, knowledge he would later put to good use at AT&T. Courtesy
of AT&T Archives.
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The telegraph industry in the United States began in 1844 with the
establishment by Samuel F. B. Morse of a forty-mile line between
Washington and Baltimore. Morse’s project, like most technological
breakthroughs, had been subtly shaped by preexisting assumptions and
norms. In particular, it owed a good deal to the well-known system of
optical telegraphy that Claude Chappe had devised in the 1790s in
revolutionary France.

Chappe’s telegraph consisted of a chain of towers that had been fitted
up with a pair of wooden shutters that could be arranged in a variety
of positions. Under normal conditions, it could transmit a detailed
message in less than three minutes over a distance of 100 miles. The
French government invested heavily in the new technology and soon
established an optical telegraph network that linked all the country’s
major cities. It remained a mainstay of French communications for
fifty years.25

Chappe’s telegraph popularized the idea that information could be
transmitted at long distances at an almost instantaneous speed. Indeed,
Chappe coined the term ‘‘telegraphy’’—which meant, literally, ‘‘writ-
ing at a distance’’—to characterize his invention, even though, strictly
speaking, it was not a recording medium, since it left no written record
and relied entirely on sight. Though no comparable system was ever
established in the United States, merchants in Boston and New York
soon established telegraphs on similar principles to hasten the trans-
mission of information from sea to shore.26 By 1820, more than forty
newspapers had incorporated some variant on the word ‘‘telegraph’’
into their title. A few years later, it would even find its way onto the
masthead of Andrew Jackson’s leading campaign newspaper in the
election of 1828. Popular interest in the new technology was wide-
spread. ‘‘It must . . . be evident to the most common observer,’’
declared one optical telegraph enthusiast, ‘‘that no means of convey-
ing intelligence can ever be devised, that shall exceed or even equal
[its] rapidity . . . for, with the exception of the scarcely perceptible
delay at each station . . . its rapidity may be compared to that of light
itself.’’27

Optical telegraphy held a special fascination for postal administra-
tors, since it offered the possibility of beating out any potential com-
petitor in the transmission of information. Ever since the 1820s, when
John McLean had proclaimed his determination to outpace any private
express, a generation of postmasters’ general had preached the gospel
of speed. McLean briefly debated the merits of a government-
sponsored optical telegraphy, as did Amos Kendall, who at one point
was reputed to have hailed it as ‘‘just the thing’’ to supersede a high-
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speed horse express that he had established between Washington and
New Orleans.28

Morse echoed these sentiments, and took it for granted that his tele-
graph should be regulated by the federal government, preferably under
the control of the Post Office Department. The electric telegraph,
Morse explained, was but ‘‘another mode’’ of accomplishing the ‘‘prin-
cipal object’’ for which the Post Department had been established,
‘‘to wit: the rapid and regular transmission of intelligence.’’29 To help
bring this about, Morse lobbied Congress to purchase his patent. Only
when it became obvious that Congress had no intention of buying
him out did he proceed to develop the new technology as a private
enteprise.

Even critics of federal largesse favored governmental control. ‘‘In
the hands of individuals or associations,’’ warned the notorious fiscal
conservative Cave Johnson, the electric telegraph might become the
‘‘most potent instrument the world ever knew to effect sudden and
large speculations—to rob the many of their just advantages, and
concentrate them upon the few. . . . The use of an instrument so pow-
erful for good or for evil cannot with safety to the people be left in the
hands of private individuals uncontrolled by law.’’30

To Morse’s chagrin, Congress refused to purchase his patent, oblig-
ing him and his partners to seek private funding. Jumping at the
chance, a swarm of promoters began to string telegraph lines between
the leading commercial centers, inaugurating what one nineteenth-
century telegraph historian called an era of ‘‘methodless enthusiasm.’’31

By 1848, telegraph lines linked New York to both New Orleans and
Chicago. By 1850, 12,000 miles of wire had been strung; by 1853 the
total had almost doubled, to 23,000 miles.32

Wartime is often a catalyst for innovations in communications tech-
nology, and the Civil War was no exception. Shortly after the fighting
began in 1861, telegraph promoter Hiram Sibley completed the first
transcontinental telegraph line between Omaha and San Francisco.
Sibley’s line rendered obsolete the Pony Express, a transcontinental
horse express that had been established the previous year. The trans-
continental telegraph owed its impetus less to commercial considera-
tions than to political fiat, and, in particular, to a construction subsidy
that Congress wrote into the Pacific Telegraph Act of 1860. For a time,
it seemed as if Sibley might well extend the telegraph to Europe by
way of the Bering Strait and Siberia. The construction of a trans-
Siberian line actually began, only to be abandoned in 1866, when the
news came of the successful completion of a cable under the Atlantic
between the United States and Great Britain.
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Table 3.3 The Expansion of Western Union, 1866–1910

Year
Telegraph
Offices

Miles of Wire
(thousands)

Messages Handled
(millions)

1866 2,250 76 n.a.
1870 3,972 112 9.2
1875 6,565 179 17.2
1880 9,077 234 29.2
1885 14,184 462 42.1
1890 19,382 679 55.9
1900 22,900 933 63.2
1910 24,825 1,429 75.1

Source: U.S. Bureau of the Census, Historical Statistics of the United States (Wash-
ington, D.C.: Government Printing Office, 1975), 2:787–788.

During the Civil War, the military leaders of both the Union and
the Confederacy found the telegraph to be an indispensable logistical
aid. While the telegraph had already been used in various European
conflicts—most notably, in the Crimean War—it had never before
been deployed in wartime on such a geographically extensive scale.
Union military officers proved particularly skilled in putting it to good
use. By the end of the war, they had authorized the construction of
some 15,000 miles of line. President Abraham Lincoln relied on a
steady stream of telegraph dispatches to keep open the lines of com-
munication with his commanders in the field. According to military
telegrapher David Homer Bates, the president spent more hours during
these years in the telegraph office at the Department of War than in
any other place, with the exception of the White House itself.33

Military mobilization proved particularly advantageous for telegraph
firms, such as Western Union, that maintained an extensive telegraph
network inside the Union lines. Western Union officials worked closely
with the Union army during the war, and, following a brief flurry of
mergers, emerged in 1866 as the first industrial combine to operate on
a scale that was at all comparable to the Post Office Department. By
1880, Western Union transmitted 29.2 million messages over a network
of 244,000 miles of wire and boasted a network of more than 9,000
offices (see table 3.3.). Three-quarters of Western Union’s offices were
located in railroad stations, a testament to the pivotal importance of
the railroad in the information infrastructure of the Industrial Age.

Western Union officials gained valuable administrative experience
from the unprecedented mobilization of men and material that had
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taken place during the war. Many Western Union telegraphers had
served in the military telegraph corps, an experience that instilled in
them a preoccupation with speed and accuracy and a vivid appreciation
of the power of the state. These habits of mind proved surprisingly
enduring and would shape Western Union’s business strategy for the
next thirty years.

Of the many Western Union officials to have been shaped by the
wartime mobilization, perhaps the most enterprising was William Or-
ton, the first president of Western Union following its consolidation
in 1866. Though Orton had no formal background in telegraphy, he
had earned high marks from telegraph investors for his energetic stint
late in the war as commissioner of inland revenue in the Department
of Treasury. At Western Union, Orton put to good use the legal,
administrative, and political skills that he had deployed so effectively
as a public administrator. In addition to promoting the vigorous ex-
pansion of the firm’s core business, the long-distance market, Orton
dedicated Western Union to providing its customers with information
in a reliable and impartial way. In this way, as one longtime colleague
would later recall, Orton strove to elevate the horizons of the enterprise
to embrace ‘‘considerations of citizenship’’ rather than mere ‘‘questions
of simple profit and loss.’’34

Western Union dominated long-distance telegraphy during the
Gilded Age. To be sure, at various points company officials faced
serious challenges from the Baltimore & Ohio Railroad, the Postal
Telegraph Company, and the financier Jay Gould. In each of these
contests, Western Union emerged victorious—although, in the case of
Gould, at the cost of according him a dominant voice on the board of
directors, which Gould retained from 1881 until his death in 1892.

Western Union’s position in the intraurban market was considerably
more precarious. Here it competed with a multitude of firms that
employed different types of electrical signaling devices, such as fire
alarms, stock tickers, and call boxes of various kinds. By 1870, thirty-
eight municipalities had fire alarm systems; by 1880, this total had
increased to 103; by 1902, to 764. Western Union intraurbans included
the Gold & Stock Company and the American District Telegraph
Company. In 1885, American District had fifty-two offices and 12,000
subscribers, and it responded to 6,000 calls a day.35

To strengthen Western Union’s market position, Orton expanded
its manufacturing capabilities and briefly sponsored a program of re-
search. In 1871, he helped acquire for Western Union a controlling
interest in Western Electric, a major supplier of telegraphic equipment.
At roughly the same time, Orton hired a number of inventors—in-
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cluding Thomas Edison and Elisha Gray—to increase the capacity of
Western Union’s wire network. Orton’s research program culminated
with Edison’s quadruplex telegraph, a device that could transmit four
messages simultaneously over a single wire.36

The greatest threat that Western Union confronted was not economic
but political. With its consolidation in 1866, the firm became the first
industrial combine to transcend decisively the boundaries of the indi-
vidual states. Predictably enough, Congress found this situation un-
settling, and in response it passed the Telegraph Act of 1866. This
legislation granted those telegraph firms that consented to its provisions
the right to string wires along every post route in the country. In
return, it obligated these firms to permit Congress to purchase all their
telegraphic assets at a mutually agreed upon price, should Congress so
decide.

The Telegraph Act marked a compromise between Western Union,
telegraph entrepreneurs who sought a national charter, and reformers
who favored the outright nationalization of the industry. These West-
ern Union critics were soon joined by several congressmen and Boston
reformer Gardiner Greene Hubbard who would quickly emerge as
Western Union’s most determined foe.

Hubbard was a lawyer with extensive experience in public utilities
and a tireless promoter of projects intended to promote the public
good. Beginning in 1868, he lobbied Congress for several years to
charter a ‘‘postal telegraph’’ that would compete with Western Union
by reducing rates and expanding public access. Hubbard’s ideas are of
interest, since, in the following decade, he would become a key backer
of the Bell Company, the progenitor of the Bell System and AT&T.

Hubbard lost few opportunities to chastise Western Union for its
failure to realize the democratic potential that he believed to inhere in
the new technology. From his standpoint, Western Union’s rates were
too high, its service too limited, its technology too primitive, and its
offices too few. In articulating a position he had held for fifteen years,
Hubbard declared in 1883: ‘‘As a telegraph for business, where dispatch
is essential and price is of little account, the Western Union system is
unrivaled; but as a telegraph for the people it is a signal failure.’’37

Hubbard was a keen student of communications policy, and his views
were strongly reminiscent of the arguments that postal reformers such
Joshua Leavitt had deployed in the 1840s in urging a reduction in the
basic letter rate. Like Leavitt, Hubbard firmly believed that the Amer-
ican people had a God-given right to communicate with each other,
and that existing institutions were impeding the free flow of informa-



Recasting the Information Infrastructure for the Industrial Age 79

tion. If Western Union would not perform this public service, Hubbard
believed, then Congress had an obligation to fill the void.

Neither Orton nor his successor Norvin Green found Hubbard’s
arguments persuasive, and they rebutted these arguments at length in
a series of reports, magazine articles, and congressional hearings. The
controversy ranged widely over many topics that included the techni-
cal innovativeness of Western Union; the funding and administration
of telegraphy in Belgium, Switzerland, and various other European
countries; and the advantages and disadvantages of government con-
trol. One key disagreement involved differing perceptions of the social
utility of the new technology. Hubbard firmly believed that telegra-
phy, like mail delivery, was a democratic medium with an enormous
potential to transform social relations. Orton and Green did not. If
Western Union reduced its rates to the level of postage, Green pre-
dicted in 1890, he did not believe that 10 percent of the people would
prefer telegraphing their sentiments to communicating by mail. This
was because, Green explained, the telegraph was ‘‘essentially’’ an
‘‘adjunct of commerce and speculation, requiring immediate com-
munication and answer,’’ rather than a vehicle of popular communi-
cation.38 It was, in short, a private enterprise that served a limited
market, rather than a public utility that met the needs of the public at
large.

Though Congress never established a postal telegraph, Hubbard’s
critique had a subtle yet far-reaching influence on Western Union’s
business strategy. For the next quarter century, Western Union offi-
cials remained convinced that, at some point in the near future, the
government would purchase Western Union’s assets and nationalize
the industry—just as the government had in Great Britain, France,
and every other leading industrial nation. To forestall this as long as
possible, Western Union officials did their best to make the case for
private control. Ironically, this business strategy encouraged Western
Union officials to narrow their time-horizons, focus on short-term
profits, and downplay the long-term competitive challenge that was
posed by new communications technologies such as the telephone.39

The Informational Environment during the Transition

from Commercial Republic to Industrial Nation

Few events in the nineteenth century raised greater expectations than
the advent of telegraphy. The new technology was an agency of ‘‘almost
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superhuman facilities,’’ or so declared one of Morse’s business partners
in 1845: ‘‘Every interest, political, social, commercial, and industrial,
will find the use of the telegraphic facilities sine qua non. . . . It is des-
tined to effect a revolution in the business, the social, political, com-
mercial and industrial relations of men, such as neither the more
potential physical power of steam, nor the noiseless influence of the
compass, has developed, gigantic and sublime, to the contemplative
mind, as the results of each have been, and are, and are to be. . . .’’40

The actual development of the new technology was decidedly more
prosaic. Early telegraphy was often irregular and could be surprisingly
slow. Storms often interrupted service, and even in good weather
operators were bedeviled by technical difficulties that stemmed from
poor insulation. To make matters worse, telegraphy had to compete
with mail delivery, which by 1844 had attained a high level of service.
It was hard to convince Americans to patronize the new technology;
in the words of one telegraph promoter, looking back on the early days
of the industry, the Post Office Department already ‘‘served every
purpose of ordinary intercourse.’’41 Long after the telegraph had be-
come an established institution, a postal clerk could still report that
the arrival of a single letter could still could ‘‘convulse the market’’
and create a ‘‘commotion’’ at the commercial exchange.42 It was not
until the 1880s that the number of telegrams Western Union trans-
mitted would equal the number of letters that the Post Office Depart-
ment had delivered in 1840—which was prior to the passage of the
Post Office Act of 1845.

Mail delivery remained particularly important in the sparsely settled
and newly developed regions of the West. Here, as one postal admin-
istrator noted in 1880, the ‘‘comparative scarcity and expensiveness’’
of the telegraph rendered merchants entirely dependent upon the Post
Office Department.43 Even journalists were slow to make the transition.
In the period between 1844 and 1860, for example, only 8 percent of
news stories in American newspapers originated as telegraphic dis-
patches, while 46 percent still came by mail.44

The advantages of mail delivery were especially evident following
the passage of the Post Office Acts of 1845 and 1851, which it made
possible, for the first time in U.S. history, to send a letter without
worrying about the cost. Telegrams, in contrast, remained relatively
expensive throughout the century. Though rates varied widely, de-
pending on a number of factors, including the competitive situation, a
ten-word telegraph message almost never cost less than 50 cents. In
1876, it cost $2.00 to send a ten-word telegram between New York
and San Francisco. In contrast, it cost a mere 3 cents to send a letter
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Table 3.4 Relative Expenditures on Mail Delivery, Telegraphy, and Telephony, 1866–
1920

Year

Post Office Department
operating revenue
(millions of dollars)

Western Union
operating revenue
(millions of dollars)

Bell System
operating revenue
(millions of dollars)

1866 14.4 4.6 0.0
1870 18.9 6.7 0.0
1880 33.3 10.6 3.1
1890 60.9 20.1 16.4
1900 102.4 22.8 46.1
1910 224.1 30.7 164.3
1914 287.9 45.9 224.5
1920 437.2 n.a. 448.2

Source: U.S. Bureau of the Census, Historical Statistics, 2:785–786, 787–788, 804–805.

this distance—and the letter might contain hundreds, or, conceivably,
even thousands of words.45

The limited facilities that Western Union provided further con-
strained its utility. As late as 1880, for example, Western Union had a
mere 9,000 offices, far fewer than the 43,000 offices in the postal
network. And, as critics like Hubbard were quick to point out, three-
quarters of these offices were in railroad stations—which, unlike post
offices, were often inconveniently located far from the center of town.

Perhaps the best index of the relative importance of the Post Office
Department and Western Union was the size of their operating bud-
gets. At no time did Western Union’s annual revenue exceed that of
the Post Office Department. Between 1870 and 1890, the operating
budget of the Post Office Department was, on average, three times as
large as that of Western Union. In 1880, for example, the Post Office
Department had $33.3 million in operating revenue; Western Union,
$10.6 million. In 1900, the gap had widened, with the Post Office
Department bringing in more than $100 million, and Western Union,
a mere $23 million (see table 3.4).

Through data on telegraphic usage are hard to come by, several
generalizations can be ventured. Few Americans ever had occasion to
send a telegraph—far fewer than wrote letters or received a newspaper
in the mail. A mere 2 percent of the American people, estimated
Western Union President Norvin Green in 1887, ever had had occasion
to send a message by wire. Fully 87 percent of all the messages that
Western Union did transmit, Green added, were business-related. Of
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the remainder, 8 percent were news-related, and the remaining 5 per-
cent personal. Many of the business-related telegrams were frankly
speculative—or, as Green put it, had been occasioned by the buying
and selling of goods where ‘‘no transportation and often no delivery is
ever made.’’46

A substantial fraction of this speculation took place outside of the
regular commercial exchanges, in the so-called ‘‘bucket shops.’’ These
controversial, often precarious, and sometimes clandestine businesses
permitted small operators to speculate in agricultural commodities and
corporate securities without having to work through a mercantile
exchange. Bucket shops, Green observed, generated a ‘‘considerable
percentage’’ of Western Union’s total revenue, by ‘‘selling and buying,
forfeiting margins when they expired, settling, when the customers
shall demand, at the quoted price at the instant, and no delivery is ever
pretended to be made.’’47

Among the heaviest telegraph users were merchants trading in ag-
ricultural staples such as cotton and wheat. Since these staples had a
ready market in Europe, price information was a valuable asset, par-
ticularly in commercial entrepôts located far from the Atlantic sea-
board, such as the cotton ports of New Orleans and Mobile and the
wheat-processing marts of Buffalo, St. Louis, Minneapolis, and
Chicago. A business editor remarked in 1854 that before the coming
of the telegraph, traders had taken advantage of advance information
to speculate in agricultural staples on an enormous scale. Each year,
the editor estimated, planters had lost some forty million dollars in
this way—a sum that, since the telegraph, had been reduced to prob-
ably one-twentieth its former magnitude.48

While the telegraph hardly eliminated speculation, it did change its
character. Now that price data were transmitted telegraphically, traders
lost the ability to capitalize on advance knowledge of price differentials
in distant locations. Instead, they began to speculate about the likely
price of staples at specific future dates. Time, as it were, supplanted
space as the great unknown. Before long, this practice led to the
establishment of the futures market. Odd as it might seem, traders
began to purchase crops that had yet to be harvested—and even that
had yet to be planted. Planters and farmers found this arrangement
advantageous, since it enabled them to sell their crop at a predictable
price, protecting themselves against an unexpected market downturn.
Traders hoped to profit from unanticipated increases in market de-
mand, and sometimes they tried to drive up the price by purchasing a
large fraction of the available contracts and refusing to sell.
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To coordinate these complex transactions better, merchants estab-
lished the modern mercantile exchange. The Chicago Board of Trade
dated from 1848, the same year the telegraph reached the city. In the
next few years merchants set up similar institutions in several other
leading commercial centers, including St. Louis, Minneapolis, and
Buffalo.49 Often these exchanges were located at quite a distance from
the site of production. The principal cotton exchange, for example,
was located in New York City rather than Mobile or New Orleans.50

Mercantile exchanges transformed agricultural staples into easily
quantified abstractions that could be bought or sold. For the first time,
it became possible to purchase a given quantity of a specific agricultural
staple in a distant market without having to rely on middlemen with
first-hand information about local conditions. In the process, agricul-
tural staples became commodities, something they had never been in
nature.51

Telegraphy had analogous consequences for the transmission of news.
To regularize news transmission, several New York editors joined
together in the 1840s to form the New York Associated Press. Before
long, the Associated Press became a newsbroker, and information a
commodity.52 Telegraph officials granted newsbrokers various privi-
leges, including special rates and—most important of all—preferential
access to the telegraph wires. The ability of newsbrokers like the
Associated Press to coordinate the distribution of time-sensitive infor-
mation gave them an influence that many regarded as politically dan-
gerous, and which embroiled the industry in a number of public con-
troversies in the Gilded Age.

Few firms used the telegraph more intensively than the railroad. In-
deed, there is more than a little truth to the nineteenth-century com-
monplace that the railroad and the telegraph marched together across
the continent as the ‘‘Siamese twins of commerce’’ (see figure 3.5).53

Telegraphic train-dispatching helped managers prevent accidents, co-
ordinate operations, and generate the data necessary to monitor traffic
flows. Financier Jay Gould declared that without the active cooperation
of the railroads, the telegraph system, ‘‘in its broadest and most popular
features’’ had no financial basis ‘‘by which it could exist, as a valuable
enterprise, for an hour.’’54

During the early years of telegraphy, the relationship of the telegraph
and the railroad was hardly self-evident. Had the railroad never been
invented, the first decade of commercial telegraphy would have been
substantially unchanged. After all, the primary users of the new tech-
nology were merchants dealing in agricultural staples, and the primary
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Figure 3.5 American Progress. This lithograph was based on an 1872 painting by
John Gast. According to its caption, it represents the ‘‘grand drama of Progress in
the civilization, settlement, and history of this country.’’ Emblematic of this progress
was the ‘‘Star of Empire,’’ the robed woman who hovers over the westward movement.
Among her gifts is information. In her right hand she carries a book (the testimon-
ial of our national enlightenment’’), in her left, a telegraph line (‘‘to flash intelli-
gence throughout the land’’). Source: Crofutt’s New Overland Tourist and Pacific Coast

Guide (Chicago: Overland Publishing, 1879–1880), 2:12–13. Courtesy of Robert
Dalton Harris.

axis linked New York and New Orleans—a route that the railroad had
yet to traverse.

The slow adoption of telegraphic train dispatching was particularly
surprising since, in the United States—in contrast, for example, to
Great Britain—most railroads were single-tracked. Single-tracking cut
down on capital costs, yet it greatly increased the risk of collision and
enormously complicated the administrative challenge of coordinating
routine operations. ‘‘The telegraph is rarely seen in America running
beside the railway,’’ remarked one English editorialist in 1854, ‘‘for
what reason we do not know; the consequence, however, is that loco-
motion in the United States is vastly more dangerous.’’55

The first American railroad to experiment extensively with tele-
graphic train-dispatching was the New York & Erie. Station managers
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relied on telegraphy to regulate train movements as early as 1851,
though the procedure does not seem to have been systematized for a
number of years.56

The Erie’s general superintendent, Daniel McCallum, wrote a report
that in 1856 describing the new uses for the telegraph. McCallum was
one of the first managers to clearly delineate the lines of authority on
a major railroad and he regarded the telegraph as an indispensable
managerial tool. ‘‘It would occupy too much space,’’ McCallum de-
clared, ‘‘to allude to all the practical purposes to which the telegraph
is applied in working the road; and it may suffice to say, that without
it, the business could not be conducted with anything like the same
degree of economy, safety, regularity, or dispatch. . . .’’57 McCallum
required station managers to transmit by telegraph hourly reports stat-
ing the precise position on the line of every passenger train and every
important freight train. Should a train run significantly behind sched-
ule—ten minutes for a passenger train, thirty minutes for a freight
train—McCallum required the conductor to report the cause of the
delay to the telegraph operator when he reached the next station. The
operator, in turn, was responsible for transmitting regular reports to
the general superintendent. At this point, it was transcribed, as fast as
it was received, on a ‘‘convenient tabular form,’’ that showed, ‘‘at a
glance’’ the ‘‘position and progress of trains, in both directions, on
every division of the road.’’58

McCallum used the data generated by the telegraph to hasten what
business historian Alfred D. Chandler Jr., has called ‘‘control through
statistics.’’ McCallum’s goal was not simply to improve safety, but also
to coordinate more effectively the deployment of resources. Indeed,
McCallum went so far as to contend that a single-tracked railroad that
relied on telegraphy to coordinate the movement of its rolling stock
was actually superior to a double-tracked railroad that continued to
rely on more rudimentary methods.

Within a few years, McCallum’s example was emulated by most of
the other leading eastern railroads—including the Baltimore & Ohio,
the New York Central, and the Pennsylvania. During the 1860s, tele-
graphic train-dispatching became commonplace throughout the United
States. In the West, the Chicago, Burlington, & Quincy led the way,
followed by the Illinois Central.59 The first telegraph superintendent
on the Illinois Central was hired in 1862; a few years later managers
issued a printed rule book that included an extensive section on ‘‘Move-
ment of Trains by Telegraph.’’60 Other lines soon followed their lead,
often at the instigation of Western Union officials.61
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Telegraphic train-dispatching benefited both the railroad and the
telegraph. Railroads received an unlimited amount of free telegraphing
on the road and a certain amount of free telegraphing throughout the
rest of the network. Since railroad managers could telegraph free of
charge, it is difficult to know just how much information they trans-
mitted; in all probability, the volume was enormous. Telegraph firms
secured free office space and telegraph operators, as well as the free
transportation of poles, wires, and other materials. Most important of
all, they received an exclusive right to transmit messages over the
railroad’s right-of-way, forestalling competition and ensuring them-
selves a reliable conduit for their own long-distance traffic.62

Just as the telegraph facilitated the administrative coordination of
the railroad, it also became a key managerial tool in manufacturing.
Beginning in the 1850s, a number of industrial firms began to place
unprecedented demands on the information infrastructure. These en-
terprises were typically much larger and more complex than any in-
stitution in the period prior to 1840, with the exception of the Post
Office Department. Had these firms’ managers not been able to rely
on the fast and reliable means of communication that the telegraph
provided, it would have been more difficult, if not impossible, for them
to have attained the administrative coordination of production and
distribution that was such a key feature of the business enterprise in
the industrial age.

Firms adopted telegraphy selectively. In credit reporting agencies,
the telegraph proved to be a less important technological innovation
than the typewriter—since, unlike the typewriter, it was used primarily
in unusual circumstances, and never for the routine transmission of
information.63 Telegraphy played an equally modest role in iron and
steel, presumably because managers did not find it necessary to main-
tain tight control over their stock.64

In businesses that specialized in perishable products, such as meat-
packing, telegraphy quickly became indispensable. By the 1880s, two
leading Chicago meat packers, Armour and Swift, required daily tele-
graphic reports from their East Coast agents on the state of the market.
In an average year, the total cost of these dispatches came to $200,000,
a substantial sum.65 Meat spoiled rapidly, and the packers regarded it
as extremely vital to know how much they could safely ship. ‘‘The
head offices are in constant telegraphic communication with the branch
houses and commission agents during the progress of the sale of each
carload of beef, obtaining information and giving advice.’’ declared one
government observer.66
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The Telephone Completes the Information

Infrastructure of the Industrial Age

In February 1876, Alexander Graham Bell secured the first in a series
of patents for a device to transmit the human voice by wire. Bell’s
patents became the legal cornerstone of the American Bell Telephone
Company, the progenitor of American Telephone & Telegraph, which
American Bell established in 1885 as a subsidiary to develop the long-
distance market. Following a reorganization in 1899, AT&T became
the parent firm, with full control over the federation of manufacturing
facilities, operating companies, and research and development labora-
tories that together came to be known as the Bell System. By World
War I, the Bell System had become the final element in the information
infrastructure of the Industrial Age and one of the largest and most
innovative technological systems in the world. As late as 1910, however,
AT&T’s annual operating revenue had yet to match that of the Post
Office Department. But by 1920, AT&T had decisively pulled ahead
(see table 3.4). Much like the completion of the postal network in the
1820s, the rise of the Bell System elicited a fair amount of editorial
comment. As one journalist declared, the telephone was ‘‘unquestion-
ably’’ the ‘‘greatest industrial and commercial achievement of the
American people.’’67

Prior to the breakup of the Bell System in 1984, AT&T executives
often described the telephone network as the most complicated ma-
chine ever built. While this claim is somewhat self-serving, it does
highlight the abiding preoccupation of Bell executives with what his-
torians have come to call the ‘‘network mystique.’’ In recent decades—
in particular, in the 1960s and 1970s—Bell managers spent a dispro-
portionate amount of time and energy in an ultimately futile attempt
to protect their communications empire from outside assault. Yet, in
the early years of the industry—especially in the period preceding
World War I—this distinctive mindset, which combined a disparage-
ment of competition with a faith in public oversight, systems integra-
tion, and technical expertise, provided a generation of talented business
leaders with a mandate that helped to make AT&T a highly innovative
firm.68

Few today would question the utility of telephony in the home as
well as the office. Yet when Bell secured his patent, it remained un-
certain just how the new technology would be used. Unlike the tele-
graph—which, from the start, met the needs of merchants dealing in
agricultural staples—the telephone did not fill an obvious market niche.
According to Elisha Gray—a respected authority on electrical appli-
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cations, and himself the inventor of an early telephone—the new tech-
nology had limited commercial value and was merely a ‘‘scientific
toy.’’69

The successful commercialization of telephony in the United States
owed a good deal to the creative leadership of its early champions.
Particularly influential were promoter Gardiner Greene Hubbard, in-
ventor Alexander Graham Bell, and manager Theodore N. Vail.

Hubbard’s involvement in telephony grew directly out of his own
prior experience with telegraphic reform. Though Hubbard was no
inventor, he was well aware of the commercial value of an acoustic
telegraph that, like the quadruplex, could transmit multiple messages
over a single wire. He was thus understandably intrigued when he
learned that Bell was experimenting with just such a device.

Hubbard bankrolled Bell’s experiments in the expectation that Bell
would invent an improved telegraphic instrument that Hubbard could
sell to Western Union. Bell had other ideas. Far less interested in
multiple telegraphy than in voice transmission, Bell hoped to invent a
machine that could transmit human speech. Hubbard initially regarded
Bell’s research on telephony as a distraction, and did all he could to
keep Bell focused on the multiplex. Bell refused to give up his work
on the telephone, even though he had good reason not to alienate his
patron (among other things, he had fallen in love with Hubbard’s
daughter, Mabel, whom he hoped to marry).

Hubbard was initially reluctant to commercialize the new technology
himself. Just as Morse had hoped to sell his telegraph patent to the
government, so Hubbard tried at first to unload the telephone on
Western Union. Toward this end, at some point in the fall of 1876
Hubbard arranged an interview with William Orton. Precisely what
the two men said to each other during their conference remains a
matter of speculation, since no first-hand account has survived. Many
years later, one of Bell’s closest associates, Thomas A. Watson, re-
counted that Hubbard had offered Western Union Bell’s telephone
patent for $100,000, and that Orton had declined.70

Orton’s refusal to purchase Bell’s patent is often cited as one of the
worst decisions in the annals of U.S. business. Yet it is not hard to
understand why he acted as he did. Hubbard had long been one of
Western Union’s most outspoken critics, and Orton was, quite natu-
rally, reluctant to reward his longtime adversary with what was, at the
time, a quite substantial sum. It was Orton’s ‘‘repugnance’’ toward
Hubbard, one telegraph official later reminisced, that prevented him
from acquiring for Western Union a ‘‘controlling interest’’ in Bell’s
invention at a ‘‘very low cost.’’71



Recasting the Information Infrastructure for the Industrial Age 89

Once Hubbard discovered that there was no easy way to cash in on
Bell’s patents, he set about to commercialize the telephone himself. On
July 9, 1877, Hubbard formally drew up papers to establish the Bell
Telephone Company as a patent association. Two days later, Bell
married Mabel Hubbard in Hubbard’s front parlor.

Hubbard had long criticized Western Union for its narrow focus on
the business market and aspired to establish the telephone industry on
a broader, more inclusive foundation. Middle-class Americans such as
himself (Hubbard frequently presented himself as such in his numer-
ous essays on telegraphic reform) constituted a potentially enormous
market for communications that Western Union had conspicuously
neglected.72

Bell shared Hubbard’s idealism, and in 1878 prophesied that the
telephone would one day become an everyday medium of social com-
munication on a nationwide scale. At a time when telephony remained
limited for technical reasons to a distance of twenty miles, and a host
of related issues had yet to be resolved, this was an extraordinary claim.
Explaining his beliefs to one group of investors, Bell said that in the
future telephone wires would unite the ‘‘head offices’’ of the telephone
company in different cities, making it possible for individuals to com-
municate over vast distances by ‘‘word of mouth.’’ Bell conceded that
such ideas might appear ‘‘Utopian and out of place.’’ Yet he remained
confident that ‘‘such a scheme’’ would be the ultimate result of the
commercialization of the new technology, and urged investors to at all
times keep this ‘‘end in view,’’ so that ‘‘all present arrangements of the
telephone may be eventually realised in this grand system.’’73

Bell focused, like Hubbard, on the middle-class market, broadly
conceived. In particular, he envisioned the telephone replacing the
speaking tubes, bell pulls, and other devices that the well-to-do relied
on to maintain contact with their household staff. Once householders
became accustomed to the new technology, he reasoned, they would
urge its extension to stores and offices and push for the establishment
of a central exchange. In an age when even modest middle-class house-
holds employed one or more servants, this was an ingenious strategy,
and one that was well calculated to help insure that the arbiters of taste
and fashion would soon come to regard the new industry in a favorable
light.

This expansive vision of the potential of the new technology shaped
its commercialization in several ways. To encourage homes as well as
offices to install telephones, Hubbard offered residential users special
low rates. And to promote its widespread use, he offered subscribers
unlimited monthly service for a single fee. This rate structure had the
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advantage of being relatively simple to administer. Other pricing
schemes, based on message units, could have been devised—and some
were, particularly in Europe.

Equally innovative was Hubbard’s development strategy. Fearful
that poor-quality service would raise doubts about the soundness of
the new technology (and also intent on securing a steady return),
Hubbard refused to sell telephones outright. As an alternative, he
licensed promoters to establish operating companies in specific locali-
ties. Typically, Bell licensees solicited subscribers in a relatively small
geographical area, such as a city or town, whom they then connected
to a central switchboard or exchange. Few of these exchanges inter-
connected, at least at first, since technological constraints limited a
telephone conversation to a range of no more than about twenty miles.
Notwithstanding these limitations, Hubbard’s development strategy
furnished a key precedent for two key tenets of the Bell System:
namely, that the parent firm would maintain technical standards among
the operating companies and that it would control the manufacturing
of the necessary equipment, including the switchboards and tele-
phones.

Hubbard’s greatest administrative achievement was his recruitment
of Theodore N. Vail as Bell’s first general manager. Hubbard first met
Vail in 1876 during a trip that Hubbard took across the country as the
chairman of a special government commission on railway mail pay.
Hubbard was much impressed by the vigor, breadth of vision, and
organizational acumen that Vail brought to the superintendence of
the Railway Mail Service, and he urged Vail to cast his lot with the
fledgling telephone industry. Vail, for his part, found Hubbard’s en-
thusiasm for telephony infectious, and, frustrated by congressional
opposition to his ambitious plans for the Fast Mail, jumped at the
chance to make a fresh start.

Vail’s greatest administrative challenge at Bell came during the very
first year of his appointment. The antagonist, predictably enough, was
Western Union. Now convinced of the merits of the new technology,
President Orton decided in late 1877 to enter the telephone business.
Since Western Union had already established a subsidiary in intraurban
telegraphy, it proved relatively easy to set up the American Speaking
Telephone Company as a rival to Bell.

For a brief moment in the late 1870s, Western Union seemed poised
to dominate the telephone industry and relegate Alexander Graham
Bell to a footnote in the annals of invention. In addition to its own
telephone patents, Western Union had at its disposal a formidable
array of administrative and legal talent, an almost unlimited supply of
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capital, and an ownership stake in Western Electric, the largest man-
ufacturer of electrical equipment in the country. American Speaking
Telephone established operating companies faster than Bell and se-
cured a beachhead in several major cities, including New York and
Chicago. (The firm even had, in its secretary, James D. Reid, its own
corporate historian. When, for example, Reid described in 1879 the
newly emerging telephone industry in the first edition of his history
of telegraphy, he treated the American Speaking Telephone Company
in some detail, while omitting from his discussion any mention what-
soever of Hubbard or Bell.74)

Though Bell’s defenders could not hope to match Western Union’s
resources, they were not without some key assets of their own. In
addition to Bell’s patents and Hubbard’s zeal, they had in Vail a skillful
tactician with a keen grasp of the relevant issues. As his first official
act as general manager, Vail sent every Bell licensee a copy of Bell’s
first patent, with a note enjoining them to keep up the fight against
Western Union. In the ensuing months, Vail worked diligently to
secure for the licensees the funding necessary to stave off the compe-
tition, and to force Western Union onto the defensive by suing it for
infringing on Bell’s patent rights.75

Most important, Vail helped convince Boston financier William H.
Forbes to invest in the firm.76 Forbes quickly became the leader of a
group of Boston investors who provided the Bell Company with a
much-needed infusion of cash. In the absence of the financial resources
that the Boston group provided, it is hard to imagine how the fledgling
Bell Company could have met the challenge that Western Union posed.
In recognition of this contribution, in early 1879 Hubbard renamed
the firm the National Bell Telephone Company, and persuaded the
Massachusetts legislature to increase the amount of capital that it was
legally entitled to raise.

Hubbard and Bell had assumed that the National Bell stockholders
would chose Hubbard as the first president of the reorganized firm.
To their surprise, the investors settled on Forbes. Forbes’s appoint-
ment curtailed Hubbard’s authority, and deeply worried Bell, who
feared that Forbes might cut a deal with Western Union that would
tarnish his scientific reputation. Yet as it turned out, neither had much
cause for concern, since Forbes fully shared their determination to
battle Western Union.77

In November 1879, following extended negotiations, Forbes emerged
triumphant, having persuaded Orton’s successor, Norvin Green (Orton
had died in 1878), to cede the telephone market to National Bell. This
agreement, Vail later observed, was ‘‘the most important single event
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in the history of the telephone business.’’78 For its part, Western Union
promised to stay out of telephony, and to transfer to Bell its telephone
assets—including its operating companies and every one of Edison’s
and Gray’s patents. In return, Bell agreed to turn over to Western
Union all of the interurban telegraph messages originating in Bell
telephone exchanges, and to pay Western Union a generous royalty for
the next seventeen years on every telephone it leased.

In retrospect, Green’s abandonment of the telephone industry seems
no less shortsighted than Orton’s refusal to purchase Bell’s patent. Yet,
at the time, it too made a certain amount of sense. Preoccupied with
the long-distance business market—and resigned, as Orton had been
before him, to the eventual government takeover of Western Union’s
assets—Green concluded it was simply not worth the effort to embark
on a new venture that might not realize its full commercial potential
for another twenty-five years. Green’s lawyers had advised him that
Bell’s patents would prove hard to contest, and Green lacked the
stomach for a fight. Though Green’s negotiations with Forbes did
occur during the same months Green was immersed in a fierce com-
petitive struggle with the financier Jay Gould, there are few hints in
Green’s correspondence that Gould’s threat influenced Green’s deci-
sion to sell out. Far more important was Green’s revulsion at the
prospect of a long, drawn-out competitive struggle. In the end—as
Green explained to Forbes, after the final settlement had been
reached—Western Union had been willing to compromise for the sake
of ‘‘peace and harmony’’ and to avoid the ‘‘trouble, loss, and expense
of a wasteful competition.’’79

The acquisition of Western Union’s telephone business significantly
augmented Bell’s burgeoning network of operating companies. By
1881, as Forbes took care to point out in Bell’s first published stock-
holder’s report, Bell and its licensees had established telephone service
in all but nine of the nation’s cities with a population of more than
10,000.80 Since telephony was a mere five years old, this statistic dem-
onstrated an impressive record of growth.

Following the Western Union settlement, Forbes and Vail moved
swiftly to consolidate their rapidly expanding telephone empire. In
1881, they once again increased the firm’s legal capitalization, and
changed the firm’s name, this time to the American Bell Telephone
Company, a moniker it would retain for the next twenty years. In
addition, Bell lawyers redoubled their efforts to protect Bell’s patent
position, which from the outset they had defended with great skill.
Between the granting of Bell’s first patent in 1876 and the expiration
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of Bell’s last major patent in 1894, Bell lawyers found themselves
embroiled in 600 separate legal disputes; they never lost a case.81

Of particular importance for the future was Vail’s 1881 acquisition
of a controlling interest in Western Electric—a leading manufacturer
of electrical equipment that, for the past ten years, had been affiliated
with Western Union. The following year, Western Electric became an
exclusive supplier of Bell telephone equipment, a position it would
long retain. Interestingly, Western Electric’s owners fully supported
the takeover; they reasoned that, if the company remained independent,
Bell might well enter into an exclusive manufacturing agreement with
some other firm.82

The acquisition of Western Electric helped make American Bell one
of the first business enterprises to promote continuing research in the
production and development of electrical equipment. In this way, Bell
executives established a tradition that would culminate in 1925 with
the establishment of Bell Labs, a key element in the information in-
frastructure of the Information Age.

Vail left AT&T in 1887 following a quarrel with the Boston investors
over financial policy, but by this time he had established the firm on a
foundation that it would maintain for the next 100 years.83 One early
milestone came in 1884, when, under Vail’s leadership, American Bell
established the first commercial telephone service between Boston and
New York, a distance of several hundred miles. Slowly but steadily,
Bell-funded engineers were making advances in transmission technol-
ogy that made it possible to link the various operating companies in a
single interconnected network. No longer would telephony remain
restricted to a mere twenty miles. Vail’s preoccupation with transmis-
sion technology occasioned his appointment, in 1885, as the first pres-
ident of American Telephone and Telegraph (AT&T), a wholly owned
subsidiary with a mandate to focus on long-distance transmission.
Eight years later, following Vail’s departure, AT&T achieved another
technical breakthrough when, for the first time, it extended service
from New York to Chicago.

With the expiration of Bell’s last major patent in 1894, Bell executives
suddenly confronted a host of newly chartered telephone firms. In the
following decade, some 6,000 independents sprang up throughout the
United States. These firms offered rudimentary, inexpensive telephone
service not only in urban centers, where Bell was already well estab-
lished, but also in many rural regions that Bell had yet to tap. Inde-
pendent strongholds included St. Louis, Rochester, New York, and
countless smaller cities in the South and Midwest. By 1907, non-Bell
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Table 3.5 Telephone Usage Patterns, 1876–1920

Year

Number of
Telephonesa

(thousands)

Telephones
Per 1,000
Population

Telephone Callsa

Local
(millions)

Toll
(thousands)

1876 3 0.1 n.a. n.a.
1880 54 1.1 0.2 2
1890 234 3.7 1.4b 10b

1893 266 3.9 1.9 34
1900 1,356 17.6 7.7 193
1910 7,635 82.0 35.3 862
1920 13,273 123.4 50.2 1,607

Source: U.S. Bureau of the Census, Historical Statistics of the United States, 2:783–784.

aBell System and independent companies.
bTotals for 1889.

firms operated half of the telephones in the United States (see table
3.5).

The independents greatly expanded the market for telephony and
forced Bell to extend its network at an unprecedented rate. In 1891,
several years prior to the expiration of the Bell patents, fewer than
four of every 1,000 Americans had a telephone. By 1910, fifteen years
after the rise of the independents, the number of telephones had in-
creased to 82 per 1,000 Americans (see table 3.6). In the period between
1894 and 1914—the first two decades of competition—Bell installed
ten times as many telephones as it had in the period between 1876 and
1893.

Though the independents provided little long-distance service, few
customers cared. Far more important, at least initially, was their ability
to offer low rates and a reasonable level of service. In large measure,
the ability of these firms to underbid Bell can be explained by the
simple fact that, on account of their relatively small subscriber base
(compared to Bell), they had little need to make a comparable invest-
ment in switching technology. This was because in telephony, in con-
trast to mass-production industries such as steel or automobiles, ex-
panding the scale of operations led to an increase, rather than a
decrease, in unit cost. The larger the number of subscribers, the greater
the problem. Or, to put it somewhat less abstractly, as the network
expanded, it became relatively more expensive to provide the necessary
facilities to enable a user to make a call.84

The rise of the independents forced Bell Telephone executives to
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rethink their business strategy. Following the lead of E. J. Hall, a key
figure in Bell’s expansion in the South, they entered into a variety of
sublicensing agreements with firms that remained outside of their di-
rect control. Sublicensing proved particularly advantageous in periph-
eral regions like the South, because it enabled Bell to expand its net-
work at a minimum cost.85 Unlike the Bell operating companies, the
sublicensees lacked direct financial ties to the parent company, yet they
could interconnect with the Bell network, provided that they main-
tained certain technical standards.

Hall also cultivated support for high technical standards among sym-
pathetic government officials, particularly in state legislatures and state
regulatory commissions. Hall’s skillful political entrepreneurship sig-
nificantly raised barriers to entry in the industry, since it obliged Bell’s
competitors to meet its exacting operating requirements. Just as the
judiciary had shielded Bell from competition between 1876 and 1894,
so the state governments helped it fend off potential challengers be-
tween 1894 and World War I.86

Bell strategy assumed a heightened coherence in 1907, when a New
York banking consortium headed up by J. P. Morgan gained control
of AT&T and appointed Vail to the presidency. Back in power, Vail
picked up where he had left off two decades before.

The cornerstone of Vail’s business strategy was his commitment to
universal service. Universal service for Vail was soaring ideal that, at
times, assumed an almost utopian cast. Like Bell and Hubbard, Vail
had a visionary streak, and he was firmly convinced that, at some future

Table 3.6 Competition in Telephony, 1893–1920

Year

Number of Telephones

Bell System
(millions)

Independent
(connecting)
(millions)

Independent
(nonconnecting)

(millions)

Percentage

Connecting Nonconnecting

1893 0.3 0 0 100 0
1900 0.8 0.02 0.5 63 37
1905 2.3 0.3 1.6 61 39
1907 3.0 0.8 2.3 63 37
1910 3.9 2.0 1.8 77 23
1912 4.8 2.5 1.4 84 16
1920 8.7 3.8 0.7 95 5

Source: U.S. Bureau of the Census, Historical Statistics of the United States, 2:783–784.
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time, AT&T would provide a basic level of telephone service to every
household in the country. This was, however, a highly unrealistic
objective at a time when telephones could be found in fewer than 10
percent of American households. In the interim, he aspired to the less
ambitious, yet still quite challenging, goal of interconnecting every
existing telephone controlled by Bell. To popularize interconnection,
Vail launched a public relations campaign that was by far the largest
effort of its kind to have ever been mounted by a U.S. corporation.87

Its theme was ‘‘one system, one policy, universal service,’’ which suc-
cinctly expressed Vail’s vision of an integrated telephone network un-
der the supervision of AT&T.

Vail’s strategy was predicated upon a close working relationship with
the New York investors under J. P. Morgan. In addition to providing
AT&T with the capital it needed to buy out selected independents,
the Morgan group was determined to block the creation of an inde-
pendent long-distance network. Confident that AT&T could always
outspend the competition, Vail followed Hall’s lead and encouraged
state legislatures and state regulatory commissions to mandate high
technical standards for telephone firms operating within their jurisdic-
tions—establishing, by no means inadvertently, barriers that the more
poorly capitalized independents found difficult to meet.88

One area in which Vail proved unwilling to innovate was in switch-
ing. Though AT&T’s competitors had begun in the 1890s to introduce
automatic switching, before 1920 virtually every telephone call made
with Bell equipment had been connected manually by a telephone
operator—almost always a young woman known as a ‘‘hello girl.’’ Vail
was reluctant to move ahead in this area for several reasons. AT&T
had a huge investment in mechanical switching equipment and Vail
was understandably hesitant to write it off as obsolete. Technical chal-
lenges also loomed large. Automatic switching raised a host of per-
plexing operational problems, especially in a network as large as the
Bell System. Still, had Vail made automatic switching a priority, it
seems likely that AT&T could have moved a good deal faster in this
area than it did (see figure 3.6).

Vail’s business outlook posed a further constraint. Automatic switch-
ing violated the principle of ‘‘user transparency’’—that is, the notion
that telephony should be kept so simple that subscribers would not
even have to dial a number. Like Hubbard and Bell, Vail remained
sensitive to the fact that most telephone subscribers hailed from the
middle or upper classes and had come to regard telephone operators
as a logical extension of their household staff. The decision to use the
telephone—or so Vail assumed—should be analogous to ringing a maid
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Figure 3.6 Telephone Operators. This is a very early photograph of telephone oper-
ators, dating from 1883. Taken in Boston, it shows men and women working together
at a switchboard. The operators connected calls by attaching the caller’s line to the
appropriate slot in the plugboard that is mounted against the wall. Within a few
years, this job would be reserved for women, the famous ‘‘hello girls.’’ Automatic
telephone switching became commonplace in the 1920s, after having been long
resisted by AT&T. AT&T executives worried that customers would resent having to
dial calls themselves; they also sought to protect the firm’s enormous investment in
manual switching equipment. Courtesy of AT&T Archives.

to hand-deliver a personal note. ‘‘The telephone operator,’’ Vail de-
clared, was the ‘‘servant of every subscriber, as though she was in his
office or in his direct employ. . . . There can never be, in my opinion,
any way devised to get rid of the ‘intelligence’ which at some point in
making up the connection is apt to be required.’’89 Not until the 1920s,
with the widespread introduction of the dial telephone, would Bell
democratize telephony by permitting subscribers to hold a telephone
conversation without having to rely on the assistance of a Bell System
operator to complete the connection.90

Vail proved far more committed to solving the problem of long-
distance telephony. Though the market for long-distance service re-
mained quite limited, Vail was driven by what one historian has aptly
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termed an ‘‘almost irrational commitment’’ to interconnection.91 The
invention by Bell engineers in the 1880s of the loading coil and in the
1900s of the audion (an early vacuum tube) were major steps toward
the realization of this goal. So was the advent, in 1915, of telephone
service between New York and San Francisco, which demonstrated
for the first time the feasibility of telephony on a truly continental
scale.

The New York–San Francisco connection was a major technical
triumph, since it had required the use of the audion, one of the key
innovations of the Information Age. In the following years, AT&T
built on this breakthrough by experimenting with the audion in wire-
less telegraphy, or what would soon come to be known as radio.

AT&T’s foray into the new technology was short-lived. Fearful of
possible legal action under the Sherman Anti-Trust Act, Bell pulled
out of radio as a precaution. This decision drew on a certain fund of
experience—in the years preceding World War I, AT&T had found
itself embroiled in a related lawsuit aimed at contesting its control over
the telephone business. This legal action was abandoned in 1913, when,
to the surprise of many observers, AT&T Vice President Nathan
Kingsbury and U.S. Attorney General James C. McReynolds devised
an out-of-court settlement that made major concessions to the inde-
pendents. Had McReynolds and Kingsbury failed to work out the
compromise that became known as the Kingsbury Commitment, the
Bell System might well have been broken up or even nationalized.
The Kingsbury Commitment required Bell to provide access to its
long-distance lines to independents that sought such a connection; the
settlement also promulgated a set of principles that would structure
relations between AT&T, the operating companies, and the independ-
ents for more than seventy years—until the court-mandated breakup
of the Bell System in 1984.

Given the present-day deregulatory climate, one might assume that
the Kingsbury Commitment was a clear victory for monopoly over
competition. After all, it weakened the independents, and left the Bell
System intact. Yet this was not how it was commonly understood at
the time. Far more important to contemporaries was the role of this
agreement in defusing pressure for the nationalization of the entire
telephone industry—which was, as one popular magazinist aptly ob-
served, one of the ‘‘big, smoldering issues’’ of the day.92 Government
ownership of telephony was an established fact in Great Britain,
France, and every other major industrial country; in the 1910s, such
ownership had the support of many U.S. public figures, including
Postmaster General Albert Burleson. In such a political setting, the
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independents quite understandably supported the Kingsbury Com-
mitment as the lesser of two evils. Indeed, one historian of the inde-
pendents has gone so far as to credit the endorsement of the agreement
by these firms as a major reason the industry escaped the evil of
government ownership. ‘‘It is fair to say,’’ this historian observed, that
if the Kingsbury Commitment had not ‘‘broken the ice’’ and convinced
both the independents and AT&T that they had an equal stake in the
status quo, the ‘‘public ownership zealots’’ in Washington might have
been able to ‘‘put over’’ on a ‘‘disunited and internally bickering in-
dustry’’ a much more intrusive regulatory scheme.93

During World War I, the federal government did, in fact, briefly
assume control of the telephone industry. Yet Congress proved dis-
inclined to perpetuate this experiment once the hostilities ceased, and
in 1919 it swiftly returned the industry to its investors. It may well be
that this outcome owed more than a little to the collective ability of
AT&T, the government, and the independents to devise a politically
acceptable regulatory regime.

Vail’s business strategy proved so successful and enduring, that it is
tempting to speculate a bit about the organizational models upon which
he drew. One possible source of inspiration was, of course, the tele-
graph industry. Vail had briefly worked for Western Union as a tele-
graph operator in his youth, and was familiar with the prominent role
that his cousin, Alfred Vail, had played in the 1840s in helping Samuel
F. B. Morse’s to set up the Washington–Baltimore line.

Yet the influence of telegraphy on Vail’s managerial style is easily
exaggerated. In several key respects, Vail’s leadership of the Bell Sys-
tem differed from Orton’s and Green’s administration of Western
Union. Unlike Vail, Orton and Green lacked a commitment to systems
integration, opposed all forms of government control, and, with the
exception of a brief moment in the 1860s and 1870s, displayed scant
interest in technological innovation.94

A far more plausible, though often overlooked, organizational seed-
bed for Vail’s ideas was the Post Office Department. Ever since the
passage of the Post Office Act of 1792, postal administrators had
striven, in one way or another, to provide the citizenry with universal
access to up-to-date information about commerce and public affairs.
Though this goal differed in several ways from Vail’s commitment to
universal service, it did share with it an unambiguously civic cast. Even
more direct were the lessons that Vail may have drawn from the
Railway Mail Service, over which he had presided in the 1870s. Par-
ticularly suggestive was Vail’s involvement in the Fast Mail. This
project, after all, was a major experiment not only in high-speed long-
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distance transmission, but also in interconnection, technical standard-
setting, and the administrative coordination of a highly decentralized
federation of operating units. Without wishing to push the analogy too
far, it may well be that it furnished Vail with at least some of the ideas
that he would later deploy with such effectiveness at AT&T.

The Informational Environment of the

Industrial Nation

‘‘What strikes and frightens the backward European almost as much
as anything in the United States,’’ declared one English visitor in 1912,
is the ‘‘efficiency and fearful universality’’ of its telephone service:

Just as I think of the big cities as agglomerations pierced everywhere
by elevator-shafts full of movement, so I think of them as being
threaded under pavements and over roofs and between floors and
ceilings and between walls, by millions upon millions of live filaments.
. . . the European telephone is a toy, and a somewhat clumsy one,
compared with the inexorable seriousness of the American tele-
phone.95

The Englishman’s observation was borne out by comparative data.
At the turn of the twentieth century, there was one telephone for every
sixty individuals in the United States; one for every 115 individual in
Sweden; and one for every 1,216 individuals in France.96 In 1909, there
were more telephones in the hotels of New York City than in all of
Spain.97

Telephony shaped U.S. business in a variety of ways. By facilitating
interpersonal communication within localities and inside buildings, it
reduced the demand for messenger boys. And by providing senior-
level administrators with a tool for overseeing foremen, middle man-
agers, and other subordinates, it encouraged the physical separation of
the factory floor from the executive suite, a necessary precondition for
the emergence of the central office district. Bell engineer John J. Carty
observed: ‘‘It may sound ridiculous’’ to hail Alexander Graham Bell
and his successors as the ‘‘fathers of modern commercial architecture—
of the skyscraper.’’ Yet, Carty added, the relationship between tele-
phony and the multistory office building was impossible to ignore.
‘‘Suppose there was no telephone and every message had to be carried
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by a personal messenger. How much room do you think the necessary
elevators would leave for offices? Such structures would be an economic
impossibility.’’98

The emergence of the skyscraper significantly augmented the au-
thority of the central office. So did the novel requirement that sales
representatives report back to headquarters every day when they were
on the road. To meet this demand, hotel owners installed telephones
in the guest rooms of establishments that catered to business travelers,
an innovation that at this time distinguished U.S. hotels from their
counterparts in the rest of the world.

The speed with which the telephone transformed social relations
within the firm is easily exaggerated. At no point did telephony entirely
displace written communication, or render obsolete any of the other
information-related technologies that were beginning to come into
widespread use. In certain large firms—such as the Metropolitan Life
Insurance Company, in New York—the telephone faced stiff compe-
tition from pneumatic tubes, an ingenious mechanical delivery system
that had the advantage of leaving a written record. In the late nine-
teenth century, Metropolitan employees within the firm’s New York
headquarters were transmitting pneumatically some 5,000 messages a
day.99

Executives sometimes tried to compensate for the absence of a writ-
ten record by mounting two phones on their desks—one for their own
use, and one for their stenographer (see figure 3.7). Yet this expedient
was awkward and expensive, and it rarely caught on. Outright resis-
tance to the new technology was by no means unknown, particularly
when its introduction was unaccompanied by any related changes in
organizational design. A manager of a medium-sized manufacturing
firm in Connecticut in 1917 complained, ‘‘Time is lost, confusion
results and money is spent in endeavoring to locate executives [for
telephone calls] when they are out in the plant.’’100

For many Americans—in particular, those in the middle and upper
classes—the telephone provided a useful substitute for a face-to-face
exchange, just as Bell and Hubbard had hoped. Storekeepers large and
small quickly came to recognize it as an indispensable business asset.
Telephony proved especially valuable for individuals whose cultural
authority rested on technical expertise or verbal skill. This was partic-
ularly true of the lawyers, bankers, doctors, ministers, and civic leaders
who made up such a vital part of the professional middle class.

By World War I, many middle- and upper-class households had come
to regard the telephone as a necessity. But it was hardly inexpensive. The
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Figure 3.7 Office Telephone. By 1904, when this photograph was taken, telephones
were a common feature in business offices. But, as this photograph reveals, some
businessmen continued to prefer to mount them on separate tables, rather than on
their desk. Note that the telephone has two transmitters. This made is possible for
a stenographer to record the conversation. Telephone service quickly spread to
private residences and, by the First World War, was widely available throughout the
United States. Courtesy of AT&T Archives.

average residential rate for a Bell telephone in 1895 was $4.66 a month,
or $66 a year—which put it well out of the reach of the working
poor.101 It is hard to come up with comparable totals for later decades,
since Bell began to give households the option of choosing between
metered service and a flat monthly rate. In addition, households could
sometimes secure more inexpensive service from the independents, or
by sharing a party line that enabled several families to share a single
circuit. Long-distance telephony was especially expensive. In 1919, for
example, it cost $16.50 to make a three-minute call between New York
and San Francisco, and $4.65 to make a three-minute call between
New York and Chicago.102 Not until well after World War II would it
become at all common to make long-distance calls from one’s home,
and, as late as the 1930s, less than 2 percent of all telephone traffic
crossed state lines.103

Prior to the expiration of the Bell patent monopoly in 1894, few
farms had telephones. With the rise of the independents, rural tele-
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phony was born. In 1903 less than 3 percent of farm households had
telephones, at a time when the national household average was 10
percent. By 1912, fully 30 percent of farm households had at least
some form of telephone service, which was surprisingly close to the
national average of 35 percent. For a time, the overwhelmingly rural
state of Iowa had one of the highest rates of per capita telephone usage
in the United States.104

Many hoped that rural telephony would slow the migration of farm
children from the country to the city. ‘‘With a telephone in the house,
a buggy in the barn, and a rural mail box at the gate,’’ predicted one
rural booster, ‘‘the problem of how to keep the boys and girls on the
farm is solved.’’105 The reality, however, was more complex. The tele-
phone notwithstanding, farm regions continued to lose population—
and, between 1920 and 1940, the number of rural telephones users
actually declined.106 Not until after World War II would rural telephone
penetration once again approximate the national average. This upsurge
owed less to private competition than to public policy—in particular,
the government-mandated cross-subsidization of telephone service and
the cheap loans and technical aid provided to thinly settled portions
of the country by the Rural Electrification Authority. Just as political
fiat had spurred the expansion of the information infrastructure in the
commercial republic, so too would it continue to shape its development
in the industrial nation.

Summary

This chapter reminds us that the prehistory of the present-day Infor-
mation Age antedates the invention of the computer by a century and
a half, and, in fact, is older than the United States. Beginning in the
1760s with the emergence of an organized opposition to the Crown,
and accelerating in the 1790s with the expansion of the postal network,
information has always figured prominently in American life. In con-
junction with the seemingly insatiable demand of Americans for more
and better information, the transformation of the information infra-
structure during the long nineteenth century goes far toward explaining
why a faith in the emancipatory potential of communications has long
been one of the most distinctive, and enduring, of American cultural
traits.

Between the adoption of the Constitution and World War I, two
distinct yet partly overlapping communications revolutions recast the
informational environment in the United States. The first of these
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revolutions received its initial impetus in the 1760s, when large num-
bers of Americans came for the first time to regard the creation of an
informed citizenry as a valued ideal. This cultural imperative found
an institutional embodiment in the postal system, which, after an un-
certain beginning in the 1770s and 1780s, acquired a discernibly mod-
ern form with the passage of the Post Office Act of 1792.

The first communications revolution reoriented the informational
environment of the commercial republic from the seaboard to the
hinterland. No longer would the primary information flows be trans-
atlantic, as they had been in the informational ancien régime that
existed prior to 1787. By 1828, a Trans-Appalachian, land-based in-
formational environment had come to supplement—though never al-
together to supersede—the Atlantic, maritime informational environ-
ment that had once yoked the United States to Great Britain.

The second communications revolution recast the informational en-
vironment for the Industrial Age. This revolution began in the 1840s
with the expansion of the railroad and the advent of the telegraph, and
accelerated in the 1870s with the elaboration of the Railway Mail
Service and the coming of the telephone. By World War I, this infor-
mation infrastructure was complete. In many ways, it would become
the foundation of the information infrastructure of the present-day
Information Age.

This second communications revolution shaped the informational
environment in a variety of ways. In its first, transitional phrase, it
fostered major institutional innovations in commodity trading and
news reporting and improved internal communications within business
enterprises that operated on a geographically extended scale. In its
second (and final) phase, it eased rural isolation and hastened the rise
of the modern central office district and the professional middle class.

The history of the information infrastructure in the United States
cannot be fully understood by focusing exclusively on the interplay of
technology and markets. No less important have been the cultural
norms that decision-makers relied on to shape the course of events.
The ideal of an informed citizenry inspired postal administrators such
as John McLean; the ideology of private enterprise constrained tele-
graph officials such as William Orton and Norvin Green; and the ethos
of universal service guided telephone executives such as Theodore N.
Vail. Political considerations have also proved significant. Congres-
sional opposition stymied competition in mail delivery; the specter of
government control narrowed time horizons at Western Union; and
various kinds of government regulation have shaped the contours of
the telephone grid.
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While competition has often been a catalyst for change, it remains
undeniable that the communications sector has been dominated for
long periods by a relatively small number of large institutions—the
Post Office Department, the Railway Mail Service, Western Union,
and the Bell System. To a remarkable extent, it was these institutions—
each a first mover in its respective realm—that, in conjunction with
the constant demand of countless Americans for more and better in-
formation, best explains the transformation of the American informa-
tional environment in the long nineteenth century that began in 1787
with the framing of the Constitution and closed in 1914 with the start
of World War I.
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Business Use of Information and
Technology during the Industrial Age

JoAnne Yates

We have seen that democratic ideology encouraged U.S. demand for
information in the eighteenth century, and that technologies such as
the printing press allowed and encouraged increased dissemination of
such information. The continued growth of demand for information,
combined with new communication and transportation technologies
and evolving organizational forms, encouraged the development and
support of information infrastructures such as the postal system, the
railroad, the telegraph, and the telephone in the early and mid-
nineteenth century. During the period from 1880 to 1950, the nonfarm
sectors in the U.S. economy, especially manufacturing, expanded rap-
idly, with manufacturing overtaking agriculture as the dominant sector
in the private economy.1 The rapid growth of manufacturing both
encouraged and was built on the extensive use of information to control
business processes and outcomes; this appetite for information in turn
encouraged the diffusion of technologies—including both office equip-
ment and bureaucratic techniques or systems that supported infor-
mation use.2 These information processing technologies spread into
other, often information-intensive sectors such as financial services and
retail selling, adding further to the demand for information processing
technologies. By 1950, the uses and technologies of business informa-
tion had evolved to a considerable extent, putting U.S. business on the
threshold of what has become known as the Information Age.

This chapter will first consider the period of growth in markets,
production, and firms from 1880 to 1920. I will discuss the systematic
management ideology that emerged in response to problems of man-
agerial control—and the ways in which this philosophy of system and
efficiency encouraged new uses of information, along with increased
office work and the development and/or adoption of new supporting
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technologies for handling information. Many aspects of this managerial
philosophy were anticipated earlier among railroad managers, but it
emerged into popular business awareness in manufacturing, then
spread to other sectors and types of work, including office work itself.
In the final decades of the nineteenth century and the initial ones of
the twentieth, systematic management encouraged the adoption of a
wave of office equipment and bureaucratic systems and techniques—
including, for example, typewriters, carbon paper, filing systems, add-
ing machines, and graphic representation—that supported recording,
storing and retrieving, analyzing, and communicating the increased
amount of information being gathered.

The depersonalization characteristic of systematic management was
supplemented and tempered by the human resources and personnel
movement beginning around World War I and building up to 1950.
This managerial ideology involved yet more gathering and analyzing
of information, which was further encouraged in the first half of the
twentieth century by increased regulation concerning organizational
employees. In the early twentieth century, a more complicated infor-
mation processing system—punched-card tabulating—had emerged
and was adopted by businesses such as railroads, financial service firms,
and manufacturing companies to support large-scale, back-office in-
formation operations involving multiple information processes, from
recording, storing and retrieving, and analyzing to printing out for
communication. These information operations reflected growth in
information-intensive organizations and in the information component
of other types of organizations, the adoption of personnel departments,
other aspects of the human resource approach to management, and
New Deal regulation. This technology continued to evolve up to the
1950s, paving the way for the introduction of computers into business.

Growth, Ideology, and Increased Information

Demand, 1880–1920s

In the early and mid-nineteenth century, most U.S. manufacturing
businesses were quite small—generally consisting of one or more
owner/manager(s), perhaps a small number of skilled artisans or fore-
men, and a few unskilled workers—and operated on the basis of in-
formal and ad hoc management methods.3 In such small firms, the
owners and skilled artisans could generally coordinate and manage
activities through informal oral exchanges. Typically, only external
transactions were recorded, using the double entry method of book-
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keeping. Even in the textile factories that appeared in New England in
the first half of the century, managerial methods did not change very
much, with skilled artisans running primitive ‘‘departments’’ of the
factory as they might have run independent shops.

With the growth of the railroads from small local lines to large
regional and national transportation systems, new managerial methods
began to emerge; initially this occurred in the railroads themselves,
even before the transportation they provided had fostered growth in
other sectors. As railroads started to grow into the first large-scale U.S.
businesses around mid-century, their inherent geographical dispersion
increased, and issues of safety and profitability arose.4 Railroad man-
agers responded first to train wrecks (with their accompanying loss of
life, property, and reputation) and then to diseconomies of scale by
developing the earliest modern managerial techniques. In the 1840s,
they addressed safety issues, instituting strict requirements that only
written orders and regulations be used to govern train movement and
setting up rudimentary reporting systems to allow them to learn from
their mistakes.

Starting in the 1850s and 1860s, leading railroad managers such as
Daniel C. McCallum of the New York & Erie Railroad attempted to
improve efficiency and profitability in the growing railroads by devel-
oping many accounting techniques, including refining financial ac-
counting and inventing capital and cost accounting.5 Such techniques
required new and extensive internal flows of documentation to collect
and store information, and elaborate systems for analyzing and com-
municating it. These techniques were widely publicized among rail-
roads in railroad magazines such as the American Railroad Journal, in
business journals such as the Commercial and Financial Chronicle, and
even in more general publications such as Atlantic Monthly,6 but the
cost accounting techniques, in particular, were fairly specific to the
size and nature of the railroad business, and thus were not adopted
more broadly. Although the literature of systematic management dis-
cussed here reveals similar general goals of system and efficiency, it
makes almost no reference to the accounting techniques developed in
the railroads.

The final decades of the nineteenth century saw rapid growth in
manufacturing output.7 The establishment of the new U.S. commu-
nication and transportation infrastructures opened larger markets, pro-
duction technology improved, and postbellum economic growth in
general promoted increased production. Manufacturing output ex-
panded, both in mass-production, high-throughput businesses and in
customized and batch-oriented specialty production.8 As the quantity
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and diversity of their products grew, firms began to encounter the
problems of internal coordination and control railroads had encoun-
tered a few decades earlier. What one contemporary manufacturing
engineer referred to as ‘‘the old slipshod way of our forefathers’’9 did
not provide adequate coordination in larger firms. As hierarchies grew
vertically (with additional layers of management) and horizontally (with
larger numbers of units and workers at the bottom levels), new mid-
level managers (mostly engineers by training) felt that they had lost
control over production processes and that the lack of coordination
was resulting in chaos and inefficiency. Firms producing an array of
specialty or customized products, even those only moderate in size,
sought better ways of establishing costs for those products and of
producing such variety efficiently enough that buyers were willing to
pay prices that resulted in profits for their manufacturers. In response
to all these pressures, engineer/managers gradually began to develop
and share new managerial approaches and techniques (presented in
articles published first in engineering magazines and then in the newly
emerging management publications) that collectively came to be called
‘‘systematic management.’’10

The systematic management philosophy or ideology, more amor-
phous than Frederick Taylor’s much narrower but better publicized
‘‘Scientific Management’’ (a shop-floor management system), reflected
the broader societal search for order during this era.11 The emergent
philosophy of systematic management centered around the use of what
was designated ‘‘system’’ to achieve managerial control and efficiency.
In particular, the systematizers who developed and spread these notions
had two common themes: (1) the need to transcend individuals,
whether owners, managers, or workers, by systematizing and docu-
menting duties and procedures; and (2) a systematic approach to gath-
ering and analyzing information as the basis for coordination.12 The
principles of systematic management favored written over oral com-
munication, as indicated in this quote from an early advocate of the
new management philosophy:

Even if entire honesty and sincerity prevailed at all times in all busi-
ness transactions, the mere differences due to variations in individual
understandings of orders would render it impossible to conduct any
business of magnitude on verbal specifications.13

One of the earliest engineer/managers, Captain Henry Metcalfe, speak-
ing at the 1886 meeting of the American Society of Mechanical En-
gineers, put this principle more eloquently:
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Table 4.1 New Accounting Positions Created
between 1875 and 1930s

Controller Production Controller
Chief Cost Accountant Financial Controller
Cost Accountant Auditor
Sales Controller System Manager

Source: J. Brooks Hechst, Accounting Systems: Design and

Installation (New York: Ronald Press, 1936), 473–477.

Now, administration without records is like music without notes—by
ear. Good as far as it goes—which is but a little way—it bequethes
[sic] nothing to the future. Except in the very rudest industries, carried
on as if from hand to mouth, all recognize that the present must
prepare for the demands of the future, and hence records, more or
less elaborate, are kept.14

Many different specific schemes for systematizing manufacturing
were proposed by different advocates, with managerial innovation in
specialty production focusing more on the need to create order in
variation, and innovation in mass production focusing more on the
need to improve efficiency through standardization of products.15 In
general, however, ‘‘system’’ and ‘‘efficiency’’ became watchwords of
manufacturing managers of all types, increasing the demand for sys-
tematic, primarily written, information about roles, processes, and out-
comes. Managers established more or less elaborate systems of infor-
mation collection, analysis, and use in firms to fill this demand.

One notable arena of innovation spurred by systematic management
was cost accounting, which was extensively developed as a managerial
tool during this period from its very sketchy beginnings in pre-1880
cost management.16 Several of the leading writers about systematic
management, including Metcalfe, Slater Lewis, and Alexander Ham-
ilton Church, made significant contributions to cost accounting. Dur-
ing the period from 1875 into the 1930s, a range of specialized ac-
counting positions were created in firms, as shown in table 4.1.
Attempts to calculate the cost of manufacturing standardized or cus-
tomized items (and, where possible, to compare the performance of
different units) were full of difficulties posed by such issues as how to
allocate indirect costs. Moreover, dependence primarily on numerical
data carried dangers as well as advantages, since numerical data were,
by definition, abstracted from their context and could be used in ways
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inappropriate to that context. For example in Relevance Lost, H. Tho-
mas Johnson and Robert S. Kaplan make this argument with regard
to cost accounting data, and others have made it more broadly.17 The
emergence into prominence of cost accounting and other uses of quan-
titative data related to systematic management practices called for the
recording, storing and retrieving, analyzing, and presentation of large
amounts of numerical information within companies. Effective mana-
gerial use of these numerical data required an understanding of the
source and nature of the data and intelligence in using it.

Another notable area of development was in the downward flow of
written orders, instructions, and rules—both in handbooks and in
frequently issued orders and circular letters. Managers used such doc-
umentation to standardize processes and jobs. Independent sales
agents, for example, were often replaced by salaried employees (often
the same individuals) and whether they were salaried employees or
not, they were given sales manuals intended to help the firms stan-
dardize prices, terms for sales, and the sales process itself.18 Managers
following systematic management principles often favored jobs that
were more narrowly defined and routinized.19 Analogously, horizontal
flows of interdepartmental correspondence to document coordination
(or failures of coordination) for the record also developed. Finally,
reports analyzed cost and data and other data flowing up the hierarchy
as the basis for monitoring and for recommending policy.

Thus the managerial appetite for information, both non-numerical
(e.g., reports or interdepartmental correspondence) and numerical
(e.g., cost accounting data or sales analysis data), in specialty and mass-
production manufacturers grew enormously as production quantity
and variety grew and managers sought to improve control over them.
This systematic management philosophy spread through mechanisms
including the engineering and early management journals (one of which
was entitled System) and consultants, often called systematizers.20 In
fact, this managerial philosophy of system, with its emphasis on col-
lecting and using information, was also adopted by smaller manufac-
turing firms and by nonmanufacturing businesses.21 One well-known
systematizer, William Henry Leffingwell, focused solely on the appli-
cation of the principles of systematic management to the office setting
(whether the office was part of a manufacturing firm or a law firm).22

The increased appetite for information also contributed to rapid growth
in the number of clerical workers to handle it, from a mere 74,200 in
1870 to 2,837,700 by 1920 (a jump of 3700%).23 This rapid growth
occurred during a period that also witnessed a rapid growth of infor-
mation technologies, discussed in the next section, suggesting that
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Table 4.2 New Positions Relying Primarily on
the Collection and Processing of Information,
1875–1918

Office manager Typist
Office workers Stenographer
Statisticians Vice President of Sales
Mailing Clerks Filing Clerks

Source: The Editors, Office Management (New York:
Alexander Hamilton Institute, 1919).

during this period the two trends reinforced each other. These clerical
workers were only some of the new positions that depended on the
new internal information being collected. Table 4.2 shows the new
information-dependent jobs added after 1875, according to one book
on office management.

The Technology of Information: Office Equipment

and Bureaucratic Techniques

With growing firms, information flows, and clerical staffs in the decades
around the turn of the century, it is not surprising to find a growing
office supply industry that provided the information technologies of
this period. Getting a handle on the size and growth rate of this
industry (if it is even appropriate to call it a single industry) is difficult,
because the technologies of information processing could be defined
broadly to include office machinery (then typically referred to as office
appliances) such as typewriters and adding machines, furniture prod-
ucts such as filing cabinets, stationery products such as preprinted
forms and carbon paper, and a plethora of small items such as paper
clips.24 To give just one indication of growth, total capital in office
appliance manufacturing firms alone increased by 2700% between 1879
and 1919.25 The increasing demand for information encouraged growth
in the supply of information technology for handling it. Moreover, as
Leffingwell noted in explaining the growth of the office machinery
industry:

When business method was individual and self-centered and business
aims narrow and secretive, there was little incentive for inventive
genius to burn the midnight oil in the search for business machinery.
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The demand for mechanical office appliances did not exist because
there was no similarity of method. But as similarity of method spread
through the exchange of ideas, the possibilities for mass production
attracted some of the keenest minds in the country, who turned to
making machines and devices that would simplify the mass of prob-
lems crowded into the business man’s day. As a result, an immense
industry has been created—an industry which produces office ma-
chines and devices for the entire world.26

As Leffingwell suggested, standardization of methods and of office
supplies and equipment in a range of businesses further spurred man-
ufacturers of the latter to supply this demand, often through cheaper
mass-production methods. Moreover, the use of such office equipment
(a term I will use to include both machines such as typewriters and
specialized office furniture such as filing cabinets for vertical and card
files) and techniques or systems (e.g., the system by which papers or
cards were organized in the filing cabinets) came to be associated with
the ‘‘modern,’’ systematic management approach, so its symbolic value
also reinforced demand for it.27

In the final decades of the nineteenth century and the first decades
of the twentieth managerial firms adopted many information technol-
ogies, including both office equipment and bureaucratic techniques or
systems of all types, newly developed or adapted to new uses, to aid
in recording, storing and retrieving, analyzing, and communicating
information within firms.28

Recording

Until the mid-1870s, and in spite of many unsuccessful attempts to
mechanize the recording of information, the recording process was a
laborious, pen-and-ink operation. In 1874, the first mass-produced
typewriter came out of the Remington factory, aimed not at the busi-
ness market, but at a specialist market of authors and court reporters.29

During the late 1870s sales mounted, although initially relatively
slowly, as typewriters gradually spread into the broader business world,
reaching a sales total of 4,000 machines in the first five years. By 1880,
the business market had overtaken the niche market, manufacturing
growth and the systematic management philosophy were increasing the
business appetite for information, and one competitor had entered the
market, the American Writing Machine Company. Sales of typewriters
now picked up rapidly. By 1884, ten years after the first typewriting
machines came off the production line, Remington had four competi-
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tors in the typewriter market (all using different patents), and by 1886,
Scientific American estimated that a total of 50,000 typewriters of all
makes had been manufactured.30 Growth continued to accelerate, with
almost 150,000 typewriters sold in 1900 alone.31 This rapid takeoff of
the typewriter business reflects strong demand for efficient recording
of information, encouraged by the increasing use of information within
firms, previously discussed.32

From the point of view of the businesses buying the typewriters,
these new machines created, for the first time, a way of recording text
or numerical information that was faster—more than three times faster
with a trained typist—than handwriting.33 The appeal of such a device
was clear, and the timing excellent, because it reached production just
in time to help handle the rapid increase of documentation in firms.
As we have seen, the typewriter did not prevent a rapid increase in
clerical labor during the same period; based on the relative speed of
the two modes of recording information, however, an equivalent
amount of recording activity without the typewriter’s aid might have
increased clerical demand (if not supply) at three times its actual rate
of growth. The result would have been either a much increased work
force (and correspondingly higher costs), or a change in some of the
methods then evolving to depend less on written documentation.34

With the proliferation of typewriters there also came a separation and
specialization of clerical jobs, with traditional secretaries (typically
males doing a variety of work and with the potential to rise in the firm)
often replaced by typists and stenographers, job categories with narrow
and specialized duties that rapidly came to be dominated by females
at lower wages and with little chance to rise above that position.35

Typewriters became a fixture in the office (see figure 4.1).
While the typewriter was the most widely adopted advance in re-

cording technology during this period, there were other innovations,
both in office equipment and bureaucratic techniques. During this
period, the time clock, a more specialized technology for recording a
particular type of information, was adopted for recording (and con-
trolling and standardizing) employee time, either in total or on a given
job.36 The cash register emerged as a means of collecting sales infor-
mation in retail establishments. The cash registers first sold by John
H. Patterson starting in 1884 helped reduce clerical pilfering by reg-
istering sales amounts, but they did not record these sales in a reusable
form. By the turn of the century, however, cash registers included
features such as adding and printing, and, according to historian James
Cortada, ‘‘by World War I, Patterson’s machines had evolved into
accounting-like devices that trapped information and went beyond
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Figure 4.1 Tabulators and Typewriters. This picture suggests how massive an effort
it was to conduct a Census. The first U.S. Census to make extensive use of tabulating
equipment (seen on the left side of the picture) occurred in 1890. This picture, taken
in 1910, shows the results of twenty years of experience with information handling
equipment at the U.S. Bureau of the Census. As quickly happened in commercial
offices, women came to dominate many jobs requiring the operation of ‘‘office ap-
pliances.’’ Courtesy the National Archives.

simply keeping clerks honest.’’37 Thus cash registers collected, re-
corded, and eventually performed preliminary calculations with retail
information.

The demand for recording methods also included demand for small-
scale document copying, for uses such as making copies of outgoing
and internal correspondence and reports for the firm’s internal records.
Firms had long undertaken small amounts of copying, particularly for
important outgoing correspondence. In the early nineteenth century,
such copying was done just as the recording was: by hand into bound
blank books. By the mid-nineteenth century, U.S. firms began to
replace hand copying with press copying.38 This process used special
ink, moisture, and a mechanical press to take an impression of a doc-
ument on a page of a bound volume. While messy, inconvenient, and
generally limited to a single readable copy, this process was faster than
hand copying and could be done by unskilled and even illiterate office
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workers. With the growing production and widespread adoption of the
typewriter in the closing years of the century, carbon paper, an older
technology heretofore used only in very limited ways, was adapted to
a major new application.39 Using carbon paper, a typist could make
several (unbound) copies at the same time the original was created.
Carbon paper thus solved any efficiency problems posed by the in-
creased numbers of outgoing and internal documents of which copies
were needed.

Finally, forms were a bureaucratic recording technique that spread
rapidly during this period. Railroads had used preprinted forms with
blanks to be filled in by hand since at least the middle of the nineteenth
century, and they were the major business users by the turn of the
century. The use and popularity of forms spread to other businesses
by the start of the twentieth century, as demonstrated by the many
articles in engineering and early management journals about sets of
forms designed for particular uses.40 Forms reduced time spent to
record information and encouraged its consistency. Such forms could
also be used in conjunction with typewriters, further speeding the
process of recording numerical or otherwise structured information. It
was also easier for clerical workers to extract and compile data from
forms, in order to pass this information to higher levels. Typically the
forms were designed for a specific purpose and sent to a printer’s shop
to be printed.

All of these office appliances and bureaucratic techniques helped
speed up and reduce the cost of increased recording of information,
further stimulating business demand for information.

Storing and Retrieving

Internal business documents, relatively rare before the 1880s, were
stored haphazardly (if at all) in an array of devices. The increased
numbers of documents flooding firms at the end of the century, how-
ever, were only useful for managerial purposes as delineated by the
systematic management ideology if they could readily be retrieved.
The systems for storage and retrieval of business documents and data
in the mid-nineteenth century were adequate to the small volume
common at that time, but they posed several problems when they were
scaled up to handle the greatly increased volume of documents at the
end of the century. In mid-century storage systems for business doc-
uments of that day (consisting primarily of external correspondence),
related incoming and outgoing correspondence was divided between
two differently organized systems.41 Bound, chronologically organized
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press books with primitive indexes held copies of outgoing correspon-
dence, and pigeonholes, letter boxes, or flat files, organized by corre-
spondent, geographical area, or even subject, held incoming corre-
spondence. As the numbers and types of documents increased, and as
firms filled more and more bound volumes and letter boxes each year,
it became increasingly difficult for managers to find documents when
they sought them later.42 Carbon copying, which became popular as
the typewriter was widely adopted, allowed the creation of loose, rather
than bound, copies and consequently made it possible to combine the
two storage systems (for incoming and outgoing documents) into a
single system.43 In the 1880s, however, managers’ notions of storage
still generally involved bound books, so such loose copies were often
bound into chronological books.

Ultimately, vertical filing, first presented to the business community
at the 1893 Chicago World’s Fair (where it won a gold medal), became
the accepted solution to the problem of storage and retrieval of paper
documents.44 From the beginning, vertical files were presented as a
way of combining all documents (incoming, outgoing, or internal) in
a single system organized by subject, location, or any categorization
appropriate to the business. Thus the technology included not just file
drawers and folders to hold papers; it also included the bureaucratic
technique of organizing the papers into folders and the folders into
drawers by an appropriate and accessible filing system. Both the filing
system and the office equipment and supplies to house it (what we
might now call the software and the hardware) had roots in the library
world. The first commercially available vertical filing cabinets were
made by the Library Bureau, a firm founded by Melvil Dewey to
market the card indexes developed for use with the Dewey Decimal
System, introduced in 1876.45

Vertical filing, still ubiquitous (if no longer quite taken for granted)
in offices today, was seen as an important development by business
people in the 1890s. Indeed, articles on filing appeared in management
periodicals, and textbooks focused wholly or partially on filing prolif-
erated, as filing systems became closely associated with systematic
methods.46 Businesses adopted such systems relatively rapidly. An in-
teresting, unintended consequence of the adoption of vertical files was
the proliferation of decentralized, departmentally and individually
maintained files, in spite of the widespread recommendations of filing
experts to maintain centralized files.47 Individual managers and even
even some workers seemed to desire control over local files. Such
decentralized files in turn seemingly spurred additional internal doc-
umentation (especially lateral communication related to areas of con-
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tention among departments or units), contributing to its growth in
firms. Finally, filing led to the emergence of yet another job category,
that of file clerk, with narrow, routinized duties in accordance with the
tendencies of systematic management.

While vertical filing of business documents worked well for corre-
spondence (internal and external) and for reports, it was less satisfac-
tory for storing large quantities of numerical data in rapidly retrievable
form. For accessible data on such matters as production, sales, and
costs, card files—also adopted from libraries and using appropriately
preprinted cards (tables, forms, etc.)—became a popular mode of stor-
age.48 Metcalfe urged the adoption of cards instead of ledgers for
accounting data, because such systems made:

each card a representative unit, capable of combination with others,
according to any one or more of their common features; thereby
attaining by the mechanical operation of sorting, the results otherwise
achieved only by the tardy and laborious processes of book-keeping.49

Although loose-leaf accounting ledgers with rings became the preferred
form for keeping regular accounts (replacing old-fashioned bound ledg-
ers), card systems were used extensively and for a wide variety of
purposes.50 The business of selling such card systems, typically using
standardized sizes of cards (e.g., 3 in. by 5 in. cards), became a large
and important one, including firms such as Rand Kardex, which would
become part of Remington Rand, the firm that marketed the first
commercially available computer in the United States.51

Although managers wanted internal information recorded and stored
primarily for relatively immediate use, the presence of such internal
documentation in filing cabinets and card systems soon raised the issue
of mid- and long-term storage. In Du Pont, for example, the Sales
Record Division kept central card records of sales for all sales offices
for a moderate period of time; this turned out to be particularly useful
in replacing records for the San Francisco sales office lost in the city’s
1906 earthquake, for example, and in refuting erroneous data presented
in antitrust suits.52 In 1907, the Sales Record Division and other Du
Pont statistical offices were supplemented with a central, long-term
storage facility known as the Hall of Records. Here, records managers
(another new job category created by the changes in internal business
use of records) sifted through records, with the official mandate of
discarding what were considered unimportant records and keeping
ones considered to be important—whether for documenting the history
of the firm, defending patents, or fighting antitrust suits—even if no
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longer in active use. Of course, by the later twentieth century, busi-
nesses in general had learned that firm records could sometimes be
used against them in antitrust suits, and many records managers have
become as active in discarding what corporate lawyers see as potentially
dangerous records as in saving valuable ones.

The techniques and equipment that facilitated storage and retrieval
of documents and data, including card and paper files and short- and
long-term storage facilities, were key to making information accessible
and thus potentially useful to managers. Although recording technol-
ogies such as typewriters seem from a distance to be more important
innovations in information technology than vertical files, the latter were
equally important to the overall information system developing to
support the growth in production and systematizing of firms during
this period.

Analyzing

The new emphasis on gathering and analyzing quantitative data as
the basis of controlling processes and monitoring efficiency created
growing demand for aids to speed up analysis of such information.
Analysis included sorting, counting, and calculating. On the simplest
level, the card systems just discussed were often embellished with
devices such as notches, tabs, or punched holes, which, by their par-
ticular positions, indicated some characteristic. The user working with
such card files could separate out and count cards identified by one
or more chosen characteristics. Where analysis consisted primarily of
understanding the relationships between categories (e.g., in breaking
down sales data by region and product), and the quantity of cards
was not overwhelming, such systems were particularly useful. Of
course, they became less efficient as the number of cards grew, as in
some of the information-intensive businesses (e.g., life insurance) that
became lead users of the tabulating systems (discussed in a subsequent
section).

Most analysis involved numerical calculations, and as the flow of
data in firms grew, so did demand for mechanical adding and calcu-
lating devices that could speed up the work of performing numerical
calculations (as the typewriter had sped up the recording of informa-
tion). Such early, dial or lever-based calculating devices as Arithmo-
meters—which had been commercially available since 1820 and were
sold in small numbers to scientists and to actuaries—were not consid-
ered very useful for bookkeepers in firms because of their extremely
slow speed and lack of reliability.53 Technological developments oc-
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curred and additional producers of such devices entered the market
during the middle of the nineteenth century and after, but the adding
and calculating machine business really took off only at the end of the
nineteenth century and in the early twentieth. In the mid-1880s two
technological innovations that made the machines more suitable for
business use were introduced to the market, innovations probably in-
duced in part by the increasing demand of firms for aid in processing
quantitative information, made.54 Felt & Tarrant Manufacturing Com-
pany began marketing the Comptometer, a calculating machine that
used keys rather than dials or levers to enter numbers, thus speeding
up use enough to allow the skilled Comptometer operator (yet another
new clerical position, but one that would disappear into the broader
category of office machine operators) to calculate more rapidly than a
skilled accountant could calculate mentally (see figure 4.2). At around
the same time, the predecessor of the Burroughs Adding Machine
Company introduced an adding-listing machine that printed out the
numbers as they were entered and the totals as they were added,
providing a way to record and verify the calculations. Subsequent
developments in both adding and calculating machines (the former
devices only added, while the latter also performed other arithmetic
functions) followed, in interaction with the growing market for such
machines.55

Adding and calculating machines were joined by more specialized
billing and bookkeeping machines (in addition to accounting and tab-
ulating machines, discussed in a later section) to aid in analyzing the
floods of numerical information being collected and processed by the
early twentieth century.56 Operators of such machines entered quan-
titative information on a keyboard, simultaneously registering it for
use in calculations and posting it on specialized loose-leaf ledger pages
or other forms; then these operators used the machines to perform
various calculations on the entered data and post the results in the
appropriate location. The adoption and use of all such machines was
spurred by the withholding of taxes from individual paychecks, made
mandatory by federal legislation in 1913, and by the further expansion
of corporate taxes during World War I.57

These new technologies facilitated use and reuse of numerical data
(whether appropriate or inappropriate use), contributing further to
managerial demand for quantitative data concerning all aspects of their
operations, including processes as well as output.
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Figure 4.2 Calculating Accountants. Nothing so profoundly changed the job functions
of an accountant, or did more to expand the types of accounting that could be
developed and applied, than the humble adding machine. In this picture, the Comp-
tometer, the most popular calculator among accountants of the period 1900–1930,
is used by members of the audit team at the Pennsylvania Railroad. The Comptometer
was particularly useful in conducting a variety of basic mathematical functions in
large enterprises. Manufactured by the Felt & Tarrant Company, it was the most
important competitor to another great American firm, the Burroughs Adding Machine
Company. From the private collection of James W. Cortada.

Communicating

In addition to being recorded, stored and retrieved, and analyzed, the
rapidly increasing flood of information needed to be communicated to
those who would use it. Communication occurred in the early stages,
as recorded information was transmitted up or across the hierarchy, or
at later stages, when information was communicated to its users up,
down, and across the hierarchy. Thus communicating the information
involved transmission, dissemination, and/or presentation, orally as
well as in writing (though the systematic management ideology favored
written communication).
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Transmission of written documents within a location tended to op-
erate primarily via interdepartmental mail systems, which emerged in
larger firms during this period.58 Such systems were the subject of
attention in management magazines, and the memo heading that dif-
ferentiated internal from external correspondence emerged during this
period to facilitate interdepartmental delivery and subsequent filing of
documents. In some settings, more specialized technologies (including,
e.g., the pneumatic tube system) were adopted for rapid internal trans-
mission of information.59 Transmission of written material from loca-
tion to location took place primarily through two of the infrastructures
discussed in chapter 3: postal service (via railroad and other trans-
portation means) and telegraph. Telegraph codes became a popular
way of transferring information on relatively standard topics through
the telegraph system from sales agencies or offices to headquarters,
for example, while reducing cost and assuring privacy of the infor-
mation.60

As we have seen, the systematic management ideology favored writ-
ten over oral forms of information transmission, but the telephone,
introduced to the American public in 1876, was also used to facilitate
informal transmission of information. Its earliest installations, even
before the development of the telephone exchange two years later, were
often point-to-point lines linking the office and factory of a single firm,
allowing informal oral contact between owner/manager and factory
foremen, even when they were not in the same location.61 Beginning
in the 1890s, many larger firms adopted private branch exchanges to
link locations within a large or dispersed facility, as well as to connect
with outside exchanges.

When written instructions and procedures needed to be disseminated
to large numbers of employees, mass copying was needed.62 To the
extent that instructions were mass distributed before the 1880s, they
had to be typeset at a printer’s shop, making such dissemination slow,
expensive, and inconvenient. In the final decades of the nineteenth
century, two methods of making larger quantities of copies right in the
office became available. Hectograph methods used an original written
or typed with aniline dyes together with a gelatin bed to make up to
100 copies of a document.63 Stencil methods used a stencil master
perforated with tiny holes allowing ink to pass through to make up to
1,000 copies. Edison introduced the first stencil method to the United
States in the form of his electric pen and stencil duplicating press in
1876; by the 1890s stencil masters for use with typewriters had ap-
peared, and rotary ‘‘mimeographs,’’ stencil copiers produced by A. B.
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Dick, had replaced handwritten stencil masters and flat-bed copiers
for more rapid production of hundreds of copies. These copiers filled
the need for a quick, convenient, and inexpensive way to make multiple
copies of documents intended for wide dissemination. Of course, some
types of documents, such as sales manuals, were still sent to printers
for higher quality mass reproduction. These manuals were often illus-
trated and were issued relatively infrequently to large numbers of sales
agents or employees, in some cases with the knowledge that they would
be shown to customers to show the firm’s products.64

Developments in bureaucratic techniques also facilitated oral dissem-
ination of information. Shop conferences, the subject of a monthly
column in Factory magazine starting in 1916 (‘‘Getting More Out of
Shop Conferences’’) and of articles in other management magazines,
brought together the foreman and/or department heads regularly for
a variety of purposes. Based on a questionnaire sent to twenty-five
executives, Factory classified such meetings into two types, good will
and supervisory. While the former promoted ‘‘team spirit’’ among
lower-level managers (and were early indicators of the human resource
philosophy discussed later in this chapter), the latter promoted down-
ward and lateral dissemination of ideas about efficiency and system, as
well as facilitating monitoring of processes and comparison of results
across units to assure that such new ideas were being implemented.65

Such oral dissemination often involved written documents or visual
aids. In addition to shop conferences, specific to manufacturing set-
tings, other types of managerial meetings took place to promote goals
of systematizing. For example, when DuPont consolidated a set of pre-
viously independent and geographically dispersed dynamite plants
within its High Explosives Operating Department (HEOD), the ex-
ecutives in charge of the department adopted regular plant superinten-
dents’ meetings to accomplish similar goals at a higher level than the
shop conference.66

Techniques were also introduced to facilitate effective presentation
of information. As the amount of information being gathered and
processed increased, the decision makers in the larger firms were faced
with problems of information overload—they needed information to
be selected and presented in a way that reduced that overload and
highlighted critical information. Tables and forms were efficient for
gathering structured numerical data, and they presented the data more
compactly than text, but they took time to absorb and interpret. Graph-
ical representation was a bureaucratic technique for displaying data in
an easy-to-absorb form that highlighted comparisons among units,
change over time, and other such critical factors. This technique had
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been developed centuries earlier but had been used more by scientists
than by managers.67 In the early twentieth century, this technique for
presenting data was widely advocated by systematizers and adopted by
managers of many ‘‘modern’’ firms.68 Of course, graphs were open to
manipulation (e.g., of the scales) for the presenter’s purpose. DuPont’s
Executive Committee established a specialized room for the display of
large-sized graphs of what they deemed to be critical data, updated
and presented monthly in a prescribed standard form to avoid mana-
gerial manipulation.69 Demand for more efficient presentation of tex-
tual information was also growing, and new techniques (e.g., elimina-
tion of wordy formula text from traditional letter-writing style,
addition of subheads, tables, and graphs into textual documents) were
introduced in response.70 In fact, internal efficiency or system depart-
ments, which were started in many firms adopting the methods of
systematic management, sometimes began by systematizing the internal
systems for communicating information.71

Thus communication, including the transmission, dissemination,
and presentation of information, was a final area of information han-
dling to benefit from improvements during this era.

Importance of This Wave of

Information Technologies

This brief examination of some of the office equipment and bureau-
cratic techniques for handling information that entered widespread use
beginning in the 1880s suggests that both the demand for and supply
of information in firms increased during this period, with the latter
aided by the widespread adoption of information technologies. Infor-
mation demand, spurred by growth and the systematic management
ideology, seemingly took the lead, although supply and demand rein-
forced each other. As we have seen, some of the technologies (e.g.,
adding machines and carbon paper) had existed but had not yet been
adapted to business uses, and technological developments related to
these and newer devices seem to have been encouraged by growth and
by the systematic management ideology. The widespread adoption of
bureaucratic techniques such as forms and graphs also points to the
key role of demand generated both by economic and firm growth, on
the one hand, and by the wide adoption of the systematic management
methods, on the other.

By 1926, the Office Appliance Manual, edited by William Henry
Leffingwell and sponsored by the National Association of Office Ap-
pliance Manufacturers, included sections on all of the office appliance
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Table 4.3 Categories of Office Appliances in Use by 1926

Adding Machines Duplicating Machines
Calculating Machines Photo-Copying Machinesa

Billing Machines Addressing Machines
Bookkeeping Machines Mailing-Room Equipment
Accounting and Tabulating Machines Shipping-Room Aids
Check Protectors and Writers Scales
Check Certifiers, Endorsers, Time-Recording Devices
Cancelers, and Signers Intercommunicating Systems

Coin-Changing Devices Miscellaneous Office Appliances
Coin-Handling Devices Safe-Keeping Records
Autographic Registers Filing Methods
Autographic Cash Registers Filing Equipment
Cash Registers Visible Index Systems
Credit Registers Finding and Filing Devices
Adding Machine-Cash Registers Office Furniture
Adding Machine-Cash and Credit Registers Loose-Leaf Accounting Records,
Dictating Machines Equipment, and Systems
Typewriters Billing-Machine Forms
Typing Aids

Source: William Henry Leffingwell, ed., The Office Appliance Manual (National Association of
Office Appliance Manufacturers, 1926).

a1926 was well before the advent of plain paper photocopying; the photocopy machines
referred to here were large devices with a camera, coated paper, and developing fluids, used
to take photographs of documents. Applications for this slow, expensive process were limited.

types discussed here, plus dozens of others. The list of product cate-
gories (compiled from chapter titles in his book), shown in table 4.3,
reveals the incredible range of such devices. One category of office
machine, designated ‘‘accounting and tabulating machines’’ by Lef-
fingwell, is particularly highly developed and important as a predeces-
sor of computer-based information technology. A subsequent section
below examines the emergence and use of this tabulating technology.
First, however, we must consider some new sources of demand for
information in the period from World War I to 1950.

Additional Information Demands:

Human Relations and Regulatory Change

While systematic management, along with continued growth in the
quantity and variety of products produced by firms (especially during
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the two world wars), continued to fuel information demand in U.S.
firms throughout the first half of the twentieth century, another man-
agerial ideology, the human relations school, and the related personnel
management function, began to emerge early in the century in response
to labor unrest and a broader societal movement toward humanitarian
reform. This managerial thrust acquired definition and initial momen-
tum during World War I; it continued to gain adherence through the
added impetus of the New Deal and World War II. Under its influence,
many firms added personnel departments, which collected, analyzed,
and used new types of information. Like systematic management, hu-
man relations encouraged the appetite for information among managers
in U.S. firms. At the same time, changes in regulation that accompa-
nied the twentieth century world wars and the Great Depression also
imposed added informational demands. Although these were not the
sole factors in the adoption of back-office tabulating technology dis-
cussed in the following section, they were additional contributors to
the increased information processing demands that supported its adop-
tion, as well as continued growth in the office appliances and techniques
already discussed.

The human relations or industrial relations ideology had multiple
roots. It grew in part out of the industrial welfare movement that
emerged around the turn of the century as a strand of the broader
Progressive Movement of the era, with the humanitarian goal of bet-
tering the lives of workers.72 From early on, managers and owners also
saw this movement as a way of combating what they saw as common
labor problems, from sloth or soldiering (pretending to work) to labor
unrest and strikes, by bringing back some of the personal element and
family feeling that had been lost in larger, systematized firms. Tech-
niques associated with industrial welfare included employee clubs, in-
house publications, and morale-building shop conferences. Another
contribution to the ideology came from academics in the social and
behavioral sciences who, as part of the professionalization of these
fields, sought to demonstrate the power of their approaches in business
applications such as industrial psychology.73 With the emphasis on
their disciplines as sciences, academics justified their work to firms
through metrics such as reduced turnover and increased efficiency, as
well as improved industrial harmony. Meanwhile, personnel manage-
ment was just beginning to emerge as a professional function in busi-
ness, both a contributor to and a result of the emergence of the human
relations ideology itself. This management philosophy advocated work-
ing for system and efficiency among the human, as well as nonhuman,
elements of work.74
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All these developments began to converge in the early twentieth
century. In the years leading up to and through World War I, labor
unrest and strikes increased, and managers became increasingly con-
cerned more with the practical goal of replacing worker conflict with
worker cooperation than with the purely humanitarian goals of the
welfare movement. In David Noble’s words, the corporate reformers
‘‘remade the innovations of welfare workers into elaborate industrial-
relations programs, to try to foster a spirit of voluntary cooperation
among workers, to transform the energy of potential conflict into a
constructive, profitable force within a larger corporate framework.’’75

A recent reading of the labor movement sees the labor unions as
cooperating with this development, in the interests of establishing a
consumption-based notion of wages, the so-called living wage.76

Whether this new managerial philosophy was a managerial plot or a
labor triumph, it would fuel additional increases in information pro-
cessing demand in firms.

A key indicator of the progress of the human relations ideology is
the establishment of personnel departments in firms. Beginning before
World War I but accelerating during the war and associated labor
shortages and unrest, such departments were established in some of
the largest firms. The department transfered much authority over
personnel decisions from foremen to managers specializing in person-
nel management, and provided a base for the practical applications of
the techniques of human relations.77 By 1927, 12 percent of all firms
(and 34 percent of firms with 250 or more workers) had personnel
departments.78 This institutionalized presence continued to increase,
spurred by federal and state legislation responding to the Great De-
pression (including the Social Security Act, the establishment of work-
man’s compensation, unemployment insurance, and the minimum
wage). By 1935, after most of the requisite legislation had been passed,
32 percent of all firms had personnel departments (including 62 percent
of firms with 1,000–4,999 workers and 81 percent of firms with 5,000
or more workers). The labor shortages and wage controls of World
War II spurred even more expansion of the personnel function, so by
1946 the proportion of firms with personnel departments had grown
to 63 percent of all firms (including 86 percent of firms with 1,000–
4,999 workers and 81 percent of firms with 5,000 or more workers).
Another indicator of the spread of this human relations approach ap-
pears in business school curricula. Courses entitled ‘‘Personnel Man-
agement’’ began to appear in the business curriculum of universities
in the 1920s, although the human relations school would become even
more prominent in the academy during and after World War II.79
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These indicators suggest that by the 1920s the human relations ide-
ology had a secure foothold in larger firms, and that it continued to
expand its influence through World War II.

This spread of the human relations ideology and of legislation sur-
rounding employment brought a proliferation of techniques that de-
pended on the gathering and analysis of new categories of informa-
tion.80 Wage data, once the province of foremen, were now gathered
by personnel departments, systematized into wage classification sys-
tems, monitored, analyzed, and (in some cases) reported to government
bodies. Jobs were similarly systematized and classified. Personnel man-
agers compiled and tracked turnover rates and costs; they used reduc-
tions in turnover to justify the establishment of new policies, reinforc-
ing systematic management’s emphasis on cost accounting and adding
new categories of data. They also tracked morale by survey. Employ-
ment records became more extensive, and some firms instituted selec-
tion tests as part of the hiring processing. Managers maintained, ex-
panded, and further systematized the employee communication
methods initiated during the early corporate welfare movement to
convey corporate policy around employment. Thus this new human
resource ideology, along with increasing regulation of employment
matters, further encouraged the spread of information-processing tech-
nologies and techniques, including both those discussed previously and
the large, back-office tabulating systems discussed next.

Large-Scale, Back-Office Information Systems:

Tabulating Technology

We turn now to the most elaborate of the precomputer information
processing technologies. With a few exceptions, most of the technol-
ogies adopted between 1880 and 1920 to aid in the processing of
increasing amounts of information were associated primarily with one
of the information processes previously discussed—recording, storing
and retrieving, analyzing, or communicating. Moreover, the office ap-
pliances were generally stand-alone machines, purchased singly or by
the hundreds, depending on the purchasing firm’s size and needs. Only
the most sophisticated of the bookkeeping machines were customized
to a particular firm’s needs and rented or sold with an ‘‘application’’
and with a long-term relationship that involved training and mainte-
nance.81 Punched-card tabulating technology was the major exception
to these common characteristics of office equipment. From the very
beginning, it involved multiple machines used in sequence together to
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manage large-scale, elaborate uses of information. These installations
of machinery did not fit on desks and were not typically visible to the
public in front offices, but they were used to handle large-scale, back-
office work of various sorts. Although punched-card technology was
introduced in embryonic form before the turn of the century, it came
into more extensive use beginning in the 1920s. As the most direct
predecessor of the computer in terms of scale, scope of information
functions handled, commercial market, applications, and vendors (IBM
and Remington Rand were the only U.S. vendors of tabulating equip-
ment and both made the transition into computers in the 1950s),
tabulating technology and its use deserves a closer look. It represents
an approach to information processing technology and its use that
points toward the post-1950 computer era.

On the demand side, in this case manufacturing firms did not lead
the way. The pioneer users of early punched-card technology, around
the turn of the twentieth century, tended to be first in large railroads
and then in information-intensive businesses such as life insurance.82

As discussed earlier, railroads had developed their accounting methods
and supporting information systems quite early, starting in the 1850s
and 1860s. By late in the nineteenth century two other developments
had increased their appetite for information. In 1887 the Interstate
Commerce Act had created the Interstate Commerce Commission and
given it powers to collect data from all railroads, inducing expansions
in the data-gathering of some firms.83 In addition, railroads had gone
through a period of system building in the final two decades of the
century that combined individual lines into huge systems, making the
quantities of information needed to perform existing information func-
tions, especially cost accounting, even larger.84 Finally, railroads had,
from early on, sought increasingly sophisticated information systems
and technological aids to support them.85 They were always on the
lookout for new methods of handling data.

Information-intensive businesses such as life insurance also had in-
creasing demands for information. These financial service firms were
based on information and produced no physical output other than
documents, both external (e.g., customer bills and printed policies) and
internal (e.g., management reports and actuarial and accounting data).
By the end of the nineteenth century, the largest such firms had more
than one million industrial insurance policies (small policies for which
premiums were collected weekly by door-to-door insurance agents)
and more than 100,000 ordinary insurance policies (larger policies that
were billed by mail monthly).86 Simply carrying out the necessary
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billing functions for all of these policies involved vast numbers of
documents, the specifics of which varied by policy. Moreover, they
were regulated on a state-by-state basis, with regulations requiring
yearly reports to each state on a variety of financial and other measures.
Although Prudential Assurance Company, the British insurance firm,
had shown that high-volume information processing could be achieved
through entirely bureaucratic, nonmechanized systems,87 American in-
surance firms were part of a wider U.S. business culture that favored
systematic management in offices (as well as factories) and were more
interested in keeping up with the new developments in office technol-
ogy, often tied to the systematic management ideology in works such
as Leffingwell’s. Moreover, they were concerned about keeping costs
down, particularly because the Armstrong Commission Hearings of
1905 in the New York Legislature had exposed corruption in insurance
and had drawn attention to their practices (as well as inducing, in its
aftermath, more insurance attention to providing a quasi-public service
at the lowest cost possible).88 Information processing was clearly the
major task of insurance firms. Thus there was still business demand
for faster and less labor-intensive methods of processing information,
eagerly awaiting and encouraging developments such as that of
punched-card tabulating technology.

Herman Hollerith developed electromechanical punched-card tabu-
lating technology to enable information collected in the 1890 U.S.
Census to be processed and published more rapidly than by manual
methods used previously.89 By the turn of the twentieth century, the
technology had reached its characteristic early form, consisting of three
devices—card punch, sorter, and tabulator—plus the cards used in
them (see figure 4.3). Operators used a card punch to record infor-
mation onto standardized cards, punching holes in particular positions
(by the early twentieth century, the most standard cards had forty-five
columns). Then operators placed cards in a sorting machine that sorted
cards by the numerical value registered in any of their columns. Finally,
they used a ‘‘tabulator,’’ wired as needed for a particular operation, to
count cards or to accumulate the quantities encoded in a designated
column of the card (e.g., to add the quantities in a specified column
for all cards that had a certain value in another position). Operators
could rewire the tabulator as needed to perform different operations.
In spite of Hollerith’s continuing development of the technology, for
political reasons, the U.S. Census sought an alternative supplier in the
early years of the twentieth century, ultimately setting up James Powers
in competition against Hollerith. Powers became Hollerith’s sole com-
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Figure 4.3 Census-Taking as Big Business. In this 1910 photograph we see the main
working room at the U.S. Bureau of the Census, loaded with Powers’s Automatic
Electric Card Punch equipment—the arch-rival of the Hollerith Tabulating Machine
Company—along with some of Hollerith’s smaller devices, such as the Pantograph
Punch on the table in the lower foreground. What is important to note in this picture
is the extent of the commitment to information technology that a government agency
had to make in order to do one task—in this case, census taking—while other
agencies were also embracing the new technology. Courtesy of the National Archives.

petitor in the United States, and the competition between the two
men’s firms contributed to the fast pace of innovation in this technol-
ogy.

Hollerith early on saw the potential for commercial customers, and,
he made a few limited contacts with prospects such as railroads and
insurance firms in the 1890s. After he lost the business of the U.S.
Census around the turn of the century, however, he focused his atten-
tion on developing the commercial market.90 That market was inter-
ested, but it was also demanding. He worked with the New York
Central Railroad to establish a system for processing waybills, and in
the process he standardized the cards and developed the tabulator’s
accumulating (or adding) function to supplement its initial ability to
count cards.91 Insurance customers pressured him to improve his sys-
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tem for sorting cards, which he did.92 In the early twentieth century,
he also expanded his commercial market to manufacturing (a cost
accounting system for the Pennsylvania Steel Company), retail (a sales
analysis system for Marshall Fields), utilities (a system for verifying
and analyzing operating revenues for the Edison Electric Illuminating
Company, predecessor of the New York Edison Company), and payroll
applications (the forerunners of more complex personnel and payroll
systems) in a variety of businesses.93 Meanwhile, Powers also began to
address this commercial market.

Under pressure from these commercial customers and in competi-
tion with each other, Powers and Hollerith continued to develop the
equipment, speeding it up and adding a variety of capabilities.94 Most
important, in the 1910s and 1920s both manufacturers added printing
capability to their systems, allowing them to print first numerical data
(both as it was entered and in totals) and later alphabetic text. This
capability made almost all applications more useful, but especially
those involving documents sent to customers (e.g., insurance and util-
ity billing), accounting records (since most accountants were not will-
ing to adopt the technology until it could provide a printed audit
trail95), and personnel records (which especially benefitted from the
alphabetic printing capability which allowed the printing of names.
By the 1920s, then, tabulating equipment could record and store data
on cards, sort the data for retrieval, perform computations with the
data, and print data and results out on forms for communicating them
with whomever needed it. Unlike a typewriter or an adding machine,
tabulating technology was a punched-card system, including several
machines and procedures for using them to handle entire applications,
such as insurance premium billing. In his chapter on ‘‘Accounting
and Tabulating Machines’’96 in the 1926 Office Appliance Manual,
Leffingwell explained the appeal of such systems in terms of efficiency
and accuracy:

Wherever the classifying and analyzing of statistics or the compiling
of reports is part of the daily routine of any business enterprise, there
the tabulating machine can be of invaluable service. It is of major
importance because it will serve more economically and with greater
speed and accuracy than a large clerical force. It removes the possi-
bility of ‘‘human error.’’ Today accounting and tabulating machines
are recognized as the most dependable means of analyzing such facts
as develop in the every-day operation of manufacturing, insurance,
transportation, or other businesses.97
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By the end of the 1920s, IBM had introduced a new eighty-column
standard card; this card held almost twice as much information as the
earlier forty-five-column standard and would remain in use for decades,
in computers after tabulators. IBM and Remington Rand, the succes-
sors to the firms started by Hollerith and Powers, controlled the tab-
ulator market by 1930, with IBM dominating Remington Rand eight
to one in installations. Still, this segment of the office appliance in-
dustry accounted for less than 13 percent of total industry sales in
1930.98

Tabulating equipment continued to evolve and to expand its market
in subsequent decades. It went from being a small piece of the office
appliance market to a somewhat larger piece but still did not dominate
it in sales figures. Further developments in tabulating technology, all
made by the vendors in interaction with customers, were introduced
during the 1930s and 1940s. The automatic carriage and high speed
printers using continuous forms expanded printing capabilities and
made printing more reliable, while the introduction of multiplying
units increased the speed of calculations.99 Uses of these systems
evolved as well. A few insurance firms, for example, developed inte-
grated premium billing and accounting applications that used a single
set of cards for several connected operations.100 Manufacturers even
found ways to link machines electrically to eliminate some transfers of
cards from one machine to another, anticipating the much greater
integration of functions that would emerge in the computer age.101

During the Depression, while other firms in the office appliance in-
dustry languished, IBM survived and thrived, due in great part, to
‘‘the ‘rent-and-refill’ nature of the punched-card business.’’102 The
machines were rented rather than sold, so while not many new instal-
lations were established during the Depression, firms with large in-
stallations tended to continue renting existing installations and to buy
cards as needed, a profitable part of IBM’s business. Moreover, New
Deal legislation such as Social Security increased the market for such
machinery, both in the government and in businesses.

Tabulating technology is a particularly important forerunner of com-
puters because the users of tabulating machines would be the first
adopters of computer technology in the 1950s, and because tabulating
technology and its use would shape the early commercial computer
market, technology, and uses. Still, we can also see the continuities
between it and the office equipment and bureaucratic techniques dis-
cussed in the previous section. The keypunch, the ability to print, the
cards for storing and sorting data—all had analogues in the information
technologies already discussed. Thus tabulating technology is an im-
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portant link between precomputer and computer-based information
technologies.

Summary

During the period from 1880 to 1950, the demands of growth, of the
resulting new ideologies of management, and of regulation all encour-
aged increasing use of information within firms. Technology was
adopted to facilitate this information-handling and to signal the ‘‘mod-
ern’’ nature of a firm through its offices. The nineteenth-century office,
still alive and well in 1880, had given way by the early decades of the
twentieth century to a more modern office with many of the elements
recognizable in the office of 1980 (before the advent of the personal
computer). Moreover, by mid-century, back-office technology that
handled multiple stages of information processing (recording, storage
and retrieval, calculation, and even printing for presentation), some-
times even combined into entire applications, was also well established.
The stage was set for the business adoption of early computers after
1950. But first, it is important to note developments in electronic mass
communication that were occurring at the same time as these devel-
opments in business use of information and information technology.
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The Threshold of the Information Age
Radio, Television, and Motion Pictures
Mobilize the Nation

Margaret Graham

In previous chapters we have seen how the rise of large bureaucratic
structures in the early decades of the twentieth century, enabled by a
national communications infrastructure and driven by the needs of
systematizers, created a voracious appetite for information and infor-
mation processing technologies. At roughly the same time, in what we
will term the Vacuum Tube Era, communications technologies in the
United States came to be adapted to broader social purposes, on a
national scale. These changes, driven in the first instance by the im-
peratives of national defense, involved creating a new communications
infrastructure based on incorporating vacuum tubes into preexisting
technologies. The result of this new combination was not only an
enhanced communications infrastructure, but one that was concen-
trated under the control of a few large enterprises, loosely but effec-
tively aligned with the federal government.

From the 1930s through the 1960s, vacuum-tube–based communi-
cations in their various forms made the United States into an increas-
ingly mobilized society, that is, a society that could be motivated to
achieve broad national purposes. Chief among these purposes were the
search for national economic recovery through consumption; a culture
unified, or at least socially homogenized, through mass entertainment;
and broad public support for war aims. Some semblance of this ‘‘na-
tional unity culture’’ endured through World War II and the Korean
War, continuing well into the 1960s when both the concentrated con-
trol of the infrastructure and the broad cultural consensus disinte-
grated.

The mobilized society began its slow erosion in the late 1950s, be-
coming simultaneously media-rich and self-conscious. Government
policy toward technological changes introduced greater competition
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among different forms of mass media, supporting competing alterna-
tives to a national cultural consensus. Radio, television, and movies all
still had national ‘‘reach’’ and some had even attained international
reach, but for the audience the experience had changed. With the
advent of the transistor it was possible to foresee the arrival of truly
individualized (or at least customized) information, and with that a
resulting fragmentation of the collective experience.

The Vacuum Tube Era (1907–1967)

If we think of the Information Age, beginning with the spread of
automated information processing in the late 1950s, as the time when
social and economic activities began to be organized according to the
logic of information flow rather than materials flow, then vacuum-
tube–based technologies defined the threshold of that age. The Vacuum
Tube Era began with twin related inventions—the Fleming valve, or
diode vacuum tube (1904) and the de Forest triode or audion (1906).
It ended with the triumph of the transistor, which was introduced in
the 1950s for defense and commercial technologies but did not replace
vacuum tubes in consumer electronics until the 1960s. (Indeed, it has
yet to replace cathode ray tubes for most types of television displays
even today, although portable computer displays are already mainly
solid state.) As the ultimate ‘‘radio-related’’ technological devices, vac-
uum tubes both enabled and manifested a new scientific understanding
of electrons as particles, and of ‘‘electronics’’ as an emerging practical
branch of applied physics.1 Even as the British physicists at the Cav-
endish Laboratory were uttering their famous toast: ‘‘To the Electron,
may it never be of any use to anybody,’’ early cathode ray tubes were
serving as tiny laboratories in which the behavior of electrons could be
observed, as well as used, to good effect.2

As we have seen in earlier chapters, the newspaper was the earliest
form of mass communications that could be said to have reached a
national audience long before the turn of the nineteenth century. By
the time vacuum tubes were invented, the Hearst papers reached au-
diences in cities across the United States and had already been blamed
for whipping up public support for the Spanish-American War in an
orgy of sensationalism and misinformation. Point-to-point electrical
communication already existed in the form of the telegraph and the
telephone, and some people even envisioned the telephone as the basis
of a mass entertainment system.3 But the telegraph required expert
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operation by operators who were skilled at Morse code; the telephone
was still a local matter, and expensive.

Many of the communications technologies that eventually used vac-
uum tubes predated the invention of the vacuum tube by decades.
Crystal sets, the precursors to vacuum-tube–based radios, were in
widespread use by amateurs before World War I, but it was by no
means evident at that time that radio had the potential to challenge
newspapers. Mass entertainment in the form of silent films was also
already in existence, but because the industry was dominated by cheap,
bawdy entertainment for working-class audiences that could not af-
ford vaudeville, film could hardly be viewed as a potential instrument
for effecting social revolution. Vacuum tubes not only dramatically
changed the direction of these information technologies, they also
shaped their subsequent development and their collective interaction
as components of a national communications infrastructure able to
mobilize a national audience for various collective ends.

Some scholars have seen the Vacuum Tube Era as the ‘‘the control
revolution,’’ that is, the last episode in the Industrial Revolution. Here,
while the chief basis of the economy was still material, electronic
communications media enabled the regaining of market ‘‘control’’ at a
national level after early phases of the industrial revolution had un-
dermined market control at a local or regional level.4 Greater purposes
than control of commercial markets were engaged in the Vacuum Tube
Era, however. Information conveyed by means of electronic media
came to pervade every aspect of U.S. national culture. Vacuum-tube–
based technologies were rightly credited with defending, perhaps even
preserving, American freedoms; at the same time they also helped to
curtail a few freedoms. They were also responsible for a mass national
culture characterized by electronic sound and image, and a mass con-
sumer society homogenized by the 1950s to the point that its members
came to do their laundry, eat, dress, and amuse themselves in similar
ways all over the country. By the 1960s, so pervasive was this devel-
opment and so media-rich the society that Marshall McLuhan could
point to the medium itself as ‘‘the message.’’5

Vacuum-tube–based communications technology well illustrated a
familiar reciprocal principle evident in the evolution of most infra-
structural technologies: while technology in its material form was shap-
ing social phenomena, the material form itself was being shaped by
social forces.6 There were many mediators of this reciprocal relation-
ship—some individual, many more institutional. They included not
only the inventors and producers of the electronic hardware systems
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and their programming or content producers, but also their early
users, their competitors, and their opponents. All these parties par-
ticipated in laying the foundations for the Information Age that was
to accompany transistor-based information processing in the 1960s
and 1970s with sight and sound communication first created by the
vacuum tube.

The Tube as Enabler and Controller

The American Lee de Forest’s invention of the audion, the ancestor
of all later vacuum-tube devices, has been called ‘‘one of the ‘great
divides’ in the history of radio technology,’’ and we might add, of all
radio-related technologies as well.7 The tube, or ‘‘valve’’ as it was
known in England, revolutionized both the transmission of radio sig-
nals and the ability to detect or receive them. It increased the capacity
of signal systems to handle far more information, greater ‘‘band-
width,’’ and thus to accommodate sound and images as well as simple
blips. It also made it possible to repeat and refresh a signal traveling
over wire or cable, enabling wired transmission over long distances
and ultimately making it possible to hook up national networks. As
we shall see later, it was the U.S. defense establishment that early
recognized radio and related technologies as the most powerful mu-
nitions and that provided the impetus for pushing their performance
capabilities.8

Had it not been for a prior connection between the English inventor
Ambrose Fleming and the English company Marconi de Forest’s in-
vention of the triode would have given the U.S. communications giant
American Telephone and Telegraph (AT&T) undisputed postwar
control of radio, and perhaps of subsequent radio-related technologies
as well. Lee deForest had come up with his device by modifying the
Fleming diode. The decisive advantage of the triode was in its grid
structure, which de Forest could not have created without Fleming’s
prior discovery.9 AT&T purchased de Forest’s rights to his invention
in 1912. The telephone company made the triode purchase initially
for use as a telephone signal repeater, but it quickly also recognized
its broader applicability for general wireless communications, and with
that the potential threat to its own wired system.10 American Mar-
coni’s control of the Fleming technology, however, gave it the ability
to block AT&T’s use of de Forest’s device for most purposes, and
with that the potential to challenge AT&T’s U.S. communications
monopoly.
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To keep the battle between various radio-related patents from block-
ing the development of wireless as a strategic defense technology dur-
ing World War I, the U.S. government effectively took control of
strategic patents during the war and mandated cooperation among
those who owned them, promising to indemnify them afterwards for
any infringement.11 After the war, the problem of sorting out compet-
ing patent positions threatened to plague all forms of electronic com-
munication in the United States and was to involve several major
disputes between the government and various industry patent combi-
nations in motion picture sound, radio, and television before the com-
munications infrastructure based on vacuum tubes achieved maturity.
To keep patent conflicts to a minimum, the government collaborated
with the General Electric Company (GE) to set up the Radio Corpo-
ration of America (RCA), effectively using a commercial enterprise to
coordinate the evolution of radio-related technology on the govern-
ment’s behalf.12

As we have seen, with the exception of radar, most of the commu-
nications technologies that used vacuum tubes were already in existence
in more primitive forms, but incorporation of the first electronics gave
them the much greater power and performance they needed to be
agents of mobilization. Movies acquired sound, radio receivers could
be precision tuned and amplified, radio networks could use telephone
lines to reach nationwide audiences, and local radio stations could
transmit live radio programs originating from outside their studios;
when these developments occurred, it was possible to reach a mass,
national, networked audience—to inform, to persuade, to entertain, to
reassure, and to sell. In the era of the Red Scare, after World War I,
and the rise of totalitarian regimes abroad, with social unrest and
militant labor unions at home, the potential for nationwide commu-
nications to fall into the wrong hands was recognized as a serious threat
to U.S. national security. One way of dealing with the threat was to
concentrate this potential under the technological control of a handful
of companies allied or at least aligned with the U.S. government. This,
then, was one reason that the Federal Communications Commission
(FCC) could lean toward interpreting its legitimate regulatory role as
ensuring corporate stability against upstart new technologies. Corpo-
rate stability in a time of general instability was one public interest it
was defending. Moreover, by enabling corporate concentration in the
media it could indirectly control a force that it could not afford to
control openly.13
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The Material Difference

However potent the radio art might be, it was limited by its material
form. One producer of glass envelopes for vacuum tubes referred to
the cathode ray tube (CRT) as the ‘‘glass heart’’ of any radar system.14

In fact, with the coming of vacuum-tube technology all radio-related
devices had numerous vital organs made of evacuated glass bulbs.
These typically contained large amounts of lead oxide, which was a
heavy, expensive, and scarce ingredient. By the 1930s they could also
be made of ceramic material combined with metal, or of metal alone.
The glass enclosures, which were at first simply physical clones of
lightbulb enclosures15, were fragile, expensive, tough to make, and
difficult to transport. When assembled into tubes they were by far the
most expensive of the components that made up all electrical and
electronic communications devices. Though smaller, weaker sets might
get by with one tube, even early high-performance sets in kit form
required four or five tubes of different sizes. Sold separately, each tube
retailed for about $5.16

Glass bulbs enhanced electronic devices, for glass had beneficial
electrical properties in its own right.17 At the same time glass also
imposed powerful physical constraints on the usability of all vacuum-
tube devices. Any ‘‘set’’ using vacuum tubes, whether radio, radar, or
(later) television was heavy, bulky, prone to interference and sudden
failure, and voracious in its use of power. Indeed, early radio sets had
high-drain filaments and required rechargeable storage batteries, like
today’s car batteries, which ran from $15 to $30. So-called ‘‘farm
radios’’ and military portables were designed to run solely from dry
cells, while standard radios were eventually adapted for household
current.18 These physical characteristics placed constraints on the social
uses radios could serve. Vacuum-tube radios required expert mainte-
nance and service to test and replace failing components. Their pro-
digious consumption of electricity made battery power a limiting prop-
osition for a long time.

In 1922 when all components had to be assembled by the buyer and
tubes came separately, radio set prices ranged from $18 to $350. By
1927 all radio components (including power supply and speakers) were
sold in one box, and even then the buyer had to string an outdoor
antenna when installing the radio. Tubes were still unreliable and prone
to failure. It was quite possible for the novice installer to make a mistake
in hooking up a radio that would knock out a whole set of tubes. A
power surge, common to early power systems, could knock out the
radios of a whole neighborhood. In 1927 radios began to look less like
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physics experiments and more like attractive pieces of furniture, with
prices ranging from $82.75 to a luxurious $2,000 (at a time when Fords
and Chevrolets sold for as little as $600).

At such prices there was unlikely to be more than one set to a
household in all but the most affluent households. Radios were hard
to hear at first, owing to the twin problems of static and ‘‘birdies’’ (the
shrill whistles emitted when neighboring sets interfered with each
other). These characteristics accounted for the way radios were used
at first. As depicted in advertisements from the 1920s, an entire family
would cluster around the radio, which would be located in the living
room or kitchen, all generations listening intently to the same program.

Although tubes never overcame many of their main physical defects
completely, they did improve dramatically as to performance and op-
erating expense. Owing to their dual use character (i.e., parallel military
and commercial uses), military requirements, especially for missile
systems, pushed tube design improvements toward higher perfor-
mance, while commercial requirements for low cost, ease of use, and
improved sound drove other aspects of tube development. A cumula-
tion of small interrelated innovations by the bulb makers, the device
makers, and the set makers would gradually produce significant
changes in radio design and operation.

Improvements in the ability to mass produce receiving tubes reduced
prices for tubes and components (speakers, power supplies etc.) in the
1930s. Tube makers included not only the members of the so-called
Radio Trust—General Electric and Westinghouse—but also AT&T,
Hygrade (later Sylvania), Dumont, and many smaller enterprises. The
capital-intensive part of tube making was glass bulb manufacture. Au-
tomatic bulb-making equipment capable of producing millions of bulbs
a year from one machine first came into production in 1926. By the
1930s most smaller vacuum tubes were produced by a few very large
automated machines owned by General Electric, Coming Glass Works,
and Libbey Glass. The resulting improvements in manufacturing pro-
ductivity reduced radio costs dramatically. The bulb producer, Corn-
ing Glass Works, jumped from a theoretical capacity of 40,000 hand-
made bulbs per man-year in 1910, to 640,000 per man-year in 1912
(on semiautomated equipment) to more than 300 million receiving
bulbs per man-year in 1932.19 As a result of all the changes by tube
and bulb makers, radio set prices went from an average of $133 in 1929
to $87 in 1930, $35 in 1933, and as little as $10 (for the ‘‘peewee’’
model) in the middle of the Depression.20 Tubes that were optimized
for increased signal output and reduced power-consumption also gave
off less heat, thus allowing table top models to be made of lower-
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quality, lighter-weight materials such as pressed metal and moldable
plastics.21

Similar physical considerations affected sound in movies where vac-
uum tubes were also key to improving performance. Movies equipped
with sound were only possible when sound could be amplified to fill a
large space, and when microphones and recording devices could pro-
duce soundtracks on film. The vacuum tube was essential to making
these developments possible. The incorporation of sound into movies
was technically feasible years before it was tried. But movie studios
incurred huge capital expenses both for their studio production equip-
ment and for modernizing the theater chains that they owned.

Radar sets also had tube-based physical limitations when they first
came into use during World War II. Cathode ray tubes could not be
mass produced in the same manner as other less complicated receiving
bulbs. Display units used in wartime radar sets—3 in., 7 in., and 9 in.
round screens made of heavy leaded glasses—had to be made by hand
for most of the war. Their invention and introduction had been so
sudden that there had been no time to find either new glass composi-
tions to make them lighter or tooling modifications to make them easier
to produce. For many wartime radar applications, portability was a
desirable attribute, but it was hard to achieve. It was a sign of just how
valuable the devices were to the war effort that despite their weight
and bulk they not only found a home on shipboard in World War II,
but were jammed into airplane cockpits.22 The attempts to master
radar’s physical limitations came too late for wartime service, but they
were in time to benefit television mass-production after the war.

Key innovations by component suppliers also helped enable the
introduction of black-and-white television after World War II at a
price low enough ($375) for rapid market penetration (90 percent in
ten years). Tube makers like RCA, Westinghouse, Dumont, and Hy-
grade/Sylvania worked with glassmakers Corning Glass Works and
the Owens-Illinois Kimble Division to develop new lead-free glasses
as well as finding new ways to mass produce CRT bulbs. In contrast,
the innovation that produced color television ten years later was a
much more radical jump from black-and-white to color than black-
and-white had been from radar. It involved inventing, designing, and
(hardest of all) finding ways to produce an all-electronic color picture
tube (the shadow mask) that was very large and that required precise
machining and alignment; in addition, the picture tube emitted radi-
ation and therefore required lead to be reintroduced into the glass as
protection.23
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Television stations and consumers were slow to adopt the new tech-
nology. Color television was introduced in 1954, but it was ten years
before color achieved the market penetration that either radio or black-
and-white had achieved in half that time. Early color televisions sold
at much higher introductory prices ($695 to $1,100, plus a mandatory
service contract of more than $100) than black-and-white televisions.
They were as hard to adjust and keep in adjustment as early radios
had been. Sales were also limited by the problem that there was rela-
tively little color programming. Not only the networks but also the
local stations had to be able to originate color programming, and this
involved a major investment in new production equipment. Sales were
so poor (only 50,000 for all manufacturers in the first year), that GE,
CBS, and Zenith withdrew from the market and essentially boycotted
color, leaving RCA, RCA’s licensees, and RCA’s NBC network to keep
the business going on its own. The rest of the industry charged that
RCA’s timing was dictated mainly by its need to renew its licensing
income, for a large number of radio-purpose patents, including many
having to do with black-and-white television, expired in 1954. This
situation continued for seven years, until in 1961 Zenith finally broke
the color boycott as black-and-white sales fell off.24

In the 1950s and 1960s developmental work on microwave electronics
and other powerful electronics used for weapons and aircraft stimulated
economic growth in several high-technology areas of the country. In
New York City and California both the electronics and the entertain-
ment industries were engines of the economy, whereas the leading-
edge weapons work went on around the campuses of MIT, Stanford
University, and Princeton University. Companies like Varian, located
on the fringes of the Stanford campus, grew rapidly because of their
contributions to radical increases in the performance of specialized
vacuum tubes. Ironically, although silicon gave the place its nickname,
it was glass and metal that gave Silicon Valley its original shape and
character.25

Radio: The Unforeseen Dual Use Technology

Even though wireless was at a primitive stage when World War I
began, it was vital to U.S. interests both before and during U.S. entry
into the war. Great Britain, an ally but also a commercial competitor,
controlled the other major international form of communications—the
international telegraph cables. Britain defended its interests by cutting
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the cables between the United States and Germany when the war
started. This action caused an international incident, for the United
States, as yet not a belligerent, had its commercial dealings with Ger-
many substantially disrupted. It was clear that to have a commercial
policy independent of the British even after the war, the United States
needed its own capability in ship-to-shore wireless technology. Nor
was the Navy the only branch of the service interested in radio. As
early as the late 1910s the Army Signal Corps developed a portable
radios that could be carried on a donkey or in a cart.26

In addition to buying hundreds of thousands of tubes, and thousands
of radio sets for ship-to-shore and battlefield use during World War
I—and thus stimulating new radio tube production methods—the
U.S. government intervened in the development of radio-related com-
munications by helping to sort out the intellectual property maelstrom
just described. After the war, the U.S. government’s concern was to
keep the British from obtaining vital radio technology via British Mar-
coni’s subsidiary, American Marconi—and also as we have seen, to
sort out the radio patent situation. These concerns led the Navy to
sponsor, with Owen D. Young (president of General Electric), the
formation of RCA. The company was set up as a joint holding company
to hold and administer all ‘‘radio-related’’ patents on behalf of its
corporate owners, which originally included General Electric, West-
inghouse, United Fruit, and AT&T but gradually narrowed down to
GE and Westinghouse, known as the Radio Trust. By sanctioning
what amounted to a patent monopoly in radio-related patents, the
government kept destructive competition from slowing down the post-
war development of wireless technology as a vital part of the military
arsenal.27

Commercial broadcasting was a largely unanticipated consequence
of these arrangements. Neither the government nor RCA’s corporate
owners had anticipated the popularity of commercial radio, or that
RCA would also become the sales and marketing arm for large quan-
tities of commercial radio equipment made by GE and Westinghouse.
Focused on other mostly industrial markets, GE and Westinghouse
could not initially see how to make money out of a broadcasting service
though they could anticipate the returns from selling apparatus. Left
to their own devices they would almost certainly not have mass-
marketed radios at the relatively low prices needed to achieve rapid
mass penetration of households. But latent demand was already there,
and the government had unwittingly cleared the last obstacle keeping
commercial radio broadcasting from leaping forward.28
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Amateurs at work before World War I had been using crystal sets to
send and receive radio signals. Their numbers had multiplied into the
thousands, with 13,000 radio licenses issued in 1917 alone. By estab-
lishing a climate of experimentation conducive to invention and by
attracting entrepreneurially oriented immigrants to the field of com-
munications, these enthusiasts had laid the groundwork for regular
radio broadcasting.29 Budding young self-taught engineers, eager to
build the best apparatus, shared tips and accomplishments in popular
radio magazines. Some were known as the ‘‘distance fiends,’’ competing
to see who could detect signals from furthest away. But crystal sets
were limited by the ability of the operator to assemble the device in
the first place, the ability to master Morse code to broadcast and receive
comprehensible signals, and skill at tuning in a signal that continually
appeared and disappeared.30

Commercial radio broadcasting, which began in 1920 (soon after the
end of a three-year wartime hiatus in amateur listening), had fewer
limitations and appealed to a much different type of audience. It broad-
cast real voice and sound in the form of analogue signals. Rank novices
could tune in and hear comprehensible, if not high-fidelity, program-
ming—music and talk—without special training, though they still had
to fiddle frequently with their dials.

David Sarnoff, RCA’s general manager and formerly of American
Marconi, was an immigrant entrepreneur, more akin to the young
proto-engineers among the radio amateurs than he was to his superiors
at GE. He flung RCA at the opportunity of radio broadcasting, and
the new start-up soon found itself at the core of an exploding com-
mercial radio business and the founder of one of several rapidly ex-
panding broadcasting networks. Westinghouse’s pioneering station
KDKA (established in 1920) was soon joined by RCA’s WJZ and
AT&T’s WEAF (the most overtly commercial of all three), each of-
fering regularly scheduled broadcasts of live talent to urban audiences.31

A struggle ensued between the amateurs who preferred the old kind
of point-to-point wireless with little more than occasional programs
and regularly announced call letters to be heard, and the powerful
commercial interests backed by the large equipment makers who rec-
ognized greater potential in a passive audience that wanted to be en-
tertained and amused by regularly scheduled programming. In 1924
the latter party prevailed, pushing the ‘‘distance fiends’’ off the air and
marginalizing other small opponents and competitors, such as stations
run by small local feedstores or variety stores, but also educational
radio stations run by schools and universities.32
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The Radio Act of 1924, unlike earlier acts which dealt with military
uses of radio, was the first to regulate commercial broadcasting by
giving the U.S. secretary of commerce the power to issue radio licenses.
This was resisted by many and taken to court by Zenith, allowing the
problem of wave jumpers and pirates to worsen until 1927, when
Congress created the Federal Radio Commission (FRC; later the FCC).
Among other provisions the FRC was empowered to assign radio
frequencies by type of station. ‘‘B’’ class stations, which received the
larger, more select area of the spectrum, were those that had abundant
resources and commercial interests related to the advance of commer-
cial radio broadcasting. They included not only the radio apparatus
manufacturers GE, Westinghouse, and RCA, who needed steady pro-
gramming to keep up their sales, but also many stations owned by
newspapers and department stores. By 1923 these included both of the
Detroit dailies, the Kansas City Star, both Rochester papers, the At-
lanta Journal, the St. Louis Post Dispatch, the Chicago Daily News,
and the Los Angeles Times Mirror, as well as Wanamakers in Phila-
delphia, Gimbels in Pittsburgh, and Bambergers in New York.33

B class stations had to meet certain highbrow programming condi-
tions in order to receive their choice spectrum space. One condition
was live entertainment, not just the broadcasting of phonograph rec-
ords. This prohibition on recorded music was observed more in the
breach than the observance by the most powerful stations, and was
later dropped altogether; it served, however, as an effective means of
stabilizing broadcasting under the control of the larger stations and the
networks they were creating.34

In the 1920s both RCA and AT&T had started and acquired multiple
powerful radio stations, linking them together in what were to emerge
as the first broadcasting networks. As early as 1921, stations were linked
over telephone lines for single event, but permanent networks with
centrally scheduled programming offered for some part of each day
awaited an agreement between AT&T and RCA, which came in 1926.
AT&T kept for itself the transmission system, and with it the revenues
generated by providing telephone line transmission for the nationwide
linkage. It left the broadcasting business to RCA and its National
Broadcasting Company (NBC) ‘‘red’’ and ‘‘blue’’ networks. Another
network, the Columbia Broadcasting System (CBS), emerged in 1927,
to be taken over and built to prominence by tobacco magnate William
S. Paley; Dumont had a third network that floundered badly and
disappeared before World War II.35

This move to consolidate radio broadcasting was portrayed as a
triumph for the forces of order, a chance to make use of the airwaves
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for cultural and educational purposes, and to quell some of the more
unruly aspects of amateur transmissions. There is little doubt, however,
that the chief impetus for networks was the need to spread the high
cost of programming, while what kept the networks in place was the
substantial revenues that accrued when network advertising was intro-
duced in the late 1920s.36 There was considerable rural and regional
opposition to the centralizing moves and as we shall see, some elitist
opposition to the intrusion of advertising into the home. Without the
role of gradually evolving regulatory agencies, especially the FCC,
siding with network promoters, more democratic, entrepreneurial, di-
verse models might have prevailed. But a centralized or at least con-
centrated communications system was essential to defense purposes,
increasingly desirable for political and economic purposes, and cer-
tainly in the public interest to sort out the chaotic state of the airwaves
on some organized basis.

Despite the initial predominance of urban audiences drawn to the
broadcasting of their local entertainments and consumer interests in
such commercial centers as New York, Pittsburgh, and Chicago, the
other force that made radio’s development so rapid was the unforeseen
demand for information and entertainment among segments of the new
audience outside urban areas. Farmers, thinly spread across the U.S.
frontier and isolated by distance and weather, were able to get vital
weather news and agricultural information. This service was begun by
amateurs who relayed their information in encoded form to other
amateurs in outlying localities who would translate it and spread the
news.37 Residents of outlying areas who were neglected as uneconomic
customers by the telephone companies—and in some regions by the
electric power companies as well—were able to feel part of a larger
community. Sports fans were able to follow their teams on radio even
when the fans lived nowhere near the ballparks, while people for whom
even a quarter was too much to pay for a movie embraced radio’s free
entertainment.

Newspapers, more than 2,200 of them read by 20 million readers in
1910, had fed this need for information, entertainment, and connect-
edness before38, but they had required a literate readership and they
suffered from the limitations of text. Now radio offered the far more
accessible modes of speech and music. So important did radio sets
become to the U.S. population that they could be found in 14 million
households by 1930, a rate of household penetration far in excess of
that achieved by either household electricity or the telephone.39 The
nearly universal use of radios during the Depression, at a time when
disposable household income was drastically diminished—when even
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attendance at motion pictures was off by a third—showed how im-
portant radio had become to a large and growing audience.

Sound in Motion Pictures

The addition of sound to films was a technological revolution that was
even more devastating to existing interests than the revolution in wire-
less, because there was already a well-established film industry in place
before World War I, albeit not one that received much respect from
the social establishment. Having originated with peep shows and arcade
amusements, silent films had developed into something of an anties-
tablishment force before World War I. Early film was a low-cost me-
dium abounding in small studios and independent producers, with
flexible distribution. It was possible under such conditions for films to
be made about all kinds of social problems.40

After World War I the climate changed. The rise of Hollywood and
the studio system combined with conservative reaction to the Red Scare
and heightened postwar antiunion sentiment to virtually eliminate rad-
ical filmmaking. In the early 1920s film graduated from being a pillar
of working-class entertainment to serving a larger and more socially
varied audience. Studios thrived from their investments in picture
palaces, and from promoting the colorful lives of flamboyant Holly-
wood stars like Douglas Fairbanks, Mary Pickford, and Mae West. As
films became more expensive, risky productions were harder to make.
With the emergence of downtown movie palaces came ‘‘cross-class’’
films that stressed harmony among the classes. The picture palaces and
the pictures they showed promoted ‘‘conservative visions of consump-
tion and class interaction,’’ including films that depicted love between
men and women of different classes, replacing themes of social prob-
lems with those related to social mobility.41

In the late 1920s, however, partly in response to the emergent Rus-
sian film industry that threatened to undermine the American studios’
dominance of programming worldwide (and spreading socialist revo-
lutionary fervor), the industry made a sudden jump to ‘‘talkies.’’ Two
relatively unknown U.S. studios, Fox and Warner Brothers, took the
pioneering step of adding sound to motion pictures, thus gaining a
lead on the rest of the industry. In the space of a year Warner Brothers
came out of nowhere to gain control of more than 700 theaters.42

Talkies, what one motion picture historian has called the ‘‘techno-
logical counterrevolution of sound technology’’ put the familiar mode
of capitalist commercial cinema firmly back on center stage. The Amer-
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ican sound monopolies, RCA’s Radio Keith Orpheum and the com-
peting Westrex system from AT&T’s Western Electric (marketed by
AT&T’s ERPE), could shut out the Soviets by controlling all the
relevant technology.43 For a time it appeared that a struggle over sound
patents might block a speedy transformation until AT&T stepped in
and forced an agreement.44

However controversial they might have been in establishment terms,
silent films had developed a formula that made vast sums of money
for U.S. capitalist enterprises at home and abroad. The changeover to
sound was costly, involving new moviemaking facilities in acoustically
protected studios, different actors and actresses, different methods of
production, and new theaters with elaborate sound systems.45 Ulti-
mately, the shift was effective in keeping American enterprises at the
forefront of filmmaking internationally, but the timing caused serious
short-term upheavals in the film industry.

Silent film producers had adopted a regime of moderate moral self-
censorship in the mid-1920s, but the risqué and the bawdy reasserted
themselves when sound pictures came in, because studios needed to
attract large audiences to their new theaters. Success seemed assured
at first, but with the onset of the Depression audiences diminished.
The large sums of capital the studios owed put even such giant studio
empires as Paramount Pictures into bankruptcy court when revenues
dropped in the early 1930s. For a while financial control of the industry
devolved on a few key Wall Street enterprises controlled chiefly by the
Morgans and the Rockefellers. However, artistic control soon returned
to the people who had started the earlier studios and who knew the
business. Eventually many of the outsiders who had begun their careers
in the era of silent film returned to head the large studios, some of
them well into the 1960s.

Although movie revenues achieved some fabulous peaks among their
valleys, the movie story was never as rosy as popular mythology would
have suggested. Movie-going never equaled the popularity of radio
once radio became well established. In surveys cinema ranked well
behind both newspapers and radio as a form of wartime information,
even though, as discussed later, the movie industry received special
dispensations for war work. Attendance and revenues peaked for the
last time in 1946 when market research appeared to show that movies
had finally achieved the audience of their dreams. This impression
soon turned out to be illusory. In the late 1940s movie attendance fell
off for several reasons: locations of theaters in declining urban areas,
postwar changes in lifestyle, and, by 1950, an audience preference for
television. Eventually television would give all other media a run for
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their money, though at first it seemed to be a victim of a serious
‘‘chicken and egg problem’’—equipment sales depending on program-
ming availability and programming availability depending on equip-
ment sales. Owing to the necessary ‘‘lock and key’’ nature of its trans-
mission and reception, far more constraining than radio, television
could not benefit from thousands of amateurs putting out their own
pictures over the airwaves in the way distance fiends had prepared the
way for radio.46

The Transition to a Mobilized Society

The transition to a newly mobilized society, characterized by at least
a superficial cultural unity, occurred from the 1920s to the 1940s. The
transition occurred in several arenas simultaneously—the shaping of
public opinion for political purposes, the expansion and manipulation
of a mass market through electronic media advertising, and the trans-
formation of a civilian society into a society permanently mobilized for
war. To a great extent these arenas were interdependent.

A Culture of National Unity

Radio broadcasting’s potential to reach a large mass of newly connected
people was quickly apparent. Wireless in the hands of amateurs had
already revealed a latent and growing need for a way to communicate
over distance and to form bonds among people with similar enthusi-
asms.47 The rapid creation of nationwide leagues of amateurs in 1914
and 1915 manifested this impulse, though amateurs were sometimes
viewed with the same ambivalence as computer hackers today, as a
potentially rebellious and incendiary force.48 The problem radio broad-
casting seemed to address even more effectively than wireless was an
immigrant and mobile culture gripped by feelings of anomie and iso-
lation. The United States had become a population of newcomers,
whether to the country itself or just to a new part of the country, radio
could hasten their cultural adjustment by keeping them in touch.

To those who sponsored it at the start, radio seemed to be a vehicle
for a new national unity of a superior kind, consciously purveying
programming of a much more upscale variety than older forms of
entertainment like vaudeville and silent film. In radio’s formative pe-
riod the goals of cultural unity and homogeneity were held up repeat-
edly as matters of the highest importance.49 NBC’s stated mission
explicitly committed the organization to provide the ‘‘best program-
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ming,’’ or again, to provide machinery to insure the national distri-
bution of national programs, ‘‘of the highest quality.’’50 Consistent with
a general attitude of paternalism among big business leaders, an ad
from the National Carbon Company proclaimed, ‘‘The air is your
theater, your college, your newspaper, your library.’’ Underneath it
all, though not as explicitly stated, there was a perceived need to reach
people who might not be able to read, and a desire to combat the
‘‘transgressive forces’’ that seemed to be showing up in the aftermath
of World War I—including the disruptive forces associated with large
groups of blacks migrating north and women asserting themselves to
claim voting rights.51

Leaders of large companies like GE and Ford were adopting the role
of corporate statesmen in the 1920s. To paraphrase Keynesian biog-
rapher Robert Skidelsky, on both sides of the Atlantic leaders had
shown what could be done in mobilizing their countries’ resources for
war, and they wanted to believe it was possible to mobilize for con-
structive peacetime purposes as well.52 A particular emphasis was on
acculturating immigrants. To this end large companies adopted pro-
gressive benefits, and they viewed radio as yet another means to ac-
complish some of the same ends.53 As one scholar has observed, listen-
ers tuning in by the tens of thousands to one specific program airing
at a specific time created an even more intense version of the imagined
community, with its ‘‘shared simultaneity of experience,’’ than has
been claimed for the daily newspaper. Indeed, chain newspapers were
actually far more local in their impact than network radios.54 Radio
promoters were confident that they knew what cultural standards ought
to be, but the culture of the Eastern elites turned out not to be a
realistic set of norms for their purposes. New types of entertainment
were needed that would appeal to a broad range of people, transcending
social class and pocketbook, and helping to build through shared ex-
perience a culture of national unity that created common ground among
people of widely differing ethnic backgrounds.

Inside the home, radio offered another kind of shared experience.
Indeed, as mentioned earlier, it entered the private domain of the
family in a way that was potentially more intrusive than any previous
medium. Playing in the bosom of the family it reached everyone within
earshot, young and old alike; unlike print media, it could be heard and
understood by young and old alike. This intimate aspect of radio
broadcasting was not lost on its promoters; it was one of the reasons
that there was at first so much reluctance to use radio for advertising.
Although it was undeniably possible for the listener to switch off or
tune out a program if it took an offensive turn, it certainly was more
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risky to broadcast programming that might give offense than it was to
print it.55

It soon became apparent that programming that appealed to Eastern
elites was not the programming the general public wanted to hear.
Promoters like Lee de Forest and David Sarnoff envisioned program-
ming around patriotic themes and highbrow cultural entertainment
such as operas and recitals. deForest emphasized bringing opera to the
airwaves, though he also spoke of a broad mix of news and comedy;
Sarnoff originally spoke of a public service kind of broadcasting that
would be supported by philanthropists. As discussed later, these pro-
moters initially shunned advertising, but it was advertising that would
help to sort out mismatches between the goals of program selectors
and those of their audience. For the first several decades of radio the
white middle-class family image of radio prevailed. As radio stations
proliferated, this image was diluted. After television replaced radio as
the dominant networked medium, other social groups would also find
in radio a way to get their voices heard in the larger community.

By far the most popular program in the early years of broadcasting
was Amos ’n’ Andy, which began in Chicago in 1926 as Sam ’n’ Henry
and later switched to NBC, which nationally broadcast the program.
The program was indicative of many of the concerns that were shared
by the broader populace, though it portrayed them through the adven-
tures of two Southern black men who had moved to Chicago to seek
their fortunes. By 1931–1932 Amos ’n’ Andy was estimated to be reach-
ing an audience of 40 million Americans. At a time when minstrel
shows were still the stock-in-trade of most local live entertainments,
this program could hardly be construed as the voice of a genuine black
culture. Its writers and actors were two white male actors, Freeman
Gosden and Charles Correll, and their dialogue as well as their plotlines
undoubtedly reinforced racial stereotypes. Nevertheless, immigrants
of many stripes identified with the hilarious experiences of two new-
comers having to cope with a complex and unfamiliar urban setting
beyond their control.56

Critics soon rose to denounce radio on cultural grounds. They com-
plained that the networks, bolstered by government regulation and by
strong local affiliates, were refusing to represent a broad spectrum of
cultural interests. To radio’s claim that requests for educational pro-
gramming were slighted because advertisers would not pay for it, they
replied that radio had aligned itself with government regulators to
repress social dissent. College stations were in fact being squeezed by
the FRC into poor and noisy channels; their spectrum assignments
seemed to get worse each time the radio spectrum was reallocated.
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Allocation of the radio spectrum remained an area of tremendous
controversy, intensifying when in the late 1930s frequency modulation
(FM) band radio and National Television Standards Committee tele-
vision began to contend for the same area of the radio spectrum. Of
course most critics had their own axes to grind. Their complaints about
the debasing of public taste arose out of their fears that radio posed a
destructive form of competition for other better cultural institutions.
Nevertheless they could point to the government radio systems of
Great Britain and Canada with their explicit educational aims as su-
perior alternative models.57

Movies offered another approach to solving the problems of social
isolation and loss of community. Films were less ephemeral than radio
broadcasts; viewed repeatedly, they could reinforce taste and standards,
and embed certain material ideals in the collective psyche. Since their
storytelling depended as much on image as on sound, they also pro-
vided a chance for immigrant groups to learn the language. Unlike
radio, which began as highbrow and therefore exercised fairly strong
self-censorship from its start, movies grew out of a silent film culture
that had had more than a few run-ins with the arbiters of taste and
decency. In the mid-1920s the movie studios adopted their own half-
hearted self-censorship to head off a Roman Catholic church push for
government censorship. After a rash of gangster movies and other
celebrations of offbeat heroism in the 1920s, Hollywood took a much
more aggressive and deliberate stance toward influencing the national
culture as young movie producers and directors assumed a new mantle
of respectability. Three men in particular, David Selznick, Irving Thal-
berg, and Darryl Zanuck, transformed the very nature of Hollywood’s
pictures by making numerous dignified, elevated, and respectable (and
often very expensive), movies set in the past, many based on literary
classics—films of Hamlet, Romeo and Juliet, Anna Karenina, David
Copperfield, Les Miserables, and A Tale of Two Cities. Later the trend
moved to making films of the best contemporary works like Gone with
the Wind and Rebecca.58

F. Scott Fitzgerald and other writers, who were cultural heros in the
1920s, sensed more of a threat than an opportunity in these Hollywood
developments. They saw serious movies as a more critical challenge to
the literary life of the nation than the silent films had ever been, because
they portended a narrowing of the cultural life. The economics of
movie production and distribution, and for that matter of all vacuum-
tube–based communications technologies, were such that there came
to be less and less room for opposing views, or alternative visions of
what life in America was like. In what one movie historian has called
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‘‘the first fully conscious era of cultural mythmaking,’’ the middle-
class culture of those who attended movies, and who could first afford
radio and television, became identified in the 1930s both domestically
and internationally as the U.S. national culture.59

Mobilizing Public Opinion Electronic media were hardly the first mass
media to be used by politicians and other national figures to mobilize
public opinion. Newspapers, aided by the telegraph, had already
proven effective in stirring up their mass audience. President Woodrow
Wilson had acknowledged the effectiveness of mass print advertising
campaigns when he appointed the Curlee Commission to help raise
volunteers for World War I. The commission had mounted an effective
national advertising campaign to persuade the U.S. populace of the
rightness of U.S. entry into the war.

Nevertheless, radio clearly improved the prospects for engaging the
U.S. populace more immediately in the political process. The very
first radio broadcast on KDKA in Pittsburgh aired the Harding–Cox
election returns on November 2, 1920, heard by at most a few thousand
people. In 1923, Calvin Coolidge became the first president to use
networked radio broadcasting. President Herbert Hoover used it to
mark national milestone events such as the fiftieth anniversary (in 1929)
of the invention of Edison’s lightbulb. But Franklin D. Roosevelt
perfected the use of radio for political purposes with his ‘‘fireside
chats,’’ which bypassed commentators and journalists to go directly to
the people.60 In the depths of the Depression these intimate addresses
broadcast to citizens—whom he addressed as ‘‘my friends’’—reached
roughly 16 million households, nearly half of all Americans.61 They
were credited with raising morale and stabilizing a potentially explosive
social situation, where millions were unemployed and desperate. The
Roosevelt administration also borrowed an idea from the British gov-
ernment by employing filmmakers to educate the people about the
government’s goals. Pare Lorentz organized government film units to
produce such notable documentaries as The Plough that Broke the Plain
(1936), The River (1937), and Power and the Land (1938). These films
used powerful sound tracks and lyrical images to convey their messages
about the need for agricultural electrification or the manmade causes
of what were previously thought to be simply natural disasters.62

The public purposes to which radio was put in its first three decades
were generally of this unifying and stabilizing sort, partly because it
was the sitting politicians who had access to the media. The potentially
dangerous power of radio to influence the public was not lost on radio’s
critics, however. James Rorty, a prominent spokesmen for opponents



The Threshold of the Information Age 157

of radio, warned in the early 1930s that ‘‘the control of radio means
increasingly the control of public opinion.’’63

Newspapers, whose opposition to radio was obviously motivated by
fear of competition, tried to keep radio from broadcasting news in the
mid-1930s by refusing to allow the news they gathered to be broadcast.
The networks retaliated by founding their own news bureaus, which
caused advertisers to worry that the still stronger newspapers would
shut them out. An agreement signed in late 1933 ended the dispute by
limiting the time slots in which the radio networks could broadcast the
news and getting the networks to do news on an unsponsored basis.
Radio also agreed to limit their news to analysis or commentary, rather
than reporting. As discussed later, the distinction between analysis and
reporting helped to prepare the public for the special requirements of
wartime news broadcasting.

After World War II, electronic media would come to be used in a
more divisive and partisan way. In 1946, young John F. Kennedy of
Massachusetts was one of the first aspiring politicians to buy radio
time for his personal radio ads. Kennedy built up a broadcasting per-
sonna that would serve him well when he became one of the first two
presidential candidates to conduct televised debates, in the 1960 elec-
tion. The networks began routinely to broadcast party conventions and
election nights as a public service, and they also broadcast the political
show trials of the House Unamerican Activities Committee under
Senator Joseph McCarthy.

Mobilizing the Mass Market Though the advertising profession was
well established when radio broadcasting began, early radio promoters,
with the exception of AT&T, were mostly averse to advertising on
radio. One scholar attributes this to the perception of radio as a high-
brow medium, starting as it did with affluent buyers and gradually
spreading to the less well off.64 No less a personage than Secretary of
Commerce Herbert Hoover commented that it would be ‘‘inconceiv-
able that we should allow so great a possibility for service to be drowned
in advertising chatter.’’65 Even leading members of the advertising
profession fulminated against allowing commercialism to intrude on
the ‘‘sanctity of the home.’’ There was the fear in the advertising
community that if advertising were allowed to invade this new medium
there might be a consumer backlash against all advertising.

But radio posed significant challenges to advertisers, as well as to the
advertising agencies that served them.66 The practice of advertising in
print media was well understood, and it was relatively easy to calculate
how many people a particular ad might reach and what kind of people
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they were. In this sense early radio was a big unknown,67 and preparing
copy to be heard in the privacy of the home was perceived to be a
delicate matter. Radio advertising went through several quick stages in
the 1920s. First came ‘‘sponsorship only,’’ simply identifying the name
of a sponsor with a program, allowing the audience to infer that the
National Carbon Company must be sponsoring the Eveready Hour
because radios were such large users of batteries. Next, the advertising
came to be blended with the program content in a fairly subtle way. A
character in a situation drama or a comedy might refer to the brand of
tea he was drinking, for instance. Later on, programming and adver-
tising were interwoven, as advertising agencies began influencing con-
tent. Even styles of performance, such as the crooning of Bing Crosby
and Rudy Vallee, were favored because crooning was the style of music
deemed most likely to prepare the listener to be receptive to a com-
mercial message.

Gradually advertisers deduced from favorable, though not necessar-
ily representative, correspondence that the audience did not object to
advertising of an even more overt sort despite being in the privacy of
the home. Especially in the daytime hours when women tended to be
at home working, listeners seemed to welcome a helpful, often edu-
cational ‘‘message from our sponsors.’’68 Ironically, opera of a kind also
came to form the basis of daytime programming in 1933 when the
large packaged goods companies became some of the earliest enterprises
to discover the advantages of getting their message to masses of women.
The vehicle for this was the ‘‘soap opera,’’ so-called because it was
invariably sponsored by detergent manufacturers, who knew that their
target consumer was the housewife. More than 70 percent of women
could be relied upon to be at home in the afternoon hours; they bought
the products without consultation and were known to be loyal to
brands.69

By 1930 advertising on radio was reaching $60 million annually, and
by 1940 it had jumped to $600 million. By 1935 some 12.5 percent of
the whole advertising market had moved from newspapers and maga-
zines to radio. It was evident that in spite of hard times generally, the
networks were doing very well. Fortune magazine, part of the print
media that was struggling to stay afloat, noted with envy that in the
year 1930–1931 NBC’s profits increased from $20 million, to nearly
$26 million, while the smaller CBS increased from $8.5 million to
$11.6 million.

Small wonder that newspapers felt the need to acquire radio sta-
tions.70 Some newspapers bought stations as a defensive move, while
others saw them as additional sources of advertising revenue. In some
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cases they fought back in other ways, refusing to carry radio schedules
and giving bad reviews to programs that were commercially sponsored.
At first they saw these moves as countering the very real threat to their
revenue base, but after a while they realized that publishing radio
schedules was more likely to sell papers than not and capitulated into
peaceful coexistence.

In the 1920s, even before the economy had fallen into depression,
some corporations had begun to think of themselves as conducting
business as a public service. Prominent among these companies were
GE and AT&T, both major players in the radio industry. Then the
economy went into depression, and Roosevelt’s New Deal came in with
a philosophy quite different from the probusiness philosophy of the
Republican administrations of the 1920s. At that point, many corpo-
rations faced the shocking prospect of a growing public hostility. To
counter some of the bad press, companies sponsored radio program-
ming intended to show their public-spiritedness—special concerts,
dramatic shows, and so on. At this period advertising agencies began
producing their own shows, a practice that would continue for a time
with television.

Movies, which were held in about the same low regard by the ad-
vertising community as were the tabloids, had played a relatively small
role in advertising in the era of silent films. Even this small exposure—a
few spots before a film began—was lost with talking pictures. Movies
were likely to portray a world of conspicuous consumption and to
stimulate interest in it, but they were not likely to become a direct
advertising medium. Consumption, decreased though it was in the
1930s, was nevertheless a form of recreation. And in the 1930s con-
sumption was also public-spirited. The New Deal government, believ-
ing that consumption was imperative to get the national economy
moving again, was disinclined to oppose any efforts the advertising
community might make to stimulate it. The old dichotomy was gone.
Increasingly the population was drawn together as a culture more by
what has been called a ‘‘democracy of goods’’ than they were by a
democracy of ideas.71

Mobilizing a Civilian Society for War. ‘‘Radio is the one channel of
publicity which has not previously been available in a great interna-
tional crisis. It lends itself with singular effectiveness to the creation
of morale on a national scale,’’ claimed the Treasury Department in
one of its 1941 bulletins. Treasury was early among U.S. agencies to
try to mobilize public opinion with its Defense Savings Bond program.
But outside the government other organizations had already been using
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radio’s considerable powers of influence to raise consciousness about
Nazi atrocities and to fight anti-Semitic activities in the United States.
The Council for Democracy, formed in 1940 to fight all forms of
prejudice in ‘‘our national consciousness’’ whether it was directed at
minority groups or the foreign-born, relied heavily on the mass media,
especially radio. It also worked with government agencies including
the Justice Department, and later with the House Unamerican Activ-
ities Committee reporting on the activities of subversives who were
sympathetic to the Nazi regime. Such groups were ready to give assis-
tance, and even lend their personnel, when the government moved to
mobilize public opinion in favor of the war in 1941.72

Before the United States entered World War II, the country was
divided in its sympathies toward the belligerents and also toward the
idea of U.S. involvement. As it had during the depths of the Depres-
sion, the Roosevelt administration once again turned to radio to move
public opinion to support its program, this time on behalf of the Allies.
Radio broadcasts and newsreels of the Battle of Britain helped con-
tribute to the sense of urgency and national purpose as well as to the
need to make funds available for war materiel under the Lend-Lease
Program. Roosevelt’s use of the radio to persuade the populace of the
necessity of his course of action allowed him, in the face of considerable
congressional opposition, to violate the spirit, if not the letter, of the
Neutrality Acts by diverting war materiel to Great Britain. Soon radio
was asked to help in recruiting men and women for military service,
and women for war work at home.

Radio was no longer restricted from broadcasting news, immediacy
being viewed as an advantage to keep the populace informed. Indeed,
the familiar voices of such radio personalities as Lowell Thomas and
Edward R. Murrow did much to bring home the reality of the devas-
tation overseas and the need for the United States to intervene. More
than a dozen manufacturers had begun turning out portable radios
from late 1938, when Sylvania’s introduction of new battery tubes—
tubes that made smaller, less expensive radios possible—coincided
with increased tensions in Europe. Demand for them was created
almost entirely by listeners eager to hear war reporting.

War coverage moved into high gear as soon as Germany invaded
Poland in 1939. Newsweek reported that broadcasting studios adopted
twenty-four-hour emergency schedules, and ‘‘armies of correspondents
and commentators were mobilized’’ creating such a ‘‘stream of war-
and-peace confusion . . . that Americans were left almost as tense and
groggy’’ as those who were actually experiencing air raids. So excessive
was some early war coverage that the three networks (the three included
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the American Broadcasting Company ‘‘red network,’’ which RCA had
been forced to divest in 1942) worked with the FCC to draw up a code
governing wartime news dispatches. It held that every effort consistent
with the news itself should be made ‘‘to avoid horror, suspense and
undue excitement.’’73 One important matter was to distinguish clearly
between fact and fiction when broadcasting news. Radio had made such
a practice of embedding its messages in story and skit form that it was
necessary to make a very clear distinction for news formats.

After the United States entered the war, President Roosevelt com-
missioned the Bureau of the Budget under Milton Eisenhower to
propose a better approach to coordinating the government’s informa-
tion functions, which often seemed to be working at cross purposes.
The new Office of War Information, headed by Elmer Davis, a well-
known journalist and radio commentator, was directed to facilitate the
development of an informed and intelligent understanding of the gov-
ernment’s wartime activities at home and abroad, and to coordinate
and review all federally sponsored programming intended for radio
broadcast or motion picture.74 The advertising agencies offered their
services through an effort that circulated an average of three messages
a week involving timely themes to be incorporated into programs at
the discretion of producers. Unlike the massive orchestrated efforts of
the German propaganda machine, all such activities on the part of the
U.S. broadcasting, motion picture, and advertising industries were
strictly voluntary, and the government’s role remained officially one of
coordinator rather than originator of the information. These efforts
were often chaotic at first, and the bureaucratic apparatus involved
(though reorganized from time to time) never achieved the effect of a
well-oiled machine.

Nevertheless, mass media were employed at all levels for training,
civil defense, and information dissemination purposes.75 The Motion
Picture Committee Cooperating for the National Defense, which offi-
cially came into being on December 12, 1941, comprised six divisions;
some parts such as the Hollywood Division, employed tens of
thousands of workers throughout the war. The Distributors Division
managed more than 300 film exchanges in thirty-one cities to handle
releases of approved films at no expense to the government. The
Newsreel Division, which consisted of five major newsreel companies
and the March of Time, took responsibility for filming the war in all
of its theaters, at home and abroad. Between 1942 and 1945, one of
Hollywood’s most distinguished directors, Frank Capra, produced the
important twelve-part military-training film series ‘‘Why We Fight.’’
Combining ‘‘stock footage, newsreels, and specially produced film.’’
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This series attempted to explain to U.S. servicemen and women why
the United States was at war. Meanwhile John Ford, William Wyler,
and others produced films for the different armed services that aimed
to inspire patriotism and resolve in the population at large; they created
such moving war stories as Memphis Bell for the Air Corps, The Battle
of San Pietro for the Army, and the Battle of Midway for the Navy.76

The Office of War Information, formed in 1942, took as its mandate
the need to broadcast information from the various agencies concerned
with defense mobilization about the state of business–government co-
operation. The office was ineffective because there were no clear guide-
lines as to whether its primary mission was to build morale and create
unity, or conversely to shine light on the problems arising in the arena
of government–business cooperation. More effective was a branch of
the Office of Civil Defense, called the Office of Facts and Figures
(organized under the leadership of then Librarian of Congress Archi-
bald MacLeish), to provide public opinion samplings and to give
Americans an accurate and coherent account of government policy
while striving to avoid the appearance of propaganda. This office had
a radio division, headed by former CBS programming vice president
William Lewis, ‘‘to give guidance to government departments and
agencies and to the radio industry as a whole’’ and ‘‘to handle certain
government programs on the networks within the U.S.’’77

Media executives like David Sarnoff of RCA, William Paley of CBS,
and James Galvin of Motorola received wartime commissions com-
mensurate with their peacetime status and were enlisted in the cause
of adapting broadcasting and communications activities of all kinds to
wartime missions. Rapid advances in emergent electronic communi-
cations technology were considered so important for military purposes
that the government funded civilian communications and electronics
research via the Office of Scientific Research and Development and
kept it free of military control even as the war was progressing. This
extreme deviation from previous practice put millions of dollars into
research at a long list of radio and electronics firms and also supported
mammoth university–industry–government cooperative efforts such as
the Radiation Laboratory at MIT.78 One key wartime development was
the image orthicon, a significant improvement by RCA of its old
orthicon tube, and one that had important implications for guided
missiles and reconnaissance.79 In addition to performing large amounts
of high-priority research, the large integrated companies, such as GE,
Westinghouse, and RCA, were converted to manufacturing military
communications equipment and electronic weapons. Among the tech-
nologies that emerged during this very fertile period, though it drew
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on work already under way in the 1930s, was solid state electronics,
which involved electrons flowing through solids rather than through
gas or vacuum or conductive metals. When it became apparent that it
would not be possible for the country to return to the peacetime status
quo after the war, the military–industrial complex that formed at this
time would continue even stronger in the postwar period. Pillars of
this complex were the integrated electronics and communications com-
panies, now joined by many other companies who could rely on con-
tinued postwar government funding and who would rise to challenge,
ultimately successfully, the way the largest companies had previously
been allowed to dominate broadcasting and communications.80

Television and Radar: The Planned

Dual Use Technology

Although television as an invention was as old as radio, it was World
War II that prepared the way for it to become a thriving commercial
medium in its own right. Television had been under development
before World War II in several companies—of which RCA, CBS, and
Dumont (an entrepreneurial firm cross-licensed to RCA from 1938)
were the most significant. Vladimir Zworykin, a Russian immigrant,
had invented the iconoscope camera tube in 1923 while working at
Westinghouse before its radio-related research transferred to RCA,
and then later with funding from fellow Russian immigrant, David
Sarnoff at RCA. Zworykin was a student of another Russian inventor,
Boris Rozing, who in 1907 had already patented a cathode ray tube
(CRT) television receiver.81 The ingenious but unlucky Philo Farns-
worth was the first to demonstrate a complete prototype television
system, in the late 1920s. In the late 1930s Corning Glass Works
supplied enough experimental CRTs for RCA to run several major
pilot tests of television in New York City. In 1937 the Radio Manu-
facturers’ Association (RMA)—generally regarded as a ‘‘tool’’ of the
RCA because the corporation dominated the tube market and still
controlled radio technology through its licensing arrangements—made
recommendations to the FCC for a workable all-electronic television
standard. The rest of the radio industry feared another RCA monopoly
over television. Led by CBS, which was promoting its own partly
electronic television system, RCA’s industry opponents appealed to the
FCC, and a National Television Standards Committee (NTSC) was
formed in 1940 to produce one set of universal standards agreeable to
the entire industry. A year later the FCC agreed to a set of NTSC
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standards calling for 525 lines and the use of FM for the audio portions
of the broadcast. RCA began broadcasting on this standard in July
1941, only to have it come to a halt five months later with the Japanese
attack on Pearl Harbor.82

Because of its lock on critical materials and devices, the war diverted
the nation’s capacities for the duration. This hiatus in television broad-
casting turned out to be of incalculable value to television manufac-
turers and broadcasters, because World War II prepared the way for
television in innumerable ways. It provided the means and the focus
for significant improvement in key electronic devices like the image
orthicon; it made inexpensive radar plants available for television tube
manufacturing; it trained servicemen in electronics; and it created a
pent-up demand for consumer goods. Radio had enjoyed this type of
advantage to some extent in World War I, as wireless operators came
back having benefited from training and field operations, but World
War II made much greater use of electronic equipment in numerous
forms. Radar, the top-secret weapon, gave the Allies the incalculable
advantage of superior information about enemy whereabouts, guarded
U.S. airfields, sailed aboard U.S. naval vessels, gave eyes to U.S.
submarines, and even flew on U.S. bombing runs.83 Once again, as
with radio, the bulb makers were the high-volume producers with
many more tube companies manually assembling the finished tubes.
Television receivers, using the same small round CRTs, were also used
in primitive form in wartime, though the military form was still ru-
dimentary enough to have limited application, mostly for training.84

When World War II was over it was in almost everyone’s interest to
see that television came into being as a regular broadcasting service as
quickly as possible. The war had pulled the country out of the De-
pression, but it was generally recognized that it would be necessary to
reprime the pump of national consumption if prosperity were to con-
tinue. After two decades of austerity, postwar Americans looked for-
ward to a future of new homes, new cars, and countless conveniences.
The consumer electronics industry employed tens of thousands of
people, and pent-up demand could move many radios and televisions.
Nevertheless, the industry was sharply divided in the postwar period
as to whether it should be improved radio transmission and better
radio receivers, or the new (but less well-developed) medium television,
that should be allowed to benefit most from postwar demand. Here
RCA prevailed, though only by overcoming stiff opposition from com-
petitors led by CBS.85

The industry battle over television standards, now for both black-
and-white and color, resumed on two fronts: in the FCC, which had
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a larger role in television standard-setting than it had in radio, and in
the marketplace, where RCA began selling black-and-white television
receivers before the standards questions were settled. In the spring of
1947, CBS was pursuing a petition with the FCC for a revised color
television system broadcast in the ultra high frequency (UHF) part of
the spectrum, thereby creating uncertainty as to whether television
would be a ‘‘go’’ or not. Under pressure from RCA, which warned
that the stagnation of television would be ruinous to a potentially shaky
economy, the FCC gave provisional approval to RCA’s prewar NTSC
standard for black-and-white and deferred judgment on the color stan-
dard. It had been James Fly, chairman of the FCC, after all, who had
written, ‘‘I think it quite likely that during the post-war period tele-
vision will be one of the first industries arising to serve as a cushion
against unemployment and depression.’’86

CBS continued to direct its efforts toward convincing the FCC to
adopt its constantly improving ‘‘field-sequential’’ color television stan-
dard, which employed spinning color wheels in both camera and re-
ceiver. The advantage of CBS’s system was that it would free the very
high frequency (VHF) part of the spectrum for FM radio. This would
appease those radio manufacturers that had already been producing
high-fidelity FM radio, which had been successfully introduced by
Edwin Armstrong in 1939. The disadvantage would be that it would
render obsolete all existing black-and-white television sets.

However provisional it was intended to be, FCC’s decision in 1947
was the encouragement black-and-white television sales needed to ex-
plode. Nations’s Business noted in the summer of 1947 that television
was ‘‘something the average American family has just about decided it
cannot do without.’’87 RCA and more than 100 smaller existing and
new entrepreneurial television receiver makers were selling enough
black-and-white television sets on RCA licenses—table models, con-
soles, television-phonograph combinations—to impose a de facto stan-
dard on the marketplace.88 RCA’s combined revenues soared from
licensing, tubes, receiving sets, professional broadcasting equipment,
and the sale of other components, providing support for the develop-
ment of television programming and the next advances in color tele-
vision technology.

RCA’s television system occupied the VHF channels, preempting
the original FM radio band, and limiting severely the number of
television stations that could operate in any given metropolitan area,
making television broadcasting more concentrated—and television sta-
tions even more valuable than radio stations. The FCC’s decision
necessarily affected FM as well. It reallocated FM radio to a new part
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of the spectrum, and cut back FM’s power, rendering obsolete half a
million receivers and forty prewar FM stations. This action raised a
storm of controversy that would make it unthinkable to do such a thing
again.

By 1950 television had already entered ten million households—at
an average price of well over $200. The Korean War intervened to
stop all production of television receivers, as users of scarce materials
that were needed for weapons. When the Korean action was over, the
FCC and the industry were forced grudgingly to accept RCA’s NTSC
standard not only for black-and-white television, but also as a starting
point for the color television standard which now had to be compatible.
FM survived as a system, used for the sound in television, but RCA
and its many licensees flatly refused to pay Armstrong, FM’s creator,
the licensing fees he should have received for its use. Worn out by
court battles, even though they were ultimately decided in his favor,
Armstrong committed suicide in 1954. His FM radio system straggled
along, only picking up adherents in the 1960s when classical radio
stations, benefiting from static-free sound, became one of many mul-
tiplying radio formats.

Unlike radio, which had had to start largely from scratch as a broad-
casting medium, television had the good fortune to follow radio, which
it was able to mimic and to steal from in many different ways. Studios
were adapted as well as assembly plants. Performers and writers moved
from radio to television. Often shows appeared on prime time television
that had developed their audience on radio. And many formats that
had been developed for radio were adapted for television. Even the
extremely popular morning programs that eventually anchored all
three television networks were actually imitations of Mary Margaret
McBride’s very successful women’s program on radio, which after a
run of twenty years was reaching eight million listeners per day by
1954. Though hailed at the time as original breakthroughs in program-
ming, with a magazine format largely directed toward men, they were
actually derived from McBride’s magazine format for women. Many
radio soap operas, and situation comedies, made a similar rapid tran-
sition.89

What television could not adapt directly from radio, however, was
the ability to hook up long-distance network broadcasting over the
telephone lines. Multiple stations could see the same programming
over stations all owned by the same company in Philadelphia and New
York, but otherwise shared programming had to be transferred on film,
an expensive and inferior procedure. Because of the greater bandwidth
required, television networking had to await the construction of a
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nationwide coaxial cable transmission system chat was not in place
until 1951. It was only a short time after the coast-to-coast hook-up
occurred, marked by Edward R. Murrow standing on the Golden Gate
Bridge, that both prime-time radio programming and large-scale radio
advertisers moved en masse to television.90

Media Coexistence

Judged solely in commercial terms (i.e., dollars expended on advertis-
ing), one generation of vacuum-tube–based technology rapidly dis-
placed another. Radio, having stolen revenues from newspapers at such
impressive rates, was in turn displaced by television as a bigger revenue
generator from advertising. Nevertheless, despite predictions to the
contrary, all of the vacuum-tube–based forms of communications tech-
nology continued to coexist, and gradually became complementary to
each other. Radio, having created the major national audience, re-
trenched and decentralized to become a more local medium serving
niche markets. Although low yield at first, these franchises became
more and more profitable as radio discovered a new programming
format that aimed different kinds of specialized music at different
audiences—developing whole new genres of music or news or talk
shows in the process.

Movie studios meanwhile made up for the loss of their primary
audience by renting their film libraries to television, and later to cable
television. Beginning with Howard Hughes’s sale of the RKO film
library in 1955, pre-1948 Hollywood productions flooded into televi-
sion network libraries in the late 1950s. Certain studios, like Columbia
Pictures’ Screen Gems (starting in 1952), developed long-range rela-
tionships with the networks to make ‘‘telefilms,’’ that is, made-for-
television movies, in a format that would become extremely profitable
for all parties involved. The studio would make a thirty-nine episode
prime-time series that could be shown twice for the initial licensing
fee, after which it would go into syndication both domestically and
internationally. Ironically, even as television was arguing publicly that
the ability to show live drama and current events was an important
justification for having centralized networks, it was in the process of
shifting almost entirely to film-based programming to maximize rev-
enues from seasonal reruns. By 1957 live drama on television was
coming to be a thing of the past.91

The coexistence of all the electronic media with print gave rise to
cultural self-consciousness about the effects of different media on their
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audiences and on the culture at large. Previous commentators, espe-
cially educators, had certainly questioned the legitimacy of broadcast-
ing content and the effect of commercialism on the culture, but one
question had yet to be considered. Were there unique effects from the
media themselves, irrespective of content? Canadian professor Mar-
shall McLuhan was one of the first public figures to raise this question.

In a keynote speech to the annual convention of the National Asso-
ciation of Educational Broadcaster (NAEB) in Omaha, Nebraska, in
1958, McLuhan used a phrase that was to generate public discussion
throughout the 1960s: ‘‘The medium is the message.’’ McLuhan told
the NAEB and anyone else who would listen—including countless
gatherings of communications industry executives from companies like
GE and IBM—that his concern was the ‘‘mutational powers,’’ the
‘‘various and often contradictory qualities and effects’’ of media.92 For
the remainder of his career McLuhan developed his theories about the
human ‘‘sensorium’’ and the ways different media extended the human
senses causing the other senses to interact with each other in ways
unique to each medium.93 In his book Understanding Media, McLuhan
got to the implications of his theories. The media, he said, were capable
of ‘‘imposing their own assumptions’’ on the people who used them,
or indeed creating their own world. Unless people were aware of this
and understood the nature of electronic media in particular, McLuhan
warned, they were in danger of losing all the traditional values of
literacy and Western civilization.

In 1960 when a number of U.S. events became media events—the
U2 spy plane capture and the Kennedy–Nixon debates—McLuhan
asserted with justification that the media had transformed North Amer-
ican current events and politics into a branch of the entertainment
industry. Of the Kennedy administration he commented that a four-
year stint in the White House was ‘‘no longer easily distinguishable
from something arranged by a booking agency.’’ And when Kennedy’s
assassination in 1963 was seen over international television, closely
followed by his murderer’s murder seen live, McLuhan entitled his
comments ‘‘Murder by Television.’’94

McLuhan’s theories led naturally to serious attempts to assess which
medium was most effective for which kinds of advertising. Time Life
employed McLuhan to offer his insights into the matter, and then used
the skills of a young psychologist, Daniel Yankolovich, to test them.
Yankolovich found that television advertisements were more effective
at exciting emotional responses, whereas print was more effective at
conveying information. The conclusion was that products that needed
their buyers to have more information were better sold through print
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media, whereas products that depended on visceral appeal were more
appropriately advertised over television. By 1964, when his Understand-
ing Media: The Extensions of Man was published, McLuhan could
irritate a whole seminar of assembled publishers by predicting the
imminent obsolescence of the hardcover book.95

Looking at the interaction of the different media, McLuhan saw each
new medium as more than a cultural add-on. Instead it transformed
the use of all previous media, ‘‘creating its own environment which
acted on human sensibilities in a ‘total and ruthless’ fashion.’’ To
McLuhan a medium was not just the thing itself, but all the habits
that collected around it, as well as the energy it created. The new
environment created by a new medium rendered the old media and
their environments newly visible, just as The Late Show made old
movies into a self-conscious art form. McLuhan predicted that because
television appealed to the innate American visual sense it would be all-
engulfing, eventually turning print objects into little more than mu-
seum artifacts.96

Major human dislocations had indeed attended each generational
change in technology and more were to follow. Many skills from the
pre-electronic forms did not transfer, nor did the skills needed for one
necessarily transfer to the other. The technical skills needed to show
silent motion pictures, for example, had not transferred to ‘‘talkies’’
and 10,000 technicians from the silent era were thrown out of work,
not to mention the musicians and the live acts that accompanied silent
films. Moreover, the economic consequences of each shift in media
generations were great. The manufacture of each generation of receiv-
ing sets tended to follow a dramatic life cycle—from introduction to
saturation followed by layoffs of factory workers—until the next gen-
eration of set came along. The consumer electronics business employed
tens of thousands of people in manufacturing, and was famous all
during the 1950s and 1960s for laying them off in vast numbers a week
or so before Christmas. The advantage of the large integrated com-
munications concerns was that their control of networks’ steady earn-
ings countered the cyclicality of the business on the manufacturing
side. All this would change when U.S. companies lost the consumer
electronics business to off-shore, primarily East Asian, manufacturers.
The layoffs that occurred then, in the consumer electronics recession
of 1970, differed in one important respect: they turned out to be
permanent.
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The Cultural Extremes of Mobilization

The 1950s version of popular culture was outwardly as homogeneous
in the broader society as the gray flannel suit was in business. Partly a
consequence of the other developments in communications that orig-
inated well before World War II, partly a consequence of shared war-
time experience, the society leaned toward a stripped-down ‘‘high-
tech’’ material order made of modern technology-based materials—
aluminum siding, glass blocks, glass ceramic oven ware, and, above all,
plastics, promoted in the media as wartime spin-offs. In style and spirit
these products were designed and promoted to match the ultra-plain
architecture and furnishings of the modernist era.

In other eras this degree of social conformity—typified by loyalty
oaths, pledges of allegiance, and security clearances, and in more sin-
ister ways by the televised activities of the House Unamerican Activ-
ities Committee—would have been taken as the surrender of freedoms
that it certainly was. In the face of the Soviet threat, however, many
considered it to be a necessary cultural defense to narrow the bounds
of social tolerance. Few in either Hollywood or the broadcasting studios
of New York rose to oppose Joseph McCarthy or even objected to the
blacklisting of hundreds of prominent members of the entertainment
industry on both coasts. On the other hand, the vast media-based
credibility of communications giant Edward R. Murrow, built up dur-
ing his many wartime broadcasts, was one of the few forces powerful
enough to break the spell of McCarthyite demagogery.97 Murrow’s
interview of McCarthy on See It Now did much to discredit the self-
appointed inquisitor in the eyes of the public. By the late 1950s,
however, commercial pressures did what political pressures could not
do. Even Murrow’s brand of televised dissent became intolerable to
the advertisers and they used their considerable clout to push his See
it Now program off the air.98

The Costs of ‘‘Free’’ Media

The rhetoric of the mobilized society had barely begun to slacken after
World War II, when renewed international tensions brought it once
again to the fore. Starting with the Russian atomic tests of 1948 and
continuing through the Korean action into the Cold War, the networks
seized on the need for continued vigilance as a rationale for perpetu-
ating the concentration of broadcasting power. No longer was it simply
open warfare that justified living in a state of constant alert; now it was



The Threshold of the Information Age 171

a matter of civil defense in peacetime. In 1956 CBS’s Frank Stanton
told a group that the threat of intercontinental nuclear missiles de-
manded an instantaneous civilian mobilization which could only be
assured by means of network television. ‘‘It seems to be providential,’’
he said, ‘‘that we are thus able—at this pivotal point in world history—
to reach into nearly every home in America simultaneously and at a
moment’s notice.’’99 Providential or not, there was of course a tremen-
dous irony here, for although CBS and others argued that their
‘‘free’’—in the political and legal sense—commercial system of broad-
casting was obviously preferable to government control, it was a
governmental agency, the FCC, that effectively perpetuated the con-
centration of broadcasting control in the hands of a very few powerful,
and highly profitable, broadcasting networks. Regular local stations
were highly resentful of the networks’ privileged positions, as were the
aforementioned independents such as local educational stations. Even
as they were touting the value of free networks, the networks were
overstepping their bounds commercially.

In the 1960s the networks’ control of programming and advertising
revenues made them so profitable and so powerful that they behaved
arbitrarily toward even the largest local affiliates. Knowing that loss of
network affiliation could halve a local station’s revenues overnight, the
networks exercised almost total control. Their behavior set in motion
a rebellion on the part of local stations that would ultimately result in
regulatory action to reduce their programming role. Meanwhile alter-
native forms of transmission (such as cable), and alternative entertain-
ment formats (such as pay-TV) slowly moved into position to challenge
the networks’ hegemony, though they would take two decades to make
a serious dent in network profitability. The agitation that began against
the networks’ dominance of programming would ultimately lead in the
1970s to Nixon administration antitrust rulings that would deprive the
networks of their programming rights.100

The Loss of Alignment between Government

and Industry

Paradoxically, though the full effects would not be felt for almost a
decade afterward, it was in the late 1950s that the informal but potent
alignment between the U.S. government and the large companies that
controlled the national networks was beginning to unravel. Not the
result of deliberate government policy toward communications as such,
it came about because government antitrust policy undercut the prag-
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matic policy that had for so long justified RCA’s quasi-sanctioned
monopoly of radio-related technology.

RCA had felt the first effects of governmental antitrust action di-
rected against it in 1940, when it had been forced to divest one of its
two broadcasting networks and turn its smaller B network into the
independent, and at first very shaky, American Broadcasting Company
(ABC).101 Then throughout the 1950s, responding to complaints by
the broader industry about high-handed tactics on the part of RCA/
NBC, the government launched an antitrust case against RCA. Al-
though for years it had sanctioned RCA’s control of radio-related
technology for its own national defense reasons, the government
charged that RCA’s practice of package licensing its consumer elec-
tronics technologies was a predatory practice leading to unfair monop-
oly of the technology. The rest of the consumer electronics industry
had long bitterly resented RCA’s dominance of its technology even as
it benefited from the standards it helped to set, and even though RCA
was losing large sums of money keeping color broadcasting alive alone
until the other producers broke the industry boycott on color in the
early 1960s.102 It had not escaped the industry’s attention that RCA
had hired a former head of the FCC as an NBC executive when his
term of public service had come to an end—presumably as a reward
for help in once again giving RCA the edge, this time in the standards
battle for color television.103

In 1954 RCA had managed to renew its licensing position when its
radio-related patents ran out by persuading a large number of domestic
licensees to give its color system a try. It had spent well over $100
million developing television, especially color, and it looked on licens-
ing as one reliable way to recover its investment. But the renewal was
to be short-lived. In 1957 RCA signed a government consent decree,
thereby agreeing to license the technologies it controlled, individually
and at minimal cost, to all its domestic competitors.104

This marked the beginning of the end of the U.S. consumer elec-
tronics industry. In 1958, to maintain the substantial stream of licens-
ing revenues that it had come to rely on (and would surely lose under
the new arrangement), RCA began the practice of package licensing
its proprietary consumer electronics technologies overseas, especially
in Germany and Japan. Europe had other contenders, such as Philips,
offering licenses, but in Japan RCA’s technology packages were eagerly
purchased by a number of licensees. In a few years David Sarnoff
received the highest award ever given to a foreign businessman, the
‘‘Order of the Rising Sun, 3rd class,’’ for his substantial contributions
to fostering the Japanese consumer electronics industry. Japanese
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pocket radios using primitive transistors had been coming into the
United States since 1954, because Japanese producers had been able
to license transistor technology from Bell Labs after AT&T had signed
a similar consent decree earlier in the decade. But RCA’s licensing
involved much more complete and advanced technology packages, em-
bracing the entire field of consumer electronics. Advanced television
technologies, advanced display technologies, and advanced recording
and pickup devices would all be included in the packages offered each
succeeding three years to international licensees throughout the 1960s
and 1970s. By the late 1960s, RCA had begun to abdicate its own
leadership in technology to the Asian competitors it had helped to
create. Distracted by financial pressures and diversification strategies,
and plagued by declining manufacturing capabilities in what it regarded
as ‘‘mature’’ technologies, RCA would delay introduction of new con-
sumer electronics products that its dealers and its industry followers
needed to keep their business on track. Meanwhile the offspring of
RCA’s (and Philips’s) internationally licensed technologies would flood
back into the United States spelling the beginning of the end for the
U.S. industry. Japanese companies Matsushita, Sony, Sanyo, and the
like, became powerful enough to make short work of most U.S. firms
in a very few years.

RCA, with its NBC network, had been hated and feared by many in
the consumer electronics and related industries. But although there
were many opponents, a pattern had developed when RCA controlled
the radio purpose patents that served as an effective pathway to in-
novation. RCA was a fully integrated company that controlled all parts
of the entertainment system, from consumer and professional equip-
ment manufacturing, a dedicated dealer network, and research and
development, to entertainment producing and broadcasting. With the
sometimes reluctant concurrence of the government RCA had been
able to carry through a complete innovation cycle from beginning to
end. No other U.S. Company was in a position to do this single-
handedly. When RCA faltered, therefore, in the 1960s, no other com-
pany was in a position to step into its shoes.105 Almost unnoticed,
‘‘control’’ of the communications infrastructure—and in particular of
the pace and direction of innovation—slipped out of the grasp of
institutions closely aligned with the U.S. government in a breakdown
of control not unlike the one that occurred in the middle of the In-
dustrial Revolution.
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Conclusion

There exist many historical studies of mass communications technol-
ogies, but few have treated these technologies in concert, as we have
portrayed them here—the communications infrastructure of a society
that by the second half of the twentieth century had become media-
rich and media-dominated partly through alignment with multiple
government priorities (though not, as in other parts of the world, direct
government control). If, as, U.S. broadcasting moguls like William
Paley were fond of pointing out, these media, especially the broad-
casting media, were indeed ‘‘free’’ of government control in a way that
such media were not in other countries, they were still willing servants
of government interests. Government aligned and government assisted
through regulatory channels, and shaped in other ways by repeated
antitrust actions when they failed to conform, the media behaved as
important instruments of national purpose both culturally and econom-
ically. Partly because of the tremendous capital cost of setting up
vacuum-tube–based systems that were integrated enough to innovate
and reach a national audience, these media were also highly concen-
trated.

A consequence of the peculiar brand of freedom the media enjoyed
in the United States was the bias toward information in the form of
entertainment. Entertainment was of course a powerful conveyor of
information—cultural and political—and because of the ubiquity
of advertising as the prime source of funding (movies being the excep-
tion here), U.S. media purveyed their information in the form that the
largest, or the most affluent, segments of its audience found most
entertaining. This was, of course, not new with the electronic media;
it merely continued a long-established connection between newspaper
sales and sensational reporting. But it ought to remind today’s reader
that the postwar professionalism of journalism is more of an historical
aberration in the United States than a norm from which current stan-
dards can be said to have departed.

There are interesting parallels between the Vacuum Tube Era and
the current era, when once again several powerful emerging informa-
tion technologies are threatening the established media and vying for
public acceptance. As we shall learn in the following chapters, in the
Internet we once again have the rise of a socially and culturally inte-
grating technology that has the power to mobilize those who are con-
nected by it in all the ways that occurred in the early twentieth century,
though this time the scope appears to be global. Once again it has not
been the large companies who have invested so much to develop and
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merge computer and telecommunications technologies, but the ama-
teurs, now known as hackers, who have quite suddenly transformed
the technology from a defense-related form of communication (the
ARPANET of the 1970s and 1980s) to an infrastructure that other
interests can recognize as being rich with commercial potential.

It remains to be seen what role the U.S. government, necessarily
both interested and involved in this tool for mobilization purposes,
will take. Few could argue that the public interest does not need
defending in some way as these new communications technologies
combining computers and telecommunications evolve. But once again
the definition of public interest remains a matter of much controversy,
although little direct public debate. Issues have already arisen around
the allocation of the broadcast spectrum and its use by high definition
television, and here the government’s chosen role is clear. Once again,
existing broadcasting interests are being aided in their modernization,
based on an economic rationale. As with FM radio, if present plans
continue, we can expect to see television receivers in vast numbers of
consumer households rendered obsolete by the new technologies. In
both cases only one lesson of history can be relied upon to come true:
It is safe to predict that the old media, as distinct from old technology,
will not be replaced, but will transform themselves in new forms of
complementarity. It remains to be seen how different elements of
society will then work to adapt and reconfigure these technologies to
their own unforeseeable patterns and uses, but we can be sure that
they will.
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6

Progenitors of the Information Age
The Development of Chips and Computers

James W. Cortada

Ground zero and the first minute of the Computer Revolution occurred
at 9:00 A.M., April 21, 1952, at Bell Laboratories in Murray Hill, New
Jersey. Representatives from more than thirty companies gathered for
a six-day seminar on the transistor, learning about what would become
the heart of the computer. The companies had paid a $25,000 fee for
their representatives to attend, and with that attendance to sign up for
the right to manufacture the transistor. If one had to pick the one time,
place, and item that heralded the arrival of the computer, this event is
as good as any because the key to understanding why the computer
was such an American story depended more on appreciating how this
machine was diffused than on how it was invented. The initial devel-
opment of the computer for primarily military purposes occurred si-
multaneously in Great Britain and the United States, with smaller
projects underway in Germany and in Poland, but the transistor was
clearly a U.S. invention that we can precisely document as having been
created at Bell Labs in the 1940s. It was the decision of American
Telephone & Telegraph (AT&T) to license this technology to other
firms that made it possible for the transistor to work its way out of one
company into many, and therefore to be used in ways unanticipated in
the beginning. One of those unanticipated uses would be as the heart
of this new machine we call the computer.

AT&T recognized that by sharing the rights to manufacture the
transistor it would fulfill a traditional commitment as a nationally
regulated utility in disseminating knowledge useful to the public while
generating revenues from licensing agreements. This act would also
stave off real concerns about what the Antitrust Division of the U.S.
Department of Justice might do; at that moment, government lawyers
were pondering the massive market power of AT&T. Management
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also recognized the strategic importance of the transistor to the nation,
however. For example, in its first formal seminar on the transistor,
held at Bell Labs on September 17–21, 1951, the firm worked with the
U.S. Department of Defense to determine who should attend.1

The conference was highly successful in stimulating interest in rights
to manufacture the transistor. Before the end of the year, nearly three
dozen firms had signed up and by 1960, there were several hundred.
The vast majority were U.S. companies, with a smaller representation
of West European firms. By the end of the 1950s, companies from
around the world had also become licenses. Of the original list of

licenses from 1952, we can see firms that in very short order became
manufacturers of computers or their components: Minneapolis Hon-
eywell, Raytheon Manufacturing, Texas Instruments (TI), General
Electric (GE), International Business Machines (IBM), NCR, and two
important European firms: Philips, and with Melchip, Siemens &
Halske.2 Diffusion of rights meant dissemination of information about
transistors, more advanced manufacturing techniques for electronics,
and creating the base for the knowledge this nation needed to develop,
manufacture, apply, and distribute the computer chip in the 1960s—
which ultimately became the true power base and generator of the
Information Age that so many like to speak of today.

Previous chapters have demonstrated how individuals and organi-
zations in the United States had long exhibited a penchant for explor-
ing new scientific and technological insights and then immediately
applying them in practical ways. The themes of speed of application,
the hunt for economic return, and the utopian optimism that a market
and a need existed at the end of a technological rainbow—all these
applied to continued evolution of electronics and deployment as a
prime mover of information through the U.S. economy. The open flow
of information about the science of electricity and its derivative tech-
nologies, such as transistors, microelectronics, and semiconductors, in
turn facilitated further evolution of practical forms of electronic devices
for manipulating and moving of useful information. The AT&T con-
ference represented yet another example—if to be sure a very dramatic
one—of the historic process of inventing, discovering, sharing, dissem-
inating, and exploiting information-centric technologies.

In this chapter we explore briefly how the computer came into being,
and the industrial and economic infrastructures required to make this
new engine, which historians Martin Campbell-Kelly and William
Aspray aptly label the ‘‘Information Machine.’’3 It is the story of
American innovations leading to the creation of a hidden infrastructure
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in the U.S. economy. That hidden infrastructure is the ‘‘chip’’ in
everything from microwave ovens in our homes to the palmheld com-
puters that Americans are buying at the rate of more than two million
a year. Going from the nearly accidental invention of the transistor in
1946 to an environment where well over 75 percent of all United States
homes have computer chips of one sort or another by the end of the
1980s is a remarkable story of transformation. It is a story of invention,
deployment, and acceptance.

Arrival of the Transistor and the Chip

American fascination with and adoption of new information technol-
ogies can be explained in part by a long-standing history of good
experiences with innovation. But Americans are a practical people who
will not embrace the next great technology unless it meets several
criteria. First, the new technology must perform at least as well as the
current technology. Second, it must not cost more than the current
alternative unless it has new function or capacity. In other words, it
must be cost-effective. Third, it must be as reliable as an existing
alternative, or very close; risk is tolerated if one of the other two criteria
are compelling. Often a combination of the three criteria is evident in
the decision to acquire any technology. A fourth criteria, the one that
often initially trumps the first three is new functionality, that is to say,
the ability to perform a task that could not be done with an existing
alternative technology. Of course, in hindsight we can explain how
managers made a decision to acquire a system. At the time, everyone
was learning how. As John Diebold, a leading expert on computing in
the 1960s, puts it, ‘‘naive standards are used in justifying and evaluating
the machines which so greatly extend our analytical powers.’’4 Perhaps
too harsh? Managers did use common sense and sound judgment. An
auditor from the same period, L. Fred Boyce Jr., explained:

One of the reasons advanced for adopting electronic data processing
is the expectation of savings in data processing costs. The ability of
the company to use the computer at a level close to capacity is a major
factor; idle capacity costs can devour estimated savings in a voracious
fashion. Another justification offered is that it will be possible to
provide more timely and useful data that may enable management to
achieve significant reductions in operating costs.5
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The practical bent was no stranger to these important decisions.
It is to the fourth alternative that we can also attribute the importance

of the transistor and the integrated circuit. But what is a transistor? A
chip? Definitions are complicated by the fact that many types of devices
have been developed since the 1940s. Figure 6.1 (pp. 182–183) lists
key types, their definitions, capabilities, and when they were used. But
we can speak about these base technologies generically as transistors
and chips. The most widely consulted dictionary of computer terms
defines the transistor as ‘‘a small solid-state semiconducting device
than can perform nearly all the functions of an electronic tube, includ-
ing amplification and rectification.’’6 The key concept is the idea that
a device, using a material capable of enhancing (amplifying) an elec-
trical signal can carry or transmit predetermined electrical impulses
which can then be interpreted as numbers or data. The word chip is
shorthand for an integrated circuit (IC). The same dictionary defined
an IC as ‘‘a combination of connected circuit elements inseparably
associated on or within a continuous substrate.’’7 The first device looks
like an old piece of chewing gum with several wires sticking out of it,
the second like a well-jeweled square with little lines and layers of
materials. Originally, the first device could only amplify electronic
signals coming into it because of the physical characteristics of its its
material (e.g., silicon or germanium), while the second came to house
built-in instructions to perform mathematical calculations, take read-
ings, and issue instructions to other devices. The difference between
the functionality of the first and the second device was less than twenty
years of development, all done in the United States. But both became
the ‘‘brains’’ of computers. Engineers used transistors in computers
throughout the second half of the 1950s. By the late 1960s every
manufacturer had moved to the cheaper, more versatile integrated
circuit, which remained the bedrock of a computer’s technology for
more than thirty years. We cannot, therefore, appreciate the effect
of the computer on U.S. society and business without understanding
the transistor and the computer chip. The interdependence of tech-
nology with its uses and consequences is clearly explained in the next
chapter.

The technical history of the transistor and the computer chip has
been well documented and need not detain us here. Again, an American
story: Walter Brattain, John Bardeen, and William Shockley worked
in the nurturing environment of Bell Labs. In 1956 the Nobel Prize
Committee recognized this great American achievement by awarding
all three the Nobel Prize in physics.8 Ultimately more important than
the pure science that made the transistor (or the Nobel Prize) possible
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are characteristics of the U.S. economy that encouraged this kind of
development. We have already suggested one in this chapter, the ex-
istence of organizations with engineers and scientists who could work
on these kinds of projects. Bell Labs is a good example. At the time
Bell Labs was studying solid state physics and invented the transistor,
it had 5,700 employees, 2,000 of whom were some of the nation’s best
scientists and engineers. They came from universities that had quietly
invested in the study and transmittal of scientific and engineering
knowledge over the previous eight decades. Bell Labs continued to
invest in science and technology; in the late 1970s, for instance, it had
more than 17,000 employees earning over 700 patents each year.9 But
Bell was not an isolated case. Other corporations, such as GE, IBM,
NCR, and RCA also had substantial development labs, while the U.S.
government had a collection of national laboratories. Nothing quite
like this extensive complex of facilities existed anywhere else in the
world.10

As the semiconductor business grew in the 1950s, a whole industry
came into existence to develop, manufacture, market, and improve
semiconductor technologies. A strong tradition of patent protection in
the United States, dating back to the founding of the Republic, pro-
vided economic incentives to develop innovative products. Creation of
a computer industry and demand for its products generated additional
opportunities for more microprocessors. Availability of a growing pool
of engineers, scientists, and experts on semiconductors made possible
the prerequisite trained brain power. The physical proximity of de-
velopers, manufacturers, and vendors of this technology proved im-
portant as well. The bulk of this industry clustered (in descending
order of size) in California, Connecticut, Massachusetts, and Texas,
with more than a third located in a small area in northern California
that has come to be called Silicon Valley.

Proximity allowed companies to share, collaborate, compete, recruit
employees from each other, provide venture capital, and speed up
development and sale of their products.11 Yet, in a seeming contradic-
tion, the industry also located elsewhere in the nation. In 1972—
midpoint in our history of the chip—semiconductor plants existed in
120 U.S. counties and by 1982, in 182, suggesting that semiconductor
manufacturing was expanding slowly through many sections of the
nation. A similar pattern existed with computer and peripheral man-
ufacturers: facilities in 203 counties in 1977, with many counties not
having both types of high-tech in them, proof that computational
‘‘high-tech’’ sites existed in more than 300 communities. By the late
1990s that number was greater, due especially to Personal Computer
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Figure 6.1 Evaluation of Computer Chips, 1947–1993

Type Features
When

Invented Who invented
Year in
Use Uses Significance and Facts

Germanium

Transistor

Germanium 1947 Bell Labs 1951–
Early
1960’s

Hearing Aids
Radio
Computers
Rockets
Telephone Routing

Early use of science-based R&D
Dominant type of transistor until 1955
That year IBM introduced its first transistor-
-based computer

Silicon

Transistor

Silicon 1954 Texas Instruments 1954–
Early
1960’s

Same In 1950’s over 600 types of transistors were
in use. In 1956, 26 firms were sending com-
mercial transistors

Various

Transistors

Silicon 400–799
Mhz

1956–62 Over 40 Firms 1950-Mid
60’s

Military
Computers
TV
Space
Aircraft

6,000 transistor types produced until 1962;
variety drops after that date

Integrated

Circuit

Multiple functions
could be done on
1 chip
Germanium

1959 Texas Instruments 1963–
Present

Hearing Aids
Digital Watches
Mili, Space, TV, Cars,
Home Appliances

Replaced transistor by end of 1960’s mas-
sive miniaturization and cost reduction oc-
cur all through 1960’s–70’s

Single Chip

Calculator

Semi-conductor
memory calculator
functions

1960’s TI, Intel, Various
electronic firms

1970’s–
Present

Computers
Appliances

Massive expansion of computer capacity,
speed and reliability
Replaced older ICs and transistors

Intel 4004

Micro-

processors

4-bit length words 1971 Intel Early 70’s Called ‘‘micro-programmable computer on a
chip’’ the first microprocessor the heart of
all future computers
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Intel 8008 8-bit length words 1972 Intel Early 70’s Various portable
intelligent electronics

Considered the standard first generation 8-
bit processor, the workhorse of the early
micro-processor. 40 types of micro-proces-
sors available by mid 1970’s

MOS

Technology

Faster, Smaller 1975 Intel
Motorola
Texas Instr.

1970’s Computer Mem Org Computer memory workhorse technology
1970’s, early 1980’s

16-Bit

Processor

16-Bit
Processing

1974 National
Semiconductor

1970’s PCs
Compatibles

8086 Same 1978 Intel 1970’s–
1980’s

64K DRAM 1979 Fujitsu 1980’s 1st major Japanese micro-processor

APX432 32-Bit processor
200,000 in 3
chips

1982 Intel 1980’s Processing power of an APX432 was equal to
that of a mainframe computer

80286 16-Bit 1982 Intel Early
Mid-1980’s

Workhorse of early IBM PC
Also called the 286

256K Intel, Hitachi,
Fujitsu

Chip innovation truly international

80386 386K 1985 Intel 3X faster than 80286

80486 486K 1989 Intel 1st micro-processing chip to have 1.2 million
transistors

Pentium 3M Transistors
300 MIPS at 100
Mhz

1993 Intel Workhorse of PCs (1990’s)
Speed microprocessor improved by over 100
times since 1982
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Figure 6.2 Value of US Semiconductors, Selected Years, 1969–81. Source: Derived
from various data in Manuel Castells, The Informational City (Oxford: Blackwell, 1989):
108.

(PC) and semiconductor manufacturing in the upper Midwest,
throughout the South, and the Southwest.12 The implications are clear:
over time the spread of information technology skills and economic
activity diffused throughout the American economy.

During the 1950s and early 1960s an embryonic semiconductor in-
dustry developed. By the end of the 1960s, when computer chips were
THE brains of all computers, in the United States alone the semi-
conductor industry had become a $1.5 billion business. As figure
6.2 shows, enormous growth occurred in those years when the com-
puter moved rapidly throughout the American economy almost like a
technological wave passing through all major and mid-sized organiza-
tions.

The social and managerial practices of this industry have long been
fairly consistent and contributed to the flowering of this sector of the
economy. Perhaps the practice most obvious to its members is the
mobility of personnel. For example, in Silicon Valley one can easily
move from one company to another without changing homes. More
important, as one member of this community put it, ‘‘We all know
each other. It’s an industry where everybody knows everybody because
at one time or another everyone worked together.’’13 Critical mass and
synergy, compounded by growing knowledge of the technology, made



Progenitors of the Information Age 185

possible a dynamic industry that could adapt quickly to chase tech-
nological innovations with the resources required to exploit economi-
cally the opportunities these presented.

Economic results were very positive. Between 1967 and the end of
1980, double-digit percent growth in consumption of this industry’s
products occurred in nine out of fourteen years; single-digit growth
occurred only once, in 1968 (4.7 percent). There were four negative
growth years, which came during periods of national recession.14 In
the 1980s and 1990s, growth rates in demand of 30 percent per annum
were not uncommon. In the same period, the industry expanded rap-
idly around the world as well, often as offshoots of U.S.-based firms,
with the result that globally in 1995, sales surpassed $140 billion, with
expectations that it would more than double by the end of the century.
Over one million Americans were employed in this industry. In addi-
tion to feeding a national appetite for digital chips, these plants ex-
ported roughly one-third of their production, about the same percent-
age all U.S. office vendors had done with their products over the
previous thirteen decades.15

While we will have more to say later about how computers were used
(applications), critical mass of knowledgeable workers and improving
technology are never enough to drive any product deeply into an
economy. Applications is the name of the game. For the most part,
throughout the history of the U.S. semiconductor chip, demand had
come from three sources: the computer, personal computer, and tele-
communications. By the late 1990s, chips amounted to about 40 percent
of the cost of a personal computer—the largest source of new demand
for ICs during the late 1980s and throughout the 1990s. As U.S.
corporations became more dependent on chips, they continued to de-
mand more capacity and price performance. This set of demands oc-
curred simultaneously as the cost of developing new types of chips
rose along with the enormous expense of constructing factories that
could manufacture these devices. In the United States the industry
responded to this problem by creating consortia and alliances, some-
times funded and frequently encouraged by the U.S. government.
NexGen and IBM, Hewlett-Packard and Intel, and SEMATECH are
high-profile examples. As a result of expanded capability to develop
new products, the number of classes of application continued to in-
crease.16 One survey done in 1994 demonstrated that computers used
47.9 percent of all chips (down from more than 90 percent in the mid-
1960s), industrial and instrument manufacturers another 10.3 percent,
communications 14 percent, consumer electronics 21.9 percent (the
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largest growth area in the 1990s), automotive 4.9 percent (the largest
growth area in the 1980s), and then the government and military about
1 percent. Later in the decade, in the United States, about two-thirds
of all chips went into computers—which should be of no surprise since
this is the nation with the largest computer manufacturing industry in
the world. By the end of the 1990s, PC manufacturers had become the
largest computer manufacturing industry in the world. By the end of
the 1990s, PC manufactures had become the largest users of semicon-
ductors.17

The simple little transistor of 1946–1947 also launched a process of
product diversity that has yet to be fully documented. While we can
catalog all the new chips that increasingly came out each year from the
1950s to the present, less understood is the enormous variety of single-
purpose and multipurpose semiconductor products. By the 1990s,
there were literally tens of thousands of variations of semiconductor
products. In the mid-1990s, National Semiconductor Corporation,
only one of a few in the industry, had more than 40,000 products in
its catalog. However, all ICs are characterized as one of four basic
types: memory chips, micro components, logic, and mixed-signal and
analog devices. Around the world more than 300 firms made such
products, but sixteen accounted for 80 percent of the market. Since
the mid-1980s, twenty U.S. firms dominated the industry. To put
things into a global perspective, Americans accounted for 31.7 percent
of all semiconductor sales in 1995, making them the largest consumers.
That year, Japan consumed 29.7 percent, Europe 19 percent, and the
Asia-Pacific market an additional 19.7 percent.18 In short, as had been
the case for nearly a century with other information-processing tech-
nologies, Americans used more of this class of information-handling
devices than anyone else, as measured by either raw quantities pur-
chased or percent consumed.

Development of the Computer

When thinking about computers, computer chips also pop into our
heads—as they should, because both are tied together. Andrew Grove
was named man of the year by Time magazine in December 1997 not
because he served as CEO of a computer manufacturer, but because
he was the CEO of Intel, the largest producer of computer chips. As
Norman Pearlstine, editor-in-chief of Time put it, Grove had become
the symbol of a much larger transformation at work:
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. . . an acknowledgment of the culmination of an ongoing process.
Intel’s chips have been around for nearly three decades, but 1997 was
the year Grove’s life’s work reached full flower. It was the year cell
phones, Web sites and E-mail became ubiquitous, the year the global
economy, for good and ill, became an undeniable reality. Intel chips
hum at the center of everything from coffee machines to Hollywood’s
special effects to Wall Street’s trading desks.19

Hyperbole? National pride? Perhaps, but nonetheless a very main-
stream acknowledgment that the chip had become an important build-
ing block of the modern economy. If better informed historically,
Pearlstine could have realized that the situation he described as ubiq-
uitous had come about before 1997, the result of a process of deploy-
ment with a very long past.

While Grove was a child, and before the transistor, and its sequel,
the integrated circuit (chip) had been developed, engineers in Europe
and in the United States had been busy developing what in time came
to be known as the computer. More than any other device, it gave
economic purpose to the development of the microprocessor, or, as
most people would call it, ‘‘the chip.’’ That is why our story began
with the development of the transistor and then the chip. Now we
move to the computer which provided the devices into which these
components—transistor and chip—went. It is both a story of the
integration of these basic building blocks of the Information Age and
their deployment through the economy.

In chapter 4, JoAnne Yates explained the enormous spread in the
practical uses of mechanical aids to calculation, such as adding ma-
chines tabulators, and punched cards, that took place across the entire
U.S. economy in the late nineteenth and early twentieth century. That
deployment gave users in large corporations, national government
agencies, and engineering departments at leading universities addi-
tional insight to the potential of even greater machines.20 But more
specifically, one must turn to the engineering community in a handful
of universities for the next phase in the long history of computing,
because they had access to the scientific and engineering knowledge
prerequisite to development of the computer. Their sources of knowl-
edge included (a) an understanding of the rapidly evolving scientific
knowledge about electricity (see table 6.1), (b) new tools to solve com-
plex mathematical problems for the scientific and military community,
and (c) construction of components to build calculating devices be-
tween the 1920s and 1940s (see table 6.2). Without developments in
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Table 6.1 Key Events in Electricity Affecting Information Technology

1750s Benjamin Franklin conducts world-class basic research
1820s Michael Faraday builds first electric motors
1830s Michael Faraday builds first electric generators
1837 Samuel Morse applies for his patent on the telegraph
1840s Joseph Henry conducts research on electromagnetic relays, stepping up

voltages
1876 Alexander G. Bell makes first telephone call
1880s Vacuum tube becomes building block of new electronic industry
1890s Herman Hollerith determines how to build electric punch-card equipment
1903 Nikola Tesla patents first electronic logic circuits
1919 W. H. Eccles and R. W. Jordan invent flip-flop electronic switching circuit
1936 Alan M. Turing (British) proves mathematical possibility of building a dig-

ital computer
1939 Bell Labs builds one of the first electronic relay computers
1942 IBM engineers use electronic relays instead of vacuum tubes to perform

mathematical calculations
1946 Transistor is developed at Bell Labs
1951 William Shockley introduces first reliable junction transistor
1952 Color television introduced as a commercial product
1959 Jack Kirby at Texas Instruments and Robert Noyce at Fairchild Semicon-

ductor independently create the integrated circuit, the bedrock of all
future computers

1969 MOS semiconductors become possible, allowing chips to function as a cal-
culator

1972 Intel introduces the 4004 and the 8008 chip, triggering the microprocessor
revolution in electronics

all three areas, creation of the computer in the mid- to late 1940s would
not have been possible. Once the possibility of new machines became
clearer, developers and users learned how to turn them into more
practical uses. In the beginning, it was a new period of discovery and
the unknown.21 An Wang, one of the researchers at Harvard working
on computers in the 1940s, recalled that ‘‘Those of us working on
computers in the late 1940s enjoyed the sense of purpose and creativity
of the times, but I suspect that most of us did not have a sense that
we were making history.’’22

Almost all the early work in the United States took place at univer-
sities. In the 1920s and 1930s an enormous amount was done by
Professor Vannevar Bush and his students and colleagues at the Mas-
sachusetts Institute of Technology (MIT), building a variety of cal-
culating devices using mechanical moving parts, vacuum tubes, and
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Table 6.2 Key Scientific Milestones on the Way to the Modern Computer

1830s Electricity applied to telegraphic basic research
1850s Boolean logic introduces concept of zeros and ones
1920s Electrical analog machines are built
1920s Use of radio and electricity spreads in the United States
1930s Wireless telephone becomes practical
1940s Claude Shannon’s works on information theory and the role of electricity

applied to Boolean logic
1940s John von Neumann describes the modern architecture of the computer
1950s First large commercial digital computers become possible
1960s Digital computers are built using integrated circuits; go on-line
1970s Super computers come into their own commercially
1980s Massive miniaturization and capacity increases take place with computer

chips; portable computing comes into its own with PCs
1990s Convergence continues to a practical level with telephones, PCs, and hand-

held units all in one

electricity. By 1940 at Harvard University, Howard Aiken and his
students progressed on another class of large calculators, later called
the Harvard Mark machines. The one important exception involved
Bell Labs, where engineers had searched constantly for new ways to
handle switching of ever-increasing volumes of telephone calls, begin-
ning their hunt in the science of electricity in the 1930s. This work
led directly to their development of the transistor, about which we had
much to say earlier. In the early 1940s, the U.S. government supported
development of machines to calculate firing tables, decipher enemy
military messages, and train pilots with simulators. That commitment
of resources led to a variety of projects involving U.S. companies (e.g.,
NCR, IBM, and GE) and universities (e.g., MIT, Harvard, and the
University of Pennsylvania), collaborating and creating a critical mass
of skills and experiences in the development of what became known as
the modern digital computer.23 Simultaneously at Bell Labs, work on
machines to switch calls had the collateral effect of encouraging basic
scientific research on electronics, and, more specifically, semiconduc-
tors of electrical impulses. This led to development of the transistor
in 1946—at the exact same moment when the digital computer had its
coming-out party with the public unveiling of the ENIAC at the
University of Pennsylvania.24

In the period immediately prior to World War II, the number of
information-processing—related projects underway just in the United
States became impressive. More than two dozen computers were under
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construction, while fewer than a half dozen existed in Western Europe
(Britain, Germany, and France). These U.S. projects exposed a grow-
ing number of engineers to the concepts of electrically performed
computation. As a consequence, by the end of the 1930s they had built
a variety of analog computational devices, in the process creating a
base of knowledge that would be applied in the 1940s to construction
of digital computers.

In the 1940s, the digital computer finally came into its own.25 En-
gineers who had worked on analog and mechanical/electronic calcu-
lators evolved into builders of digital machines. Wartime government
funding and university-based resources, supplemented with manufac-
turing and engineering skills of electronics and office equipment ven-
dors, made construction of the digital computer possible. Because of
the large number of organizations participating in this work during
World War II, engineers increased their knowledge of computing ma-
chines along with advanced concepts in electronics. By the end of
World War II, one could see a new technology appearing on the
American scene. Beginning with the ENIAC in 1946, over the next
half dozen years more than a score of digital computers were built in
the United States, funded by the U.S. government, all for federal use,
constructed at U.S. universities, and often relying on components from
American manufacturers, leading to machines that were be used for
scientific and military applications.

Over the first half dozen years after the end of World War II,
engineers figured out how to make these more reliable, smaller, less
expensive, and practical to use. Speed and capacity improved suffi-
ciently to encourage start-up computer manufacturers (e.g., ERA and
Eckert-Mauchly), established office equipment suppliers (e.g., Rem-
ington Rand, which acquired the first computer in 1952, and the second
two years earlier) and consumer electronics manufacturers (e.g., RCA
in 1959) to begin thinking about producing commercial versions of
these machines (see table 6.3).26 One of the steps that facilitated this
progress was rapid acceptance of an approach to the design of equip-
ment, an architecture that came to dominate the ‘‘look-and-feel’’ of
computers for the next half century.

A distinguished mathematician working in the United States, John
von Neumann, had been involved with the government’s support of
the ENIAC project during World War II. Seeing that subsequent work
on computers was imminent, he wrote a paper, ‘‘First Draft of a Report
on EDVAC,’’ released in mimeographed form in June 1945, in which
he described the concept of a stored program and its possible imple-
mentation in a computer. Because it proved so influential with com-
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Table 6.4 Technologies of U.S. Computers, 1940s–1950s

Machine Year Technology

ENIAC 1946 Vacuum tubes
IBM SSEC 1948 Electromechanical and electronic components
UNIVAC I 1951 Mercury delay lines
EDVAC 1952 Mercury delay lines & drum
Whirlwind 1950s Magnetic core
IAS Computer 1952 Flip-flop switching circuits and CRTS
IBM 701 1953 Williams tubes and plastic tape
IBM 650 1953 Drum
IBM 704 1954 Ferrite cores
IBM NORC 1955 Williams tubes

Table 6.3 Early U.S.
Computers, 1946–1954

Machine

ENIAC 1946
IBM SSEC 1948
UNIVAC I 1951
IBM 701 1953
UNIVAC 1103 1953
IBM 704 1954

puter designers, it became the conceptual rallying point for the design
of this new thing called the digital computer. In short, an American
approach to standardization of a computer’s architecture rapidly pre-
dominated. Subsequently, von Neumann and others built machines
that implemented the essential ideas of this paper.27

The primary source for the increased reliability, speed, and capacity
of these machines came from underlying technologies embedded in
them. Table 6.4 documents some of the more important technologies;
all centered around development of technologies (some would say com-
ponents) that could store electronic impulses (data) and permit reliable
calculation of data (initially numbers, later analysis of information).
The key to these machines—as it would be for many users of PCs in
the 1990s—became the adequate supply of cost-effective and reliable
memories in which to store data. While this chapter is not the place to
discuss these early technologies, it is important to recognize that Amer-
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Table 6.5 Major Events in the Early History of Software, 1940s–1950s

Event Year Comments

Flowchart developed 1946–1947 By several Americans
Plankalkul 1940s Zuse and others describe in Europe
General-purpose subroutines 1945–1950 Machine-level instructions
SHORT CODE 1950 First high-level programming language
Bohm’s Compiler 1950–1951 Early pseudocompiler
AUTOCODE 1952 An early compiler
System Control Program 1955 One of the first SCPs, ran on IBM 701
MATH-MATIC UNIVAC 1956 Widely used high-level language
FORTRAN developed 1956 Most widely used scientific language
COBOL 1959–1960s Most widely used business language

ican engineers explored various technologies, such as relays, mechan-
ical delay lines, and static magnetics, in their hunt for the right plat-
form. They shared their findings at conferences, similar to AT&T’s;
as technologies began to perform, the engineers began to patent, li-
cense, and market their findings to each other.28

Concurrently, others developed something new that today we call
software, ranging from operating systems (to direct all the activities in
a machine) to programming languages (to feed systems specific com-
mands).29 In the 1940s and 1950s most of the basic concepts applied
to software design in the 1960s–1980s were uncovered. As table 6.5
suggests, much went on in this period. While Europeans also worked
on software, American operating systems, programming languages, and
database tools became standards of the day. Easier to use software
tools, when coupled to more reliable cost-effective computer systems,
made it possible in the early 1950s for companies to begin introducing
commercial versions of these high-tech devices. The speed with which
software and hardware developments came in the first generation after
World War II proved nothing less than phenomenal. In 1946, the total
number of developments worldwide was no more than ten; by 1960,
some 6,000 systems were installed around the world, mostly in the
United States.30

Between the early 1950s and the introduction of IBM’s System 360
(or S/360) (involving more than 150 products) in 1964, electronics
firms (e.g., GE), start-up computer manufacturers (e.g., ERA), and
office appliance vendors (e.g., Remington Rand, IBM, and Burroughs)
built several dozen systems, each consisting of a computer, peripheral
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equipment (e.g., such as printers and card readers), and software tools
(e.g., operating systems, programming languages, and a few application
packages to do primarily accounting). They were expensive, could only
be leased to large organizations that could afford to spend millions
of dollars on them (such as the Fortune 500 firms or government
agencies), and required large staffs to maintain. Moving from one size
of machine to another required a total rewrite of software, an experi-
ence no data processing manager was willing to go through more than
once.

Demand for this technology, however, continued to grow and by the
end of the 1950s a small computer industry had been born. Competitive
rivalry among computer vendors, and growing interest by the business
community, led each of the half-dozen major suppliers to bring out
new machines every year in the late 1950s and early 1960s. Then, in
1964, a fundamental change came when IBM introduced the S/360
family of computers. For the first time, a vendor offered a group of
different-sized machines in which software running in one could op-
erate in another. Compatible peripheral equipment, and eventually
operating systems and software tools, gave corporations a growth path
as they built up their inventory of application software and increased
volume of work and users. It would be difficult to overestimate the
significance of this change in how computers were subsequently de-
signed and built. IBM’s innovation proved so popular that the old
tabulating equipment supplier doubled its revenues by the end of the
decade. Every major supplier had to introduce compatible lines of
computers. Now no large organization had an excuse—all expected to
operate with computers.31

A great deal of credit must be given to the underlying technologies
involved (computer chips) and to the marketing of early computers.
Yet American managers focused on computers’ overall increased reli-
ability and performance. For example, if we take the highly popular
IBM 650 system of 1953 and give it a relative speed to price ratio of
1, IBM’s machine for the same market in 1979 (the IBM 4341) had a
relative speed to price ratio of 1,143,000. That order of magnitude
improvement in price performance continued all through the 1980s
and 1990s with both large systems and, by then, the personal computer
(PC). While we speak of dozens of American machines in the 1940s,
managers welcomed the improvements, installing tens of thousands in
the 1970s.32 By the end of the 1990s, managers and consumers around
the world had acquired some 200 million PCs. The technology became
smaller, had more capacity, and permeated most large organizations
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by the end of the 1960s. In every year from the beginning to the end
of the 1990s, U.S. production and installation of computers normally
outpaced manufactures in Europe and Asia by two to one.

Another important consequence of the S/360 was rapid standardi-
zation of the technologies that went into computers, peripheral equip-
ment, and software. Standardization made it possible, for instance, to
upgrade from one system to another if the new system came from the
same or a compatible vendor. Standards made it possible for computer
vendors to develop products that could compete against each other,
thereby creating a very large computer industry in the 1960s and 1970s.
The issue of standardization is an important one, most fully developed
by U.S. manufacturers of computers, because with acceptance of basic
formats for design and construction one had the ability to offer add-
on products, rivals could compete, and a broad understanding of how
to use a technology made hiring operators and programmers easier. A
fundamental reason for the success of Microsoft in the 1980s and 1990s
came from standardization. More than 90 percent of all PC users
‘‘standardized’’ on Microsoft’s Windows operating system; some 150
computer vendors, and several thousand software developers, intro-
duced products that customers understood and used. Thus, standard-
ization of computing technology facilitated rapid expansion in deploy-
ment of new tools, startup of suppliers, and recruitment of users. Just
as JoAnne Yates emphasized the consequence of standardization of
such things as 3 in. � 5 in. cards, file cabinets, and punch-card equip-
ment, so too we see with the S/360 and Windows the same process at
work. Paper-based and electrically based technologies were subject to
this common economic consequence of standardization.

Since the PC is the only computer most Americans have ever seen,
it has conditioned their view of this technology, thereby making it
imperative that we take this machine seriously, occupying center stage
in any discussion of new computing technologies. The PC (also called
the desktop computer) is a uniquely American development. While
smaller machines were continuously built in the 1950s and 1960s (lead-
ing to the minicomputer, also an American original), it was not until
the 1970s that one could take off-the-shelf electronic components and
build a desktop-sized machine.33 By 1977 several were commercially
available, the most memorable being the Osborne and Apple’s early
models. By the end of the 1970s, these were being sold in the tens of
thousands per year. Their costs continued to drop, while reliability,
speed, and capacity grew—following the same pattern of evolutionary
improvements evident with large mainframes since the 1940s—with
the result that sales expanded. Simultaneously, as these computers
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became easier to use, many users new to computing met the technology
for the first time. In 1981, in the United States, most sales went to
noncomputer professionals (e.g., accountants and engineers), ap-
proaching levels of over 300,000 units. Yet, given the enormous pro-
gress made with these machines in the 1980s and 1990s, we have to
emphasize that developments in the late 1970s were very primitive
because this new class of machines was very much in its infancy. As
we argue in chapter 1, computers emerged as part of an ongoing process
of the chip penetrating many corners of the economy.

In August 1981, IBM introduced its machine, called the Personal
Computer. That introduction legitimated desktop computing across
the U.S. economy by recognizing that this technology had a place in
the busines world.34 Corporate and government sales grew, reaching
out beyond the hobbyist and the nascent professional buyers. In the
United States, customers bought 1.5 million PCs from several dozen
vendors in 1983; by 1985 they had doubled their purchases each year.
All through the 1990s Americans continued to buy these machines by
the millions each quarter. The U.S. government estimated that by the
end of 1994, more than 70 million units were installed in North Amer-
ica; with 31 million just in U.S. households. To provide a global
perspective, in 1994, approximately 35 million PCs existed in Europe.
By 1988, more than 200 million microcomputers had been built all
over the world since the mid-1970s.

How can we account for the reaction of the American public to these
new machines? From the beginning of the computer’s existence, and
continuing to the present, the largest quantity of publications on the
subject—which we can use to gauge public interest—appeared in the
United States. If, for example, we look at the index of articles in
Reader’s Guide to Periodical Literature, we see a steady increase in the
number of articles appearing about computers from the 1940s to the
late 1990s.35 While we could count the number of articles in the 1940s
and 1950s, it is easier to count the number of pages in the index listing
individual articles for the later decades because so many articles were
published. Beginning in the early 1960s, we see on average a range of
three to six pages of citations on the subject, continuing until the
widespread deployment of personal computers. Then we see the num-
bers jump to ten to twenty-eight pages per year in the 1980s and 1990s.

This huge jump is almost entirely attributable to the PC. The num-
ber of books on the topic also increased. By the late 1990s, one could
not go into a general bookstore in the United States without seeing
hundreds of titles on how to operate personal computers. On average,
a Barnes & Noble bookstore will carry some 4,500 different titles on
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computers.36 Ten years ago, the list was only several hundred. The
overwhelming number of American articles and books on computing
focus on how to use computers. Attention to the practical has charac-
terized the majority of publications on the topic of computers since
the early 1950s.37

A combination of technological innovations, increased capacity and
reliability relative to cost, new uses identified by users of the technol-
ogy, and a free flow of information about these machines made it
possible for the United States to become not only the source of much
innovation, but also home to the largest collection of users per capita
in the world. Large corporations could build on their earlier experi-
ences with tabulating and accounting equipment, which led them to
understand quickly when and where to use these new machines, and
what to demand of vendors of this technology.38 Their needs, as much
as what the engineers created; drove product innovation. For example,
all through the 1950s and 1960s, demand for inexpensive memory
(where information is stored and acted upon) provided economic in-
centive to expand use of ever more reliable computer chips. In the
1960s and 1970s, direct access to data from terminals became another
compelling incentive for innovation. Speed and capacity intensified as
a result of attempting to satisfy this demand for access. Faster chips,
larger memories, more reliable software tools, and easier-to-maintain
machines became the order of the day. In the 1970s and 1980s, it was
not uncommon for an American data center to replace its computer
with a larger one every twelve to eighteen months, or to modify its
installed system by adding memory or peripherals almost on a monthly
basis. That pattern has not yet ended. A similar process applied to
PCs. For instance, as early as 1984, IBM had discovered that on average
a purchaser of a personal computer spent an additional 40 percent of
the original purchase price in the following year on components and
PC-related supplies.39 These subsequent transactions, like those in-
volving large mainframes, required additional memory, upgrading
printers, more application software, and supplies such as diskettes and
paper.

History of the Computer Industry

The earliest and most continuously important channel for distributing
chips and, therefore, building this invisible American digital infor-
mation infrastructure, was and is the computer industry. Like the
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world of semiconductors, it came into being rapidly and dominated
the computer business around the world, but it was in the United
States that all the product development, manufacturing, distribution,
marketing, and selling processes necessary were worked out to make
this technology attractive to potential customers and users. Much like
the semiconductor community, it enjoyed critical mass and a receptive
base of customers. Critical mass came from both electronics and office
supply firms which knew how to build precision equipment, employed
engineers, and had strong links to the very universities and laboratories
that had people who could invent new products. The same government
agencies that supported scientific research and development (R&D)
also funded projects that led to commercially viable computers, pe-
ripherals, and software. The one major exception, the PC, had almost
no government support, although one could argue that many of its
components, such as the integrated circuit, were earlier funded through
R&D grants.

Second, this is an industry that could build on earlier experiences
with office appliances. Since the 1870s, thousands of organizations had
come to rely on a vast array of mechanical aids to calculation, from the
simple adding machine to complex tabulating systems from IBM and
Remington Rand. Early customers of the commercial computer in the
United States all had previously been users of either IBM or Reming-
ton Rand punch card equipment. Most first-time users of computers
in the 1950s and 1960s also had experience with complex machines for
accounting, such as Burroughs’s billing machines. Sales volumes for
predecessor devices to the computer indicates that this base of expe-
rience acted as fertile encouragement for the next step to the computer,
and the base was broad and massive across the U.S. economy. All the
evidence confirms the pattern.40

We also have surrogate confirming evidence beyond numbers of
calculating and adding machines sold by one vendor or another (al-
though this is excellent testimonial). Economists, sociologists, and his-
torians have quietly documented the rise and expansion in the popu-
lation of office workers in the U.S. economy. Fashionably called the
‘‘knowledge worker,’’ this community of clerks, lawyers, accountants,
managers, consultants, teachers, engineers, and so forth, were always
the ideal market for office appliances. In time, they became prime users
of mainframes and even more so of personal computers. A quick look
at this population suggests where the demand for computing came
from, making possible rise of the computer industry into one that
(depending on who’s numbers are believed) today supplies slightly
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more than 5 percent of the U.S. gross national product (GNP), and
helps support knowledge work that can account for between 55 and 85
percent of the economic activity of the nations.41

Knowledge Workers and the Professions

Knowledge workers are generally thought of as individuals who work
with information—or with their brains rather than their brawn. While
all workers gather, use, and reflect on knowledge, the definition is
gravitating more toward those who rely on gathering and using infor-
mation as their primary activity, like a professor or consultant. Com-
plicating the history of this class of workers is the fact that they are
varied and have always existed; we simply have not recognized them
as a class of workers. What we had recognized were individual profes-
sions that had knowledge work as their content. These included ac-
countants, lawyers, teachers, ministers and other religious profession-
als, government staff, and librarians, to mention a few. We always
thought of them independently of each other, never as sharing any
common practices. By viewing knowledge work as the intellectual in-
frastructure of their work, we see patterns of their activities in new
ways; hence the growing interest among scholars in studying knowl-
edge work.

Economic considerations also played a major role. As the economy
grew in size all through the nineteenth and twentieth centuries, it
could support more people in the same profession (e.g., increasing
numbers of lawyers or engineers), and a variety of disciplines and
subfields (e.g., teachers in elementary schools versus high schools,
professors of modern history, versus ancient history, or workers in
such new fields as engineering and later computer science). The phe-
nomenon occurred in government, in nonprofit organizations, and in
business, both large and small. New industries led to new knowledge
workers.

Expanded reliance on science and technology, which began to influ-
ence American and European economic activity after 1865, created not
only whole new knowledge professions, but also new fields. New pro-
fessions included engineering (both civil and mechanical, later electrical
in the 1900s) and a variety of others, such as mining and chemical,
along with specialties in medicine and the law. The most dramatic
examples include more than one million information processing (e.g.,
computer) workers who were employed by the 1990s just in the United
States alone.42 Add to this atomic energy scientists, the modern medical
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profession, and even the twentieth-century warrior (e.g., fighter pilots
and submarine commanders), and we see additional waves of diversity
and volume.

The latest research on the question of who made up the knowledge
workforce suggests that this class of workers came into being as an
important, if unidentified, element of the U.S. economy, at the same
time that we saw a dramatic expansion in the use of office equipment
and, later, the computer. Jorge Reina and Terry Curtis have conducted
the most recent work on the size and dimensions of knowledge workers
in the United States. They concluded that information activities were
being broadly incorporated into ever-wider sets of jobs than had pre-
viously been thought. For instance, supervisors were doing more data
handling and reporting than similar workers in their parents’ genera-
tion. Equally interesting, they demonstrated that information workers
began outnumbering agricultural workers as early as the mid-1920s,
overshadowing industrial workers by the start of the 1930s. They
concluded that by the end of the 1980s, more than 50 percent of the
U.S. workforce could be called knowledge workers. Their statistics are
dramatic: ‘‘The numbers of professional, technical and kindred workers
increased by nearly 270% from 1900 to 1930; between 1930 and 1960,
their numbers increased by 220%.’’43 The census takers have simply
expanded that population. Today, we are told that nearly 100 percent
of the U.S. workforce is affected at least indirectly in their work by
knowledge activities, and that the percent of the workforce in the
knowledge worker arena is even larger than earlier thought.44

That is the broad picture of the workforce briefly stated. But what
about the industry that supplied them with knowledge tools or what
historians Aspry and Campbell-Kelly called the Information Machine?
How did this new business come into being, and why so fast?

In many ways, it came together like as so many other businesses in
North America. A new technology called for factories to make prod-
ucts, a sales force to sell them, and technical knowledge to know how
to use them. But the extent of the investment requirement was not
clear in the beginning. Companies that had gained experience during
World War II building proto-computers for the government were
encouraged through postwar federal funding to continue developing
additional machines. By the end of the 1940s a few start-up computer
vendors, compossed primarily of engineers, were attempting to build
commercial versions of these machines. Electrical appliance companies
and the old office appliance firms were dabbling as well. In the early
1950s, awareness of commercial opportunities became obvious. The
old Remington Rand company bought two computer start-up firms
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(Eckert-Mauchly and ERA) and in 1951 introduced the UNIVAC I.
Other companies quickly took note; within a few years, more than a
dozen were offering computers, peripherals, operating systems, and
nascent programming languages.45

By the early years of the 1960s, IBM dominated the new industry
because it had realized more thoroughly than its competitors the enor-
mous significance of the new technology and had moved quickly and
most aggressively to stake out its position, building on one success
after another in rapid fashion. But what did dominance mean? More
than simply gaining the highest market share, there was the issue of
commitment and focus. In his memoirs, Thomas J. Watson Jr., IBM’s
CEO in the 1950s, put it clearly: ‘‘demand for those products was
accelerating, and it seemed clear the market wasn’t going to wait. If
IBM didn’t grab the business, somebody else would, and we would
never have this kind of opportunity again.’’46 The foot race for market
share was on. All through the 1960s more than a dozen vendors vied
for this market, organized vertically for efficiency and marketing
strength. That is to say, the major players offered everything: main-
frames, peripherals, software, technical standards, training, and main-
tenance. The companies known in the industry as ‘‘Snow White and
the Seven Dwarfs’’ soon became household names: Honeywell, Bur-
roughs, GE, RCA, Sperry Rand, Control Data, DEC, and IBM (Snow
White). Some also participated as leaders in other markets, such as
GE and Westinghouse electrical devices and electrical utility industry
hardware. American suppliers operated overseas as well, although
European firms slowly came into the market (e.g., ICL, based on a
former subsidiary of IBM and Remington Rand in Britain; Machines
Bull in France; Olivetti for a while in Italy) but it was clearly
an American show. The construction of this industry—vertical and
manufacturing-centric—remained essentially the same through the
1960s and 1970s, built on incremental improvements of base tech-
nologies through thousands of product introductions. Very quickly,
and certainly by the early 1960s, those companies that had sold office
appliances prior to the computer dominated the nascent industry
because they had the base of customers who were ideal for the com-
puter. They bought start-up computer firms while electrical appli-
ance companies went back to what they were better suited to do—
selling consumer products, like television sets, or electronics to the
military.47

Because of IBM’s continuous acquisition of information about ad-
vanced electronics in the late 1940s and early 1950s (which it applied
to various military computing projects), and then its subsequent and



Progenitors of the Information Age 201

rapid commitment to the commercial computer market begun in the
mid-1950s, the firm in effect, acquired, first entrant advantages. Thus,
prior to its announcement of the industry-changing S/360 products in
1964, IBM had an enormous amount of practical experience with
computers. This insight consisted of expertise on how to design, man-
ufacture, distribute (sell and market), and support these systems in a
profitable way. IBM figured out how to mass produce machines earlier
than its rivals, to dedicate trained sales teams to persuade customers
to acquire these machines, and to start the process of applying stan-
dardization from design through actual delivery of integrated products.
In short, by the early 1960s, IBM knew more about the business of
designing and marketing computers than any other firm in the world.
It even had extensive experience in dealing with the U.S. Department
of Justice’s Antitrust Division, growing out of a variety of skirmishes
and consent decrees over market dominance (in the 1930s, 1950s, and
1960s). IBM had the broad array of experience that made it possible
for the company to dominate not only the U.S. computer business but
also the global computer industry for so many years.48

Americans are a tribal society and no industry of theirs would be
complete without its associations. In addition to giving members of
any organization an opportunity to identify with a particular profession
and industry, there is the issue of sharing information about computers.
Hundreds of conferences were held across the nation in the first twenty
years of the computer’s existence, thousands since then; most are
hosted by universities and associations, some by vendors such as IBM.
The venerable management club of this industry, the Data Processing
Management Association (DPMA) came into existence in 1949; two
years later the IEEE Computer Society was founded. Users of specific
vendors’ equipment banded together to share experiences and maintain
an organized dialogue with their suppliers: SHARE (IBM users) in
1955, USE (Univac users) in 1955, GUIDE (IBM users) in 1956, and
the supra-organization above them all, the International Federation for
Information Processing (IFIP) in 1960. Dozens of others appeared
during the 1960s and 1970s.49 As soon as desktop computers came into
existence so did user clubs, then their associations as well. At the same
time, magazines and journals appeared which also provided for sharing
and community. Almost all the major publications around the world
were of U.S. origin: Computers and Automation (1951), Datamation
(1957), IBM Journal of Research and Development (1957), and the in-
dustry’s most widely read weekly newspaper, Computerworld (1968).
Jump ahead to the late 1990s and one finds move than 150 publications
devoted to the PC, most with their home base in the United States.50
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Technology created cracks in the newly forming computer industry
by the end of the 1960s when it became possible to configure smaller
systems—called minicomputers—which led to creation of a niche mar-
ket populated by new suppliers with names such as Hewlett-Packard
(often called H-P, established in 1939 as a supplier of electronics),
Digital Equipment Corporation (DEC), Data General, Prime, and
Wang. DEC was the innovator followed by the others. By the end of
the 1970s, massive machines called super computers added yet another
dimension, supplied by two additional American firms, CDC and Cray.
Then came the microprocessor and the personal computer.51

Given the huge number of these machines in use today, it is difficult
to imagine a time when people did not have PCs. PCs have now been
around for more than a quarter of a century, enough time to change
fundamentally how the computer industry operated. In the pre-PC era
companies were vertical, leased their machines, and set standards. With
the personal computer new entrants came into the computer market,
appearing first in the United States. When IBM introduced its own
machine in 1981, it opened the firm’s standards, shared its architecture,
and invited any other company to supply software, components, and
other technologies. The result was nothing less than exhilarating. This
step was taken to encourage software writers to offer applications,
which in turn would stimulate sales of IBM’s machines (not to ward
off anti-trust risks). It not only accomplished this, but it also embold-
ened dozens (then hundreds) of vendors to offer look-alike machines
and add-on parts and supplies (such as additional memory) to compete
against IBM’s machines.52 Already on the market was the Apple, an
innovation of the late 1970s complete with its own proprietary oper-
ating system and software (naturally modeling its strategy on the old
mainframe approaches of the 1950s–1970s), and products from other
pioneers. IBM, after being turned down by Gary Kildall, the leading
maker of personal computer operating systems, went to a little pro-
gramming company run by Bill Gates—barely an adult at the time—
for an operating system, approached other vendors for off-the-shelf
components, and farmed out much of the manufacture of such parts
as the PC’s metal shell and later fabrication of mother boards (which
had commercially available ICs). By the early 1980s, Americans had
bought millions of these machines. By the early 1990s, the pool of key
providers stabilized into a handful, just as had occurred with main-
frames and minicomputers, and in about the same amount of time:
IBM, Compaq, Dell, Gateway 2000, AST Research, and Apple—all
U.S. firms. The top ten providers owned between 50 and 60 percent
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of the market in the 1990s, while minicomputer vendors now began to
go out of business (e.g., Wang) or painfully converted into workstation
vendors (e.g., H-P and DEC), and even later into providers of PCs.53

The industry became horizontally organized during the 1980s. Once
the PC had transformed into a machine used by individuals within and
without corporations and other institutions, vendors, as IBM did with
its PC, stopped attempting to provide everything themselves, as in
earlier years. Thus a hardware manufacturer would contract for op-
erating systems and other software from various companies; manufac-
turers would buy their microprocessors or license manufacturing rights
from others; alliances with application developers proved essential to
success. Many vendors quickly dotted the American landscape, pro-
viding tens of thousands of individual innovations in components and
products, ranging from microprocessors and printer cables to parts for
screens and metal frames for the PC. In the late 1990s, the cluttered
market gained new entrants that competed with existing suppliers: for
example, companies that sold laptops, electronic notebooks, handheld
computers, and cellular phones that also doubled as PCs.54

Another section of the computer industry began forming in the 1960s
to sell software products. Software consisted of operating systems to
coordinate the activities of computers, tools that facilitated these (e.g.,
file managers), programming languages, and applications (e.g., spread-
sheet and word-processing packages). Up to 1969, most hardware ven-
dors provided such tools to their customers. In June 1969 IBM an-
nounced that it would begin to price software and services separate
from computers, thereby ‘‘unbundling’’ hardware and software sales;
this was done more to optimize sales and profits of existing hardware
products than to placate the U.S. Department of Justice, which had
started to pressure IBM over antitrust issues. While software firms had
existed before 1969, IBM’s action had the same effect on the software
business as would its open-architecture announcement in 1981, when
it introduced the IBM Personal Computer complete with the memo-
rable Charlie Chaplin ads for ‘‘A Machine for Modern Times.’’ By
unbundling, IBM in effect caused the packaged software business to
come into existence as a major element in the information processing
world.

Operating in an economy in which copyright and patents laws gave
protection to software developers, this new line of products exploded
with growth far in excess of anything seen in Europe, where a nascent
software industry also was emerging. In 1968, software revenues in the
United States were approximately $400 million; by the end of 1976,
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annual volumes reached $1.1 billion, and doubled again within four
years. Most software firms were small and highly specialized with one
or two products.

The introduction of the PC provided yet another dramatic oppor-
tunity to develop and sell software for millions of users. Here is where
the start-ups thrive. Again, the United States dominated, owning about
75 percent of this market in the 1980s and early 1990s. But unlike in
the 1950s and 1960s, European and Japanese vendors, using U.S.
software, were also active, such as Siemens Nixdorf (German) and
Fujitsu and NEC (Japanese). Key U.S. vendors included IBM, Mi-
crosoft, Computer Associates, Novell, Lotus, and DEC. By the 1990s,
the primary business came from PCs. In 1993 alone, for example,
Americans bought $6 billion in software for their desktop computers.
No wonder Microsoft, whose Window products owned upward of 95
percent of the market for PC tools, had become more valuable than
General Motors, making Bill Gates the richest man in the world.55

How did people use all this evolving software and hardware infra-
structure? Mainframe systems generally have been used to perform
business applications such as in accounting, manufacturing, and dis-
tribution (often all simultaneously). The users of minicomputers (and
their microcomputer successors, workstations) needed the power of a
large machine but often dedicated their system to single or highly
related applications, such as in manufacturing, engineering, data col-
lection, or to operate point-of-sale terminals in stores. They were also
very popular with engineers who frequently felt they could not get
adequate time, attention, or horsepower from their corporate data-
processing centers. PC applications overwhelmingly concentrated on
word processing, accounting, spreadsheets, graphics, and, increasingly
in the 1990s, communications (e.g., the Internet and e-mail).56 Once
again, as Americans found practical uses for a new technology they
embraced them quickly.57 It would not be until the mid-1990s, for
example, that significant sales of PCs occurred in Europe and, as of
the end of the 1990s, Japan remained one of the lowest per capita users
of PCs in the industrialized world. Half of all software sales around
the world came from U.S. suppliers.

But why the United States? There were some economic environ-
mental factors at work, as had been the case in earlier decades, facili-
tating adoption of earlier technologies. The first and most obvious was
the fact that the United States consisted of a very large, healthy,
technologically advanced economy throughout the period of the com-
puter. In 1950 (using 1972 dollars) the GNP hovered at $300 billion,
and by 1980, $3 trillion. No other single-nation market of that size
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existed in the industrialized world. Growth remained impressive as
well. Between 1950 and 1960, the GNP grew by 38 percent, 48 percent
in the next decade, 32 percent in the 1970s, and another 22 percent in
the 1980s.58 So there was money to invest in product innovations and
acquisitions by customers. As both vendors and customers learned how
to use this technology, they could work jointly on its evolution, making
subsequent products more useful. In the 1950s, for instance, clerks did
data entry using punch cards and stored information on cards or mag-
netic tape.

With demand increasing for access to information in computer sys-
tems, vendors developed direct access devices which in turn made it
possible in the 1960s to go on-line with terminals—the perhaps the
greatest spurt to new applications in the period—followed by telecom-
munications facilitating sharing of data across enterprises in the 1970s
and 1980s. The decision to make the government-sponsored telecom-
munications network for suppliers and scientists open to the public—
the Internet—is causing the same kind of expansion in use of com-
puting that was seen with the arrival of direct access and on-line
processing in the 1960s.59

Already mentioned was the ongoing support for basic research
funded by the U.S. government all through the cold war period,60 with
the government allowing vendors adopt a technology when it became
commercially viable. Throughout most of the half century following
World War II, nearly 85 percent of all the ‘‘R’’ in R&D expenses came
out of Uncle Sam’s Treasury, made affordable by the expanded econ-
omy that made tax dollars available. This government support was
most critical in the 1950s, when dollars were poured into the devel-
opment of computers for military purposes, causing an enormous in-
crease in the body of knowledge about computing devices—which,
during the 1960s, was commercialized with a declining participation
of federal funding. U.S. government support for computing R&D
continued in different ways in the 1960s and 1970s—primarily in
networking technologies ultimately leading to the Internet—and hardly
any for the development of the microcomputer. But for the entire
period, as a general statement, nothing close to this kind of public
support for computing R&D existed elsewhere, even in the old Soviet
Union, the Common Market nations in Europe (later the European
Community), or in Japan. The sheer raw number of dollars invested
was massive.61

We have already discussed knowledge workers as the perfect users
of computers, a by-product of an advanced industrial market economy.
But just as important was the absolute size of the U.S. workforce, one
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that increasingly became dependent on computers as decades passed.
In 1950 there were 63.8 million workers in the United States, 86 million
by 1970, and more than 130 million in 1998.62

An important change also occurred in the mix of workers. Through-
out the period of the computer the percent of workers moving into
service sector industries—such as banking, finance, retail, and so
forth—kept rising, and all these industries were crucial users of infor-
mation processing technologies since the late nineteenth century. By
1970, some 60 percent of all workers were now in the services sector,
at the continued long-term expense of the agriculture and manufac-
turing sectors. And as a percent of the economy, services continued to
expand in the 1980s and 1990s, with almost all additional jobs in the
postwar economy going into the services sector—prime territory for
any computer salesperson.63

The huge economy also made it possible to have large organizations
and companies. These institutions provided markets for even the early
development of the computer because of their high prices paid by large
enterprises. In the 1950s about one out of every four business employ-
ees in the United States worked for one of the largest 200 corporations
in the nation—the core of the Industrial Age. That concentration
continued in subsequent years; the top 200 corporations affected over
half of the U.S. economy.64

Another environmental condition concerned the growth in the com-
plexity of work which occurred during the Second Industrial Revolu-
tion in the United States. The many technologies emerging across the
U.S. economy over the past century meant more application of science
and scientific principles, the rise of engineering as an important pro-
fession, and the creation of the large American corporation previously
mentioned.65 That last development stimulated creation of many new
specialized professions.66 Each led to greater reliance on data, numerical
and descriptive, thereby encouraging analysis and fact-based decision-
making. Add in specialization and increasing rates of change, and one
has the making of a more complex and evolving economy in which
reliance on machinery to do more of the work became inevitable. The
computer was perfect for this kind of a world.67

One other consideration was the protection given to inventors and
entrepreneurs through patent and copyright laws, a protection that
proved essential. Historically, U.S. courts and officials have vigorously
safeguarded these rights, and this public policy remained intact during
the first half century of the computer’s existence. Computers were
protected by patent law, and software came increasingly under the
sheltering umbrella of copyright laws. From the 1950s to the 1980s,
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court cases and new federal laws reinforced the notion that software
developers should have the opportunity to enjoy economic benefits
from their work. By the 1980s, a whole new body of copyright law
concerning software had grown up in the United States, encouraging
the enormous expansion in this very new sector, by then called the
Software Industry by its members. It would be difficult to underesti-
mate the importance of copyright protection in facilitating the creation
and expansion of this new industry in the United States.68 Two econ-
omists looking at the international software industry, Stephen E. Siwek
and Harold W. Furchtgott-Roth, stated the situation in clear language:

Government policy has also benefited the software industry in the
United States. Intellectual property law and its enforcement enable
U.S. software firms to develop and manage software products with
an understanding that intellectual property will be protected, whereas
it is afforded relatively little protection in much of the world. In most
countries, most software in use is pirated, and the financial losses from
pirated software are in the billions of dollars annually.69

Closely paralleling patent and copyright protection came a coterie of
federal regulations and laws designed to stimulate competition. Anti-
trust laws had been enacted in the 1890s, and when an information-
processing company gained so much market share as to worry public
officials, those firms faced the lawyers of the Antitrust Division of the
U.S. Justice Department. Legal skirmishes, wars, and consent decrees
littered the history of this industry: NCR (1914), IBM (1930s, 1950s,
1960s, and the largest antitrust suit in U.S. history in the 1970s and
early 1980s); AT&T (1950s, 1970s, and the breakup of ‘‘Ma Bell’’ in
1982); Burroughs (1930s, 1950s), and Microsoft and Intel (late 1990s).
Federal regulators also influenced, expanded, and constrained infor-
mation processing over the majority of the twentieth century. Radio,
television, and telephone were particularly subject to regulations, de-
spite cries of foul from First Amendment proponents. The fairly con-
sistent impulse of the regulators always remained the same: to provide
a variety of perspectives and to foster competition, not censure ex-
pression of thought. And the process continues. In 1996, for example,
the U.S. Congress passed a major new telecommunications law; in
1997 and 1998, Microsoft and the U.S. Justice Department argued
over the company’s Internet software marketing practices.70

In addition to these various consideration was an ideological com-
ponent characteristic of American society at large. Each of the previous
authors in this book have alluded to it. Belief in continuous progress,
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the need for constant improvement, faith in the value of technology—
all these play out as common themes in the acquisition of computers
in the United States. So besides the economic and technological reasons
presented in this chapter are ideological considerations. What sociol-
ogists have noted is the constant action of Americans to link together
through associations (e.g., their company or political allies within a
firm) and their professions (e.g., computer experts) to put forth what
we can characterize as ideologies of adoption. Studies on the nature of
adoption clearly point out the collectivist quality of this activity.71 In
particular, well-documented studies on an industry-by-industry basis,
and others covering specific clusters of computing activities—such as
the use of artificial intelligence, computer-based education, office au-
tomation, and personal computing—all point to the existence of some
common core ideological patterns. These patterns can briefly be sum-
marized as:

• Computers are central to a reformed world or society
• Improved computers can help reform society even more
• More computers are better than fewer; there are no limits to

how much is good
• Nobody loses, everyone wins; in the worst case, it is neutral or

apolitical
• Those who resist computerization are hostile to social reforms.72

To be sure, counter-computerization movements always existed, re-
plete with their ideologies, and with those who pointed out the negative
aspects of computing, but such movements always seemed less organ-
ized or vociferous than those in favor of the use of computing.73

Extent of Deployment

One of the central themes of this book is that Americans have enthu-
siastically embraced every new information technology that came
along—indeed so much so that they unintentionally laid the ground-
work and built the infrastructure for a new economic age that may well
be characterized as an Information Age. Pundits have argued for a
generation over what to call it. Part of the problem is that the technol-
ogy and its uses keep changing, leading to dialogue over names; this is
most intense in the United States.74 While it is too early to conclude
whether in the 1970s Daniel Bell was correct in heralding the arrival
of the Post-Industrial Society,75 clearly an early indicator would be
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data on the extent of deployment of computers across the U.S. econ-
omy. We have already established the changing nature of work and
workers, suggested how many machines were being built and bought,
but can we sense to what extent they were being used? And where?

Begin with U.S. consumption of computer chips. In 1978, after more
than a dozen years of experiences, 56 percent of all integrated circuits
were going into U.S. built computers; another 9 percent went into
telecommunications equipment; 11 percent went into industrial and
test equipment. Five years later, in 1983, only 48 percent of chips were
going into computers, but now 13 percent were being embedded in
telecommunications gear, and 9 percent in industrial and test equip-
ment. In both periods the government used the same proportion—13
percent—but consumer goods went from 9 percent of consumption to
11 percent, suggesting that the major uptick in proportion came before
the real impact of the PC became evident. Another indicator of the
spread of this technology into other corners of the economy is what
happened with automobiles. In 1978, auto manufacturers used only 2
percent of all computer chips, but 6 percent in 1983. So we see a
broadening in the dispersion of computer chips in these early years
prior to the main deployment of PCs. What makes the percentages so
dramatic, however, is the fact that the sheer number of chips also
continued to rise. In 1983, annual consumption was nearly triple that
in 1978.76 For comparative purposes, in 1983 North America consumed
38.1 percent of the world’s supply of computer chips. Japan came in
at 27 percent, all of Western Europe combined was 26.3 percent, and
the rest of the world shared the remaining 8.5 percent.77 Clearly Amer-
icans had the greatest appetite for these components. After the arrival
of the PC—the most extensive users of chips by the end of the 1990s—
Americans continued to be the largest class of consumers of this new
information technology.

What about computing and accounting equipment? Manufacturing
industries, historically the largest user of precomputer information-
processing equipment, continued to enjoy a healthy appetite. In 1950
they absorbed about 48 percent of all computing and accounting equip-
ment sales but lost purchasing share to other industries and sectors as
different parts of the economy began to acquire this same equipment.
Thus, by the end of 1980, manufacturing firms were only buying a
third of all equipment and software, and in 1990, their share had
dropped to 21 percent.

Now look at what happened to service sector industries. In 1950
retailers had acquired 3.7 percent of the total, and they remained more
or less at that buying level until the late 1970s and early 1980s when
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industry-specific technologies, such as point-of-sale terminals; became
available. In 1990 that industry had acquired 5.5 percent of the total
and just a few short years later (1993) had 7.8 percent. Banks, insur-
ance, and real estate—all information-intensive industries—acquired
16 percent of the total in 1950, slightly more than doubled by 1980
(34.1 percent), and essentially stayed at that level through most of the
1990s. The service sector as a whole went from roughly 6 percent of
all acquisitions in 1950 to a continuous growth in share to 16–17
percent in the middle years of the 1990s.78 In short, its share went up
as manufacturing’s share went down. In the same half century the
manufacturing sector’s share of the total U.S. economy went down,
the services sector went up but, as indicated earlier, the overall econ-
omy expanded at 20 to 30 percent in each decade. Not only did
Americans acquire more machines and software, but they also did it at
a faster rate than the overall growth of the economy, clear evidence
that the amount of work being shifted to computers continued un-
ceasingly through the past half century. That was a sea change!

Along the way, specific applications encouraged one industry here,
another there, to acquire more or less computing technology. Industry-
specific technologies were crucial, and most of these were invented in
the United States. Take point-of-sale (POS) terminals that we see
today in most supermarkets and retail stores. These are computers that
capture information about a sale made to an individual, notifying a
computer’s store that inventory just went down, collecting accounting
information, and feeding data to the marketing and purchasing de-
partments about what just happened. That technology came into the
market first in the United States in the 1960s. Within a quarter century
one would have been hard pressed to find an old-fashioned cash reg-
ister. The world’s largest cash register manufacturer was NCR—(orig-
inally National Cash Register)—U.S. firm—and by the end of the
1970s it had become the world’s largest supplier of POS terminals.79

Closely related to acquisition of computers in all periods was inven-
tory control. In theory, as the logic goes, if one could manage to have
only the bare essentials in a warehouse or store, savings in costs of
inventory and parts would be extraordinary. Computers offered the
potential of keeping costs of inventory down through careful record
keeping and forecasting demand. Everyone seemed to buy the logic.
For example, Harold C. Plant, administrator of computer applications
at RCA, in 1963 reported results of a survey he had done in which
corporations expected savings in inventory from using computers,
ranging from 5 to 75 percent.80 From the earliest days of the computer,
inventory applications drove massive sales of equipment. As new tech-
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nologies came on stream, they were applied to inventory control; most
of these were American innovations, and all of the most important
were. The bar code (UPC, the Universal Price Code)—those little
stripes on products of all kinds that can be read by a computer—is a
U.S. creation that made it possible to track parts and inventory from
factory to home. Today, Federal Express—another U.S. original—
can track and deliver packages because of the bar code. Supermarkets
monitor inventory and know what to charge customers because of the
bar code. As Alfred Chandler noted about the UPC, it was an important
innovation that ‘‘transformed the process of distribution and produc-
tion.’’81

Like other industry-specific technologies, it spread out like a wave,
beginning first in the grocery sector then moving into retailing and
warehousing. Today no major industry ignores the UPC; it is not just
for manufacturers, but for any firm or organization with inventory—
even publishers and schools. Part of the UPC code is assigned to a
specific enterprise, thus knowing who had, in effect, a license to use a
particular UPC is yet another indicator of deployment of information
technology. Until the late 1980s, after a decade of availability, the
number of U.S. organizations using the technology amounted to fewer
than 50,000, although that number included almost every Fortune 1000
enterprise and the largest U.S. government agencies (like the Armed
Services). By 1994, that number had climbed to more than 110,000
enterprises, and for the latest year for which we have data (1997),
177,000.82

Banking is another industry useful to look at. This is an industry
whose only inventory is information about money, since the amount
of cash they keep is small in comparison to the amounts cataloged in
accounts. It has a history of working collectively to establish technical
standards and to exploit technology. It was the American banking
industry, for example, that standardized the look of every check with
machine-readable account numbers; that created the network permit-
ting electronic transfer of funds; and that deployed automated teller
machines (ATMs)—which are nothing more than a variant of the
point-of-sale technology with the capability of dispensing cash.83

Another effective information technology, adopted first by the bank-
ing industry then by retail, and now used as identification across all
industries, is the credit card. Deployment of credit cards began in the
1950s, exceeding per capita that of any country in the world then (and
now). The convenience, credit, cash float, and liberty it gives to U.S.
consumers and others interested in tracking data and security (e.g., a
student identification badge or a security pass into a military installa-
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tion) made this technology widely deployed. On average today, an
American adult has ten cards, on average three times more than people
in other industrialized nations.

In summary then, deployment of computers began with large man-
ufacturing, insurance, banking, and government agencies in the 1950s
and early 1960s. As new technologies came on stream (such as on-line
processing, POS, ATM, UPC) and equipment and software became
less expensive in the 1960s and 1970s, computing spread both to
smaller organizations and to almost all industries. Applications in the
1940s and early 1950s overwhelmingly fell into the categories of en-
gineering, science, and military uses; they became predominantly busi-
ness and engineering in the late 1950s through the 1980s. One could
easily argue that this remains so in the 1990s but the jury is not in
yet—because not all PC applications are fully understood, despite the
early evidence surrounding the use of spreadsheets, word processing,
and games, and, more recently, Internet activity and e-mail. But more
on these issues is presented in the next two chapters.

The explosive growth in computing came with the personal com-
puter. With that one development we could begin to speak about
ubiquitous computing, although by 1999 only a third of U.S. homes
had personal computers. Keep in mind that two-thirds of American
workers had access to these machines. The personal computer has
rightfully been identified as a historic break point between computing
in the past and what it is becoming in the present. However, it also
shares some common features with the broader history of computing
in the United States. First, it was invented in America, relying on
preexisting American technology often initially acquired ‘‘off the
shelf.’’ That meant it did not require a complex organization, like Bell
Labs, to pull it together but it did need people familiar with electronic
components and computing to accomplish the initial work. Second, it
spread through an economy that could afford to by it because the
standard of living of customers of such machines proved sufficient,
just as the economy had to have provided corporations and other
organizations with the economic muscle and size to justify mainframes
and minicomputers in an earlier period. The period from the late 1950s
onward was one of rapidly expanding corporate demand for all manner
of computing. Third, while most users of PCs met computers for the
first time (often through their initial purchase of the PC itself, many
had been exposed to computers at work, where the earliest users of
personal computers had been professionals in programming, account-
ing, marketing, and finance. In short, there existed a prepared audience
for this ubiquitous technology.
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That prepared audience is at work again with yet another wave of
deployment of computer-based machines. Cellular phones, electronic
games, and digitally controlled home entertainment centers are enjoy-
ing fast acceptance within the U.S. economy for the same reasons as
favored the earlier technologies. In an important study done in the late
1990s on the computational skills and attitudes of American youth,
Don Tapscott documented how they were comfortable with all manner
of computing. He suggested that one could expect this latest generation
to embrace the technology even more than earlier ones.84 Then there
is the Internet, another story for a future historian.

Conclusions

What can we make of the computer in the U.S. economy? Perhaps the
most evident observation is that its introduction and adoption mim-
icked the pattern evident with other ‘‘high tech’’ gear, such as rockets,
motor vehicles, airplanes, medical devices, nuclear energy, and a host
of previous information technologies, such as the telegraph, telephone,
adding machines, and even earlier print-and paper-based technologies,
such as newspapers and books. Second, American faith and enthusiasm
in new information technologies was grounded in long-standing eco-
nomic realities. These included copyright and patent protection offered
by a government committed to fostering competition and innovation.
Americans operated in an economy that rewarded technical innovation
with wealth; Bill Gates was not the first, nor will he be the last, to
make a fortune through information technology. Third, Americans are
a nation of tinkers who learn from using and doing, but who also
became professional at it over time. The man inventing an adding
machine in the 1870s on his kitchen table was replaced in the 1920s
by brigades of scientists and engineers at MIT and at Bell Labs.
Software amateurs working out of dorm rooms in universities in the
1970s gave way to whole campuses of software engineers at such places
as Microsoft and Oracle in the 1980s.

It seemed that there always was effective and impatient exploitation
of science and knowledge. In the case of science, information constantly
moved about the economy with almost no hindrance. In the twentieth
century, computer experts constantly met at conferences to share their
findings and to publish tens of thousands of articles and thousands of
books on this new form of information handling. The nation allocated
large sums of its national treasury to invest in universities, industrial
research labs, and government-run R&D facilities. Success fostered
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more success. Corollary to this has long been the role of government.
Just as the U.S. government invested in the creation of an effective
postal system in the early years of the Republic, so too did it invest in
developing new forms of communications and computing in the middle
decades of the twentieth century. The Internet is only the latest of a
spectacular list of achievements, which must include deployment of
electricity, construction of a national highway system, and continuous
expansion of the nation’s wire and wireless telephone networks.

From the time when the Founding Fathers wrote constitutional
clauses protecting intellectual capital and product innovations, on the
one hand, to freedom of information flows on the other, to the twentieth
century and such legislation as the Telecommunications Act of 1996,
this has been a government bent on creating three realities: an envi-
ronment where new products and ideas could be created, tried out,
and exploited; where competition would not be overly restricted
through vagaries of the economy or by actions of the national govern-
ment; and where technology would constantly be studied and improved
even if the nation had to pay the bill for this. Creating universities
where science and technology could be studied remains a hallmark of
public and governmental policy and wish. In the depths of the Amer-
ican Civil War, the U.S. Congress found the time and energy to pass
the Land Grant Act (1862), making it possible to establish technical
institutions of higher education and a large collection of state univer-
sities. Some of those, like MIT, Penn State, Iowa State, and Califor-
nia’s collection of universities, later built some of the earliest computers
and telecommunications networks in the world.

America’s economy hunts constantly for productivity. While the
question of whether or not computers have made the economy pro-
ductive is currently the subject of an extensive debate,85 the fact re-
mains that no nation would invest more than 5 percent of its GNP
year after year in a technology that it did not perceive made economic
sense. The ability to take acquired insight about a technology and
apply it rapidly, usually faster than any other nation, characterized
every major information technology development in the United States
in the past century and a half. The computer is simply the latest
example of the process at work. Emphasis on the practical, always with
a sense of urgency driven either by the opportunity for personal eco-
nomic benefit or out of fear of competition, appeared constantly as a
feature of American computing.

Finally, we have the issue of the technology itself. Transistors, in-
tegrated circuits (chips), computers, and telecommunications are sym-
biotic technologies. That is to say, they mutually reinforce and augment
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the capabilities of one with the other. All were either invented in the
United States or were commercialized there. As our earlier quote about
everybody knowing everyone in the semiconductor industry suggests,
one could gain access to information and people to work on the next
innovation. We could have provided similar quotes about mainframe
engineers, software and programming developers, and, of course, cre-
ators of the personal computer, all of whom knew and competed with
each other.86

Other contributors to this book have written about the American
propensity to learn, to apply technologies to reduce labor content of
work, and to accept the intrinsic value of technology. The story of the
chip and the computer is thus very much an American experience.
What is never clear until after the fact, however, are the consequences
of America’s faith in new information technologies. But two are now
very evident, at least as a result of the computer.

First, over the past half century a nearly invisible information infra-
structure has been under construction across the U.S. economy that is
digital and reliable. It began with electricity, and today more than 98
percent of all buildings have it. It then expanded to include radio,
telephone, then television, and now the personal computer. In each
instance, the rate and extent of deployment continued to be the highest
in the world. While the nation’s attention focused more on personal
computers and cellular phones during the 1990s, electrical utilities,
telephone companies, and cable providers have been quietly installing
thousands of miles of fiber-optic cable. Since fiber optics can carry
orders of magnitude more data on a line than metal wire, the capability
to move far greater amounts of information through the economy is
there.

Second, we now have a half century of experience with the computer.
Tapscott’s study of the next generation’s comfort and reliance on
computing is the tip of the iceberg. Armed with technology, and the
technological infrastructure to move data, we may have, in fact, created
the makings of the next turn of the knob on the nature of capitalism.
Not only will we see computing being used in more novel ways and
for higher percentages of the nation’s work and play, but we face the
prospect of building fortunes in equally innovative forms. IBM’s own
studies suggest that the stock (market) value of information-creating
organizations—plus the hard assets of the firms themselves—exceeds
that of many manufacturing companies.87

As representatives of three dozen firms sat in the audience in 1952
listening to descriptions of the transistor given by AT&T engineers,
who among them could have known what they collectively would
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unleash on the world? To understand the true impact of this issue we
must recognize that at the heart of its significance is the marriage of
the new electronics and computers, and at the heart of hearts is de-
ployment and that takes us squarely into corporate America. It is in
the business arena that the benefits of computing had to be realized
for this technology to be so widely adopted. How that happened—and
why—is the subject of the next chapter, written by one of the leading
students of the issue.

The present chapter has emphasized the supply side of the story—
creation of the technology and getting it into the hands of users—so
to continue the story we must now turn to the demand side, to the
users. In chapters 7 and 8 we look at the role of computing in business
and home. It is in the use of all these technologies, from the transistor
to the chip, where the Information Age began to flower. Understanding
how people used these technologies, and their effects, is the necessary
next step toward our full understanding of how the Information Age
came into being.
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Information Technology Management
Since 1960

Richard L. Nolan

Evolving from the earlier periods of electromechanical automated data
processing (ADP) technologies described in chapter 6, the modern
digital computer came into its own form of information technology
during the period from 1960 to 2000. Heralded by the advances of the
digital computer, Europeans are thought to have introduced the ac-
ronym IT, short for information technology.1 This term, which Amer-
icans rapidly adopted, signified digital convergence in data, voice, and
video. Also during this time the organization continuously reinvented
and assigned new functions to the computer as dictated by improved
economics and organizational learning. Eventually these changes ac-
cumulated so as to become an information revolution that changed the
way companies structured and managed themselves.

Stages Theory of IT Management

The Stages Theory, first proposed in 1973,2 has been widely used as
a normative theory for the management of IT. The theory is based on
the notion that the complicated nature of computer technology would
produce a body of knowledge on the effective management of IT within
an organization. As a result, the assimilation of computer technologies,
and more broadly, information technologies, required bold experimen-
tation, out of which emerged four stages of organizational learning.

These four distinct stages of organizational learning formed an
‘‘S-shaped’’ curve. Initially limited investment and contained experi-
mentation for proving the value of the technology in the organization
characterized Stage I: Initiation. Following initiation, the steep part of
the S-shaped curve (Stage II: Contagion) represented a period of high
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learning in the organization, whereby the technology proliferated in a
relatively uncontrolled manner. Uncontrolled growth eventually led to
inefficiency, which created a demand for controls that slowed the
growth to a more manageable rate—Stage III: Control. In Stage IV:
Integration, the curve flattened, and ultimately the accumulated learn-
ing led to a balance of managed controls and growth. At Stage IV,
organizations mastered the dominant design of the technology, provid-
ing a foundation for the next order of magnitude of progress (i.e., the
next S-curve era) to be introduced through a major improvement in
the dominant design.

The main dominant designs3 experienced include mainframes, mini-
computers, microcomputers, and networked client/servers. Figure 7.1
illustrates the three eras, described as the Sshaped organizational learn-
ing curves, in which the three dominant designs of IT have been and
are being assimilated into organizations. The Data Processing (DP)
Era dated from 1960 to 1980; the Microcomputer (Micro) Era dated
from 1980 to 1995; and the Network Era, which had begun around
1995, is expected to continue until 2010. History shows that each
industry, and each organization within an industry, experienced a few
years’ lead or lag in their learning of associated technologies. The senior
level and IT management in each organization within an industry
directly influenced the pace.4

The S-shaped curves of the eras overlapped during a period of
‘‘technological discontinuity.’’5 During this period in the organization,
further growth of the mature dominant design of the old technology
directly conflicted with the vigorous growth of the emerging dominant
design of the new technology. Management and IT workers who had
mastered the old dominant design struggled to retain their knowledge
power in the organization against those who were proposing to replace
it with the new. This struggle was a familiar one in history, and one
where (with few exceptions) the new technology won. Ironically, those
who won the struggle in one round would lose it in the next. And,
with the rapid growth of the IT industry, most management and IT
workers faced ‘‘a diet of continual change.’’6

Relationship between Organizational Structure

and IT Architecture

The dominant designs of IT related to the dominant designs of organ-
izations.7 The dominant form of organizational structures at the period
of rapid commercialization of the digital computer during the 1960s



Figure 7.1 The Stages Theory of Growth
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and 1970s was the familiar multidivisional (M-form) functional hier-
archy.8 M-form corporations were centrally administered industrial
groups where corporate offices administered autonomous integrated
operating enterprises that produced for different markets. Each divi-
sional operating unit (e.g., plastics or chemicals) would include a hi-
erarchy of line (e.g., manufacturing or, marketing) and staff (e.g.,
accounting or purchasing) functions. The first mainframe computers,
with their hierarchically structured database systems—such as, IBM’s
IMS (Information Management System)—reflected this organizational
hierarchy. The advent of the Micro Era introduced a ‘‘chicken and
egg’’ proposition whereby lower costs enabled wide dispersal of com-
puters in the organization, and organizations simultaneously became
more networked, thereby breaking down barriers between middle man-
agement and upper management. This process continued to evolve as
the networked infrastructures of the now familiar Internet and intranets
linked consumers, vendors, and suppliers—at times blurring the
boundaries not only between various functions within a single com-
pany, but also between one company and the next.

There have always been two types of customers for computers in
the organization: (1) engineers and scientists (scientific computing),
and (2) managers and administrators (commercial computing). Scien-
tists and engineers wanted computers to help them conduct product
research and solve problems associated with the design and manufac-
ture of products. Their needs generally required collaboration and
intensive computation to solve mathematical problems.

Managers and administrators wanted computers to help them run
their large, hierarchical organizations more efficiently. Their needs
involved massive amounts of data processing of sequential files such
as paying payrolls and keeping track of payments by customers. Com-
mercial data processing had lots of input and output data, and rather
simple arithmetical calculations.

In the early history of computers (before the mid-1950s), scientists
and engineers were the dominant customers of computers. With the
decision by IBM to get into computers and its market dominance from
the mid-1950s through the 1970s, dominant commercial customers
became the dominant customers. However, Digital Equipment Cor-
poration (DEC) was founded to meet scientific and engineering cus-
tomer needs, and it grew to be the second largest computer company
in the 1970s.

Table 7.1 shows the evolution of scientific and commercial comput-
ing through the eras of IT management, along with key product intro-
ductions by the major industry players. One can see that, over time,



Table 7.1 The Two Paths of Computing

Era Scientific Shared Commercial
Computing Technologies Computing

1953: IBM shipped 701, its first 
electronic computer.

1954: IBM’s 650 quickly takes over 
the commercial market. It leases for 
$3,250 a month.

1957: Ken Olsen and Harlan Anderson 
found Digital Equipment Corporation.

1960: A team drawn from several 
computer manufacturers and the 
Pentagon develops COBOL (Common 
Business Oriented Language).

1963: DEC introduces the PDP-8, the 
first major, mass-produced mini
computer; it is sold for $18,000.

1965: DEC introduces the PDP-5, the 
fifth model in its line of minicomputers.

1964: IBM announces System/360, a 
family of six mutually compatible 
computers and 40 peripherals that can 
work together.

1969: Data General introduces its 
minicomputer, the NOVA.

1969: AT&T Bell Laboratories 
programmers Kenneth Thompson and 
Dennis Ritchie develop the UNIX 
operating system on a spare DEC 
minicomputer.
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1959: IBM’s 7000 series mainframes are the
company’s first transistorized computers.

1963: Finalization of the ASCII (American
Standard Code for Information Interchange)
code permits machines from different 
manufacturers to exchange data.

(continued)



1970: Amdahl Corporation founded to 
produce clones to IBM’s 370.

1972: HP branches into business 
computing with the HP 3000 
minicomputer.

1973: Robert Metcalfe devises the 
Ethernet method of network connection 
at the Xerox Palo Alto Research Center.

1974: University of California at 
Berkeley obtains a UNIX tape. The 
system is soon running on several 
PDP-11s; Bill Joy arrives at UC Berkeley 
and begins working on UNIX.

1974: Researchers at the Xerox Palo 1974: The Altair personal computer kit 
Alto Research Center design the Alto— is introduced. It is built by hobbyists 
the first workstation with a built-in for hobbyists.
mouse for input. It is used for local 
networks and is not commercialized.

1975: Amdahl installs its first 
mainframe produced by Fujitsu in Japan.

1976: Bill Gates and Paul Allen found 
Microsoft.

1977: DEC introduces a new product  1977: Radio Shack (Tandy), 
line, the VAX 11/780, to compete with Commodore, and Apple introduce 
the larger IBM 3031 and 3032. This  microcomputers. The Apple II becomes 
enhanced minicomputer quickly makes an instant success.
impressive inroads in the low end of  
IBM’s mainframe markets.
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1975: Telnet, the first commercial packet-
switching network and civilian equivalent of
ARPANET, is born.

1969: ARPANET, the precursor to the
Internet, starts.

1977: TCP/IP is used by other networks to
link to ARPANET.



1979: 3Com Corp. is incorporated by 
Robert Metcalfe.

1980: RISC (Reduced Instruction Set 1980: CompuServe, financed by H&R 
Computer) architecture is introduced by Block, begins aggressively to develop 
John Cocke of IBM. It greatly boosted online technology.
computer speed by using simplified 
machine instructions for frequently 
used functions.

1981: Apollo Computer unveils the 1981: IBM introduces its PC, making 
first workstation, its DN100, offering possible a computer on every desktop. 
more power than some minicomputers The new PC includes MS-DOS (Microsoft 
at a fraction of the price. Disk Operating System) and the Intel 

8-bit chip. Its open standards allow a 
flood of new PC clones. It reveals a 
multi billion dollar market.

1982: Sun Microsystems is founded by 1982: Mitch Kapor develops the 
Andreas Bechtoishelm, Bill Joy, Vinod spreadsheet program Lotus 1-2-3, 
Kholsa, and Scott McNealy. By May of greatly stimulating sales of the IBM PC 
this year, it introduces its workstation and its clones.
combining UNIX, a Motorola chip, and 
the Ethernet, making Sun the industry 
leader.

1982: Hewlett-Packard introduces the 1982: DEC introduces three personal 
HP 9000 technical workstation with computers. They were incompatible 
32-bit “superchip” technology—its with the VAX machines and not fully 
first “desktop mainframe”—as powerful compatible with the IBM PC.
as room-sized computers of the 1950s.

1982: Compaq is founded by Rod 
Canlon.
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1979: DEC, Intel, and Xerox join to establish
the Ethernet as a standard, with DEC using it
for the VAX.

1980: ARPA throws its support behind
Berkeley UNIX as a common system the
agency could recommend for all its clients. It
also adopts the TCP/IP protocol.

1981: 3Com makes and ships its first 
transceivers.

(continued)



1983: Ray Noorda takes over Novell 
and focuses on producing local area 
networking software (network 
operating systems). In October, Novell 
introduces its Sharenet X (eventually 
renamed NetWare) network operating 
system.

1983: Apple introduces its Lisa. The 
first personal computer with a 
graphical user interface, its 
development is central in the move to 
such systems for personal computer.

1983: Compaq Computer Corp. 
introduces the first successfully 
commercialized IBM-PC clone.

1984: DEC introduces the VAXstation I, 1984: IBM, Sears, and CBS form 
the company’s first 32-bit single-user Prodigy. Originally called Trintex, the 
workstation. venture is conceived as a home 

banking and shopping service.

1984: MIPS Computer Systems, Inc., is 1984: Michael Dell begins his 
founded in order to market the RISC computer business, which is based on 
chip it has developed. his innovative marketing techniques.

1984: Microsoft enters the LAN 
networking software arena with its 
MS-NET product.

1986: IBM devises token-ring 1986: Microsoft announces the retail 
technology to control LAN traffic shipment of Microsoft Windows, an 
(between printers, workstations and operating system that extends the 
servers) more effectively. features of the DOS operating system.
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1984: Cisco is founded.

1985: The modern Internet gains support
when the National Science foundation forms
the NSFNET, linking five supercomputer cen-
ters at Princeton University, Pittsburgh,
University of California at San Diego,
University of Illinois at Urbana-Champaign,
and Cornell University.



1986: IBM, with MIPS, releases the first 
RISC-based workstations, the PC/RT and 
R2000-based systems. They are 
commercial failures.

1986: HP introduces broad new family 
of computer systems based on the RISC 
architecture.

1987: Sun launches “The network is the 
computer” campaign. It also introduces 
a workstation with a RISC chip called 
SPARC.

1988: Microsoft and Ashton-Tate 
announce the Microsoft SQL Server, a 
relational database server software 
product for LANs.

1988: IBM introduces the AS/400, a 
mid-range system.

1989: Sun’s new SPARCstation 1 has 1989: America Online (AOL) is formed.
more power and functionality than any 
other desktop computer in the world: 
12.5 mips, RISC-based, and less than 
$9,000.

1990: IBM introduces the RS/6000, 1990: The World Wide Web is born 
its first successful exploitation of the when Tim Berners-Lee, a researcher at 
RISC technology. CERN, the high-energy physics 

laboratory in Geneva, develops 
HyperText Markup Language (HTML).
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1986: Cisco ships its first product, the AGS
router.

1987: The National Science Foundation (NSF)
begins to manage the backbone of the Net
(taking over from the government).

1989: Novell introduces a “multithread” SMP
system that works with major operating 
systems, including IBM’s OS/2, UNIX, and
Apple’s Macintosh, to run different tasks or
applications simultaneously

(continued)



1990/1991: Programmers at the 
University of Minnesota create Gopher, 
which allows students and faculty to 
query campus computers for 
information.

1991: DEC moves into to the 
production of mainframes with the VAX 
9000.

1991: Apple and IBM join forces with 
Motorola to produce a RISC 
microprocessor called PowerPC, which 
they hope will topple the Intel 8086 
family. It becomes the processor for 
Apple’s Macintosh computers.

1993: Microsoft formally launches 
Microsoft Windows NT.

1993: Early versions of the Mosaic Web
browser written by Marc Andreesen and Eric
Bina (at the University of Illinois) are 
available over the Internet. It is first written
for UNIX, with versions for the MAC and PC
platforms following.

1994: Andreesen’s Netscape introduces its
version of the Web browser.

1995: The NSF backbone becomes 
commercially supported and business by the
thousands begin active work to move their IT
architectures to the new network 
architecture.

1995: Sun introduces Java, the first universal
software designed from the ground up for
Internet and corporate intranet developers to
write applications that run on any computer,
regardless of the processor or operating 
system.

Sources: 3Com’s Timeline of Successful Innovation (http://www.3com.com/inside/investor/time-
line.html); Amdahl Corporate History (http://www.amdahl.com/about/timeline.htm); Cisco Systems
corporate timeline (http://www.cisco.com/warp/public/750/minor_invest6.pdf); The Computer
Museum timeline (http://www.tcm.org/html/history/timeline/); Data General (http://www.dg.com/
about/html/generations.html); Dell Computer Corporation corporate history (http://www.dell.com/

http://www.3com.com/inside/investor/timeline.html
http://www.3com.com/inside/investor/timeline.html
http://www.amdahl.com/about/timeline.htm
http://www.cisco.com/warp/public/750/minor_invest6.pdf
http://www.tcm.org/html/history/timeline/
http://www.dg.com/about/html/generations.html
http://www.dg.com/about/html/generations.html
http://www.dell.com/corporate/access/dellstory/index.htm
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what started out as two streams of computing serving different cus-
tomers in the organization has converged by 1995 to network comput-
ing. The descriptions in the middle of the table are key events influ-
encing the convergence.

The Data Processing Era

By 1960, M-form large businesses with revenues ranging from $100
million to multi-billions of dollars dominated the U.S. economy. So-
phisticated information and communication systems supported the
management of these larger organizations. For example, essential mod-
ern accounting and budgeting systems controlled the resource alloca-
tion process necessary for these organizations to sustain steady annual
revenue and earnings per share (EPS) growth.

Early information resource leadership was conceptualized within the
context of the functional hierarchy of the operating divisions of a
multidivisional enterprise. Early computer systems were large and had
significant electromechanical components, including peripheral devices
for input, output, and storage. As a result, organizations generally
viewed technology as ‘‘machine-oriented’’ because these early com-
puter systems both looked like large machines and were used like the
mechanically driven business machines of the Industrial Age whose
evolution is described in chapter 4.

In 1952, John Diebold coined the term ‘‘automation’’9 as it applied
to computer technology. This new computer technology ‘‘based on a
mathematical formulation of a basic theory of communication and
control, made possible the construction of self-regulating and self-
programming machines.’’ These new machines could automatically

corporate/access/dellstory/index.htm); Digital Equipment Corporation corporate history (http://
www.digital.com/timeline/); Hewlett-Packard corporate history (http://www.hp.com/abouthp/his-
tory.html); IBM corporate history (http://www.ibm.com/IBM/history/timeline.nsf/); Microsoft cor-
porate history (http://library.microsoft.com/mshist.1985.htm); MIPS corporate overview
(http://www.mips.com/whoWeAre/index.html); Anonymous, “IBM PC XT Local-Network Scheme,”
Byte (October 1983): 593; Paul E. Ceruzzi, A History of Modern Computing (Cambridge, Mass.: MIT
Press, 1998); Sun Microsystems corporate history (http://www.sun.com/corporateoverview/
who/html_history.html); Alfred D. Chandler, “The Computer Industry: The First Half-Century,” in
Competing in the Age of Digital Convergence, ed. David B. Yoffie (Boston: Harvard Business School
Press, 1997); 37–122; Kenneth Flamm, Creating the Computer: Government, Industry, and High
Technology (Washington, D.C.: The Brookings Institution, 1998); Matt Kramer, “MS-Net Paves the
Wave for LAN Applications,” PC Week (November 13, 1984): 1; Bruce Sterling, “Short History of the
Internet,” Fantasy and Science Fiction (February 1993).

http://www.dell.com/corporate/access/dellstory/index.htm
http://www.digital.com/timeline/
http://www.digital.com/timeline/
http://www.hp.com/abouthp/history.html
http://www.hp.com/abouthp/history.html
http://www.ibm.com/IBM/history/timeline.nsf/
http://library.microsoft.com/mshist.1985.htm
http://www.mips.com/whoWeAre/index.html
http://www.sun.com/corporateoverview/who/html_history.html
http://www.sun.com/corporateoverview/who/html_history.html
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perform a sequence of logical operations, correct errors that occurred
in the course of their own operation, and choose between several
predetermined plans of action according to built-in criteria. Signifi-
cantly, automation allowed such advances as a single machine being
used for more than one process by the simple switching of a magnetic
taped program. Each taped program contained a different series of
instructions that the machine would follow, allowing for slightly dif-
ferent products to be produced—the innovation of the stored program.
The end result was not only fewer personnel, but also fewer machines
required to do the multiple tasks in organizations. A year later, Diebold
published an article in the Harvard Business Review, which widely
publicized this concept of the computer to managers.10

Early Scientific Computing Influenced

Commercial Computing

The first applications of computers were in the scientific domain for
national defense purposes, where they have a robust history of their
own.11 Scientific and engineering departments in large organizations
such as Boeing had a long history of computer use, and in the 1960s
used both analog as well as digital computers for simulation and cal-
culations.12 During the 1960s it even looked like hybrid computers,
which integrated both analog and digital computer components (by
interconnection of digital to analog converters and vice versa), might
evolve into a major type of technology in scientific computing.13 Hybrid
computers combined the advantages of a digital computer’s data stor-
age, time-sharing, and logic capabilities with an analog computer’s
speed, lower cost, and easier programming.14 However the more com-
plex hybrid computers died out with the arrival of the IBM System
360 in the mid-1960s, which bridged scientific computing and com-
mercial computing.15

IBM’s introduction of the 360 computer series in 196416 spurred the
major growth in commercial computing, which had begun to emerge
in the mid- to late 1950s and early 1960s. IBM became the primary
supplier of IT and the data processing manager became the major
buyer—a common adage among these managers in that era was ‘‘you
never get fired for buying IBM.’’ Although IBM dominated the market
during the 1970s with an average market share of 68 percent,17 serving
geographically dispersed operating units with centralized computing
was expensive and provided a market environment for new entrants.
Digital Equipment Corporation innovated the minicomputer and be-
came the second largest computer company in the 1970s by successfully
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concentrating on serving the engineering-oriented factory and labora-
tory markets.

Minicomputers were medium-scale computers, which functioned as
multiuser systems for up to several hundred users. The minicomputer
industry began in 1960 after Digital introduced its PDP-1. However
it wasn’t until DEC’s introduction of the PDP-5 in 1963 and the
PDP-8 in 1965 that minicomputers entered the market in strength.
Following Digital’s successful launch, Hewlett-Packard, Data General,
Wang, Tandem, Datapoint, and Prime all introduced similar successful
systems.

It was while working on a spare DEC minicomputer that AT&T
Bell Laboratories programmers Kenneth Thompson and Dennis Rit-
chie developed UNIX.18 UNIX was not a complete operating system.
Rather, it was a set of basic tools that allowed users to manipulate files
in a simple and straightforward manner. One of the major benefits of
UNIX was that although it was developed on DEC computers, it could
run on any machine that had a C compiler. This was one of the first
steps toward open standards and contrasted sharply with the traditional
computer vendor’s strategy of keeping its code secret. In version 4.2
of Berkeley UNIX (named as such because Bill Joy refined UNIX
while at the University of California at Berkeley before becoming one
of the founders of Sun Microsystems), support for the networking
protocol TCP/IP19 was added. As Paul Ceruzzi noted, ‘‘this protocol,
and its bundling with Berkeley UNIX, forever linked UNIX and the
Internet.’’20

Another important development in the initial stages of networking
also occurred during the Data Processing Era. In 1973 Robert Metcalfe
devised the Ethernet method of network connection at the Xerox Palo
Alto Research Center; based on Hawaii’s ALOHAnet, the Ethernet
used cheap coaxial cable that allowed computers to send and listen for
radio signals. These signals would then be gathered back together and
delivered to the appropriate computer. The Ethernet, with its speed
of three million bits per second, was unheard of at the time. As Ceruzzi
notes:

Those speeds fundamentally altered the relationship between small
and large computers. Clusters of small computers now, finally, pro-
vided an alternative to the classic model of a large central system that
was time-shared and accessed through dumb terminals.21

Ethernet’s first big success came in 1979 when Digital, Intel, and
Xerox joined to establish it as a standard, with Digital using it for its
VAX computer.
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First Commercial Applications in Vertically

Integrated Hierarchies

Responsibility for these early computers was grafted onto the func-
tional organization within the M-form enterprise, and a sharp dis-
tinction between commercial computing and scientific computing
remained. Commercial computing was usually grafted onto the ac-
counting function, and scientific computing (if it existed in the firm)
was grafted onto the engineering or research function. The information
resource manager in the firm typically used the title of EDP (electronic
data processing) or DP (data processing) manager.

The DP manager—often referred to as a ‘‘benevolent dictator’’—
became a relatively powerful manager of a centralized function because
command and control were central to the management of multiproduct
functional hierarchies during the DP Era.22 The mantra for these man-
agers during the DP Era was ‘‘manage DP as a business within a
business.’’23 General managers of single product companies and of
divisions in multiproduct companies viewed the computer as a tech-
nology that supported an established way of doing business. These
general managers ordered DP managers to support the business, and
to apply the tenets of how the organization traditionally managed its
business to managing the computers—not to use computers to innovate
in new ways of running businesses.

A major source of competitive viability was the large-scale, efficient
factory—regardless of whether that factory was a traditional car man-
ufacturing plant, or a paper-processing factory, or an insurance com-
pany or bank. Vertically integrated corporations facilitated control by
owning suppliers to ensure sources of supplies (e.g., car manufacturers
owning steel mills), or owning distribution channels to ensure that
customers would continue to buy at the rate of production (e.g., oil
companies owning gas stations).

As a result, the first commercial applications generally included ac-
counting, with automated tasks such as payroll processing and general
ledger. As James Cortada explained in chapter 6, these applications
were often coded in low-level assembler programming languages, al-
though COBOL (short for Common Business Oriented Language) a
higher level language, rapidly became the preferred programming lan-
guage for commercial applications during the 1960s. Remarkably, in
the late 1990s, COBOL remained the most used language in software
and development.24

Figure 7.2 illustrates a typical applications portfolio for a functionally
organized manufacturing company or a product division of a multidi-
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Figure 7.2 Applications Portfolio of a Functionally Organized Manufacturing Company

visional company. Here, the familiar pyramid icon has three hierar-
chical levels. Each level has functional application groupings such as
manufacturing and accounting. Finally, within each functional appli-
cation at each level, there are individual applications representing op-
portunities for use of the computer.

The applications portfolio evolved by first automating low-level op-
erational support tasks within a function such as inventory control,
shop floor control, and scheduling in manufacturing; or plant, cost,
and general accounting in the controller operation. After sufficient
automation of low-level operational support tasks within a function,
the organization integrated automated tasks within a functional de-
partment (i.e., research and development, or engineering) by automat-
ing management control activities such as production operations man-
agement, accounting management, and human resources management.
Accomplishing the more difficult cross-functional automation to sup-
port management-control activities within the firm laid the ground-
work for the third and most difficult level of automation. At this level,
automation supported strategic five-year plans through the integra-
tion of department profit plans and corporatewide human resource
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planning. Throughout this process, the organization moved up the
S-shaped curve as managers learned more and more about how to
apply IT and tap into its potential.

As illustrated in figure 7.2, given a computer technology and its
associated economics, parts of the business functions or processes could
not feasibly be automated at any point in time. Research conducted by
Nolan, Norton & Co. during the 1980s determined that an organization
could automate approximately 50 percent of all operational support
functions and 47 percent of management control functions. Because of
an overall lack of structure, the higher level strategic planning functions
were more difficult to automate than either operational support or
management control functions. Nevertheless, continued improvements
in the technology increased the overall number of business functions
that could be automated.

Corporate-level Financial and

Management Accounting

While the product divisions of multidivisional organizations focused
on automating tasks from the ground up, the corporate offices focused
on tying their divisions together. Indeed, accounting applications of
the computer contributed to managing efficiently the complexity of
M-form command and control organizations. In this structure, two
main types of accounting control tools played major roles: annual
budgeting and capital budgeting. The first controlled expenditures
aimed at generating revenue during the calendar year; the second
controlled expenditures that generated multiple-year revenues.

Annual budgeting. The annual budgeting process for a large M-form
hierarchical organization usually based itself upon an incremental
growth model of 10 to 15 percent growth per year. Once the company
became large, the planning process intended to maintain consistent
year-to-year incremental growth in revenue and profit. The line-item
general ledger and the codified hierarchical organization chart formed
the foundation of the accounting model. The line-item general ledger
typically consisted of thousands of objects of expenditures. The orga-
nizational chart typically consisted of hundreds of boxes, each associ-
ated with a similar group of general ledger accounts. For example,
most of the boxes on the organization chart included types of overhead
expenses such as paper and office equipment. Before the computer,
summarized profit-center accounting was done at a high level (and
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done infrequently during the year). After the computer, which largely
enabled the process, complex divisional and profit-center accountabil-
ity evolved.

Accountants categorized the assets and equities of the firm into
general ledger accounts and then structured these accounts into a
balance sheet, which defined the financial position of a company at a
point in time. Another set of accounts referred to as ‘‘temporary’’
accounts recorded the inflows (revenue) and outflows (expenditures)
of assets intended to generate annual profit. At the end of the year
accountants closed out the revenue and expenditure accounts to their
respective general ledger permanent asset and equity accounts, result-
ing in a profit and loss (P&L) statement, and a new end-of-the-year
balance sheet. Comparing the beginning balance sheet with the ending
balance sheet determined the profit or loss for the company’s operations
during the year.

Information technology, first in the form of electromechanical data
processing devices and later in the form of computers, allowed com-
panies to drive this very powerful accounting process down to the
divisional ‘‘lines of business’’ of the organization for decentralized P&L
accountability, as well as accountability for return on investment (ROI).
By assigning each box on the hierarchical organization chart a number
code, managers could conduct the annual budgeting process at the
lower levels of the organization. With a group of expense accounts and
revenue accounts assigned to the boxes, Managers then could budget
revenues and expenses for activities during the calendar year. Then at
any level of the organization chart, management could summarize the
planned revenues and expenses and compare them with the actual
revenues and expenses at a point in time. Furthermore, managers of
the departments, lines of business, regions, and other such combina-
tions could receive budget responsibility, budget performance, could
be summarized by the computer, and managers could be rewarded or
penalized for financial performance. During the electromechanical pe-
riod, most large firms struggled to conduct the annual budgeting pro-
cess and the closing of the books efficiently. However, the computer
made it easy to do the process monthly or weekly, and in some financial
institutions (e.g., Morgan Stanley Dean Witter) in the 1990s the ‘‘clos-
ing of the books’’ was done around the world on a daily basis—almost
in real time. With efficiently managed computers, organizations rou-
tinely produced multitudes of P&L statements by levels in the orga-
nization, regions, and even to the detailed level of individual customer
profitability.
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Capital budgeting. The capital budgeting process was as important as
the annual budgeting process in enabling the M-form company to
achieve consistent financial performance. The capital budgeting pro-
cess was a methodology for analyzing the financial returns and risks of
capital expenditures that spanned multiple annual accounting periods,
such as construction of a new building or acquiring a new machine.
Organizations used this methodology to calculate the inflows and out-
flows of cash for the life of an expected multiyear expenditure. Then
managers applied a variable discount factor that would discount the
net value of the flows to the present to equal zero. The discount factor
that did this was equal to the expected ROI. Companies used various
‘‘hurdle rate’’25 discount factors (typically 15 to 20 percent) to account
for risk and to screen potential investments to ensure that they used
their scarce capital resources most effectively.

Organizations found the computations for capital budgeting during
the electromechanical period long, tedious, and expensive, but the
computer made these computations trivial, and by the 1990s virtually
all companies routinely used sophisticated capital budgeting techniques
at almost zero cost.26 Firms extended command and control account-
ability from divisional P&L responsibility to divisional ROI responsi-
bility. In many ways, just as farmers and engineers of the Industrial
Age applied steam engine technology to mechanize the farm and make
the farm more efficient, engineers and computer programmers applied
computer technology to the traditional command and control, M-form
functional hierarchy to make it more efficient.

This sophisticated use of accounting in the M-form hierarchy en-
abled managers to control complex operations and support their goal
of consistently increasing revenues and earnings per share (EPS). As
a result, shareholders regularly saw annual bar charts in the first or
second pages of company annual reports showing unbroken 10 percent
to 15 percent growth rates in revenues or EPS for periods of 10 to 15
years. People termed this phenomenon the ‘‘march to the northeast
corner,’’ because the sequence of bars for each year seemed to march
to the upper right corner of the graph. This ‘‘march’’ is illustrated in
figure 7.3.

IBM and AT&T, two companies considered to be widely successful
in the 1970s, had 13.2 percent and 11.6 percent compound annual
growth rates, respectively, for the 1970s.27 EPS growth, which was also
reflected by the march to the northeast corner, generally represented
the increasing return that an investor realized from investing in the
stock. In the case of IBM and AT&T, the average EPS rates for the
1970s were $1.70 per year and $5.65 per year, respectively.28



Figure 7.3 Business Transformation Summary



236 A Nation Transformed by Information

Figure 7.3 also illustrates that the DP Era and the march to the
northeast corner corresponded with a period when organizations did
not usually challenge either the M-form functional hierarchy or the
Industrial Age management model of managers managing scarce re-
sources of ‘‘men, materials, and money.’’ However, as the computer
penetrated deeper and deeper into organizations, learning transpired
to the point that organizations understood the role of the computer to
be much broader than its use to support the efficient transaction pro-
cessing in organizations. Many manual and clerical functions became
totally automated, eliminating the need for blue-collar and clerical
human resources. As illustrated in figure 7.3, layoffs and downsizing
began to mutate the symmetrical pyramid organization structure. This
major mutation of the functional organization challenged management
in many ways, and often led to disruption in the march to the northeast
corner.

Batch processing on standalone mainframe computers was extended
through communication lines to input devices such as punch-card
readers. Then card readers were refined to permit direct keyboard
input to computers through the use of ‘‘dumb terminals.’’29 The next
refinement was the timesharing of a mainframe computer by a number
of users. And, because the mainframe computer could carry out com-
putations so much faster than the manual keyboarding of a user, the
illusion was that each user had the exclusive use of a computer.

After the initial automation, managers began to realize that they
could network computers together, permitting a greater sharing of the
data contained in the various computers used by the company. As a
result, the ability of workers to obtain and manipulate figures rapidly,
previously available to only select individuals in the firm, increased the
knowledge of the firm as a whole and further blurred the lines between
the various levels of management. In chapter 6, Cortada described the
recasting of professionals such as engineers, lawyers, and accountants
into knowledge workers. Businesses transformed themselves as well,
and with the help of their new information resource, namely the mi-
crocomputer, many businesses began their march to the northeast
corner once again.

Transition to the Micro Era

By 1980, just before the IBM PC and its clones began to transform
the industry, most of the administrative functional tasks of the orga-
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nization had been automated. The minicomputer had also largely com-
pleted its automation of factory tasks such as bill of materials, inventory
control, and production scheduling. The Database emerged as an im-
portant technology for managing the data used in integrated applica-
tions, and data administration also evolved to identify the activities
necessary for rudimentary information resource management.

In October 1981, IBM introduced its personal computer, and in-
dustry pundits began to predict that soon everyone in a business would
be able to have a ‘‘mainframe’’ on their desktop.30 In order to develop
its radically new and different product in an expedient manner, IBM
had to turn from the policy it used in the production of its existing
mainframes and minicomputers—namely, of developing and manufac-
turing all the necessary components. Instead it set up a standalone
microcomputer business, and gave the management team freedom to
go outside to Intel to develop the central processing unit (CPU), to
Microsoft to develop the operating system, to Tandon to develop the
internal disk storage unit, to Matsushita to develop the monitor, and
to Epson to develop the printer.31 IBM units made the board assembler
and keyboards. In addition, in order to market its mass-produced
consumer product, IBM began to sell its first PC through Sears’s new
business machine stores and through Computerland.32

As pointed out in chapter 1, IBM’s introduction of its PC profoundly
transformed the computer industry in five years. The result was a new
horizontally integrated IT industry with many competitors in each tier,
great levels of innovation, and severe price competition. Within two
years, Compaq (which had been founded in 1982) introduced the first
commercially successful PC clone and others soon followed.

Novell, which was taken over by Ray Noorda in 1983, was quick to
realize that companies would need help and software, in the form of
local area networks (LAN) and network operating systems (NOS), to
permit a number of personal computers within an office or business
unit to share the same peripheral devices such as printers and disk
drives. In October 1983 Novell introduced its Sharenet X (later re-
named NetWare), which allowed as many as 255 IBM PC XTs to
share up to 320 megabytes of storage.33 In response to Novell’s success,
other corporations also entered the LAN market. 3Com Corporation,
formed in 1979 by Robert Metcalfe (the inventor of the Ethernet),
began to compete in 1981 using Metcalfe’s new technology. 3Com
became one of Novell’s major competitors. In 1984, Microsoft entered
the market when it introduced its MS-NET. The server portion of
MS-NET ran general file servers and controlled the use of printers,
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plotters, and other shared network resources.34 But both IBM and
Microsoft had little success in challenging the two pioneers until the
appearance of Microsoft’s Windows NT in 1993.35

While PCs were proliferating among the general corporations in the
commercial market, many computer makers were developing a
microprocessor-based product, the workstation, for their scientific and
engineering markets. From the start, workstations were networked
systems in which high-powered ‘‘servers’’ stored information and
transmitted to ‘‘client’’ desktop computers within a department or
other operating unit. Workstations were typically powered by RISC-
based36 microprocessors, ran on UNIX operating systems, and were
often linked together using Ethernet technology.37

The workstation industry got its start when William Poduska and
much of the top management of the minicomputer maker Prime Com-
puter left the company to start Apollo in 1981.38 That year, Apollo
unveiled the industry’s first workstation, its DN100. Once again, others
soon followed and Sun Microsystems, which was incorporated at the
beginning of 1982, became the industry’s technological innovator. Sun
was founded by four 27-year-olds, three Stanford University graduates
and Bill Joy, Berkeley’s UNIX expert. It became the industry’s pro-
genitor by connecting a Motorola chip to Joy’s version 4.2 of Berkeley
UNIX and the TCP/IP protocol.

In 1984, a group of Stanford students who had been further refining
the RISC chip formed MIPS Computer Systems to market their prod-
uct.39 In 1986 Hewlett-Packard and IBM both introduced RISC chip-
based lines developed by MIPS. Hewlett-Packard’s line was a great
success, while IBM’s line was a failure. The next workstation was
Sun’s powerful SPARC system, introduced in 1987. In 1989, DEC
made its shift to the RISC microprocessor, while in 1990 IBM began
to market its RS/6000 computer.40

PC Adoption in Firms in the Commercial Market

Although the workstation client-server technology came to play a cen-
tral role in the development of corporate, university, and institutional
intranets—and their connection to the larger Internet—the scientific
engineering market was much smaller in terms of revenue than the
commercial markets. During the early years of the Micro Era, the PC
dominated. However, like many new technologies, not all employees
readily adapted the PC. Moreover, the switch from the mainframe to
the microcomputer did not occur overnight. Many DP managers felt
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(correctly) that PCs threatened their positions; just as JoAnne Yates’
described how the decentralization of vertical files altered the work of
filing managers (chapter 4), microcomputers directly challenged the
conventional centralized management approach of IT activity. DP
managers feared PCs threatened their effective control of the computer
in the organization. First, because PCs cost relatively little (IBM sug-
gested that the typical system used for business—including color
graphics and a printer—would cost about $4,500),41 many departments
in the business had the budgetary authority to purchase them directly.
Second, the proliferation of many computers throughout the company
resulted in the replication of accounting and reporting functions carried
out on large mainframe computers, threatening a loss of data integrity
control. Furthermore, the organization lost a great deal of time in
confusing arguments about whose numbers were the ‘‘right’’ ones.
Finally, wide dispersion of desktop microcomputers presented a major
risk of breakdowns in the security of corporate data and computer
applications.

Control efforts by DP managers tended to constrain the movement
(and use) of computers in the organization, to the point that PCs went
underground. Users began dealing directly with PC vendors and in-
troducing PCs into the various parts of the organization without the
knowledge of—or in direct defiance of—the DP manager. Vendors
specialized in selling to end users who used microcomputers for word
processing, graphics (desktop publishing), and computer-aided design
(CAD). The success of their tactics were such that penetration of PCs
in the organization became ubiquitous. The end result was a frag-
mented organization in terms of IT; centralized mainframes and mini-
computers coexisted with multiple pockets of decentralized user-
managed PCs.

In order to get their information systems back under control, senior
management of organizations realized that more emphasis had to be
put on the importance of IT. During the Micro Era, Bill Synnott, then
Vice President of information systems at Bank of Boston (now
BankBoston), coined the term Chief Information Officer (CIO). The
term, which Synnott defined as the ‘‘senior executive responsible for
establishing corporate information policy, standards, and management
control over all corporate information resources,’’42 was intended to
reflect the expanded role of IT leadership and focus on ‘‘information’’
as the key resource to be managed.

Once DP managers had accepted the ubiquitous nature of PCs within
organizations, the use of PCs set off new levels of organizational learn-
ing and experimentation. There were challenges to Industrial Age
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organizational structures and management principles, in part because
command and control was so institutionalized in the management of
the M-form functional hierarchy that it was difficult to move beyond
to risk management and flexible response—skills required for effective
competition in the Information Age. The Total Quality Management
movement (TQM) demonstrated that the sharing of information
among workers led to higher efficiency and fewer product defects.
Downsizing occurred when owners realized that with computers a
company could accomplish the same amount of work with significantly
fewer workers. As shown in figure 7.3, by the mid-1980s, organizations
were beginning to treat information as a resource, hierarchical struc-
tures were undergoing creative destruction, knowledge workers were
emerging, and the hoped-for consistency of the march to the Northeast
corner was breaking down.43

As a result of these technological changes, organizational learning
reached a level in which it viewed the computer as more than a machine
to automate low-level tasks within a function. It viewed the computer
as a technology that could make managers and workers more produc-
tive. Shoshana Zuboff conducted a seminal study during this period
and introduced the term informate (instead of automate) as a more
appropriate term to describe the potential of computers in the firm.44

The idea was not simply to replace workers with computers, but also
to leverage workers with computers. Through time, the idea formed
into thinking about workers as ‘‘caseworkers’’ where the computer
facilitated work.45

The Beginnings of the Internet

While organizations learned about and utilized mainframes, minicom-
puters, and eventually microcomputers, the U.S. Department of De-
fense and universities quietly developed another technology. In 1969,
ARPANET,46 the precursor to the Internet, started.47 As part of the
ARPANET project, in 1971 computer scientists linked four university
supercomputers enabling scientists to share information with one an-
other. Throughout the 1970s, the Internet continued to evolve as new
languages and technical enhancements emerged. By 1984, the term
Internet emerged, although few outside the community of scientists,
educational institutions, the military and computer hobbyists knew of
its existence. In 1997, Andrew Zimmerman, chairman of the telecom
and media industry group at Coopers & Lybrand, noted:
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this procedural change—this great renaming—marked an evolution-
ary turning point: one from a straight back-and-forth communications
network to a new form of media, one with content and context and
seemingly unlimited possibilities. Expanded addressing technology
enabled thousands of ‘‘broadcasters’’ to take to the Net. The Net
began to resemble a complex and highly adaptive life form, with a
personality composed of many different interests and motivations.
With each advance in technology and each new use that was found
for the Net, the whole of the thing adapted and grew.48

Throughout the late 1980s and early 1990s a series of events laid the
foundation for the now familiar Internet: in 1987, the National Science
Foundation (NSF) began to manage the backbone of the Net; in 1990
the World Wide Web was introduced as a system in which vast
amounts of information could be linked; in 1991, scientists introduced
HyperText Markup Language (HTML), which made it possible to
switch relatively rapidly among all the files and directories of the
Internet. And in 1993, the introduction by the University of Illinois
of the first widely used browser, NCSA Mosaic, made accessing the
Internet both easier and faster. Individuals, organizations, and govern-
ments began to build Web sites offering information, files, and pro-
grams that could be downloaded. Zimmerman noted that ‘‘the Web
was growing at 340 percent annually. The number of host computers
on the Internet rose from 80,000 in 1989 to 1.3 million in 1993 to 2.2
million in 1994.’’ This number continued to soar. A survey by Bellcore
indicated 14.7 million host computers in September 1996 and 26 mil-
lion in September 1997.49

Transition to the Network Era

The uncoordinated management of the exploding numbers of PCs by
user groups in the organization rapidly led to inefficiencies and costly
situations, leading senior management to intervene and trigger searches
for better solutions. The natural and obvious solution integrated cen-
tralized mainframe/minicomputer applications and databases with de-
centralized PCs. Unfortunately, the way in which mainframe/mini-
computer applications had evolved over time, along with the vast
number of PCs and their myriad of software approaches and vendors,
made the integration easier said than done. Nevertheless, client-server
concepts and implementation, which had begun to appear in the Micro
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Era, emerged in full force as the new dominant design—in which the
client was designed for direct user access to computing (similar to the
PC), and the server provided direct access to databases and other
facilities required by the user. Thus, the notion of network-centric
computing evolved and was embraced by the IT industry.

Makers of workstations such as Sun Microsystems,50 Hewlett-
Packard, IBM, Digital, and Microsoft (with its Windows NT) provided
specialized server capabilities to thousands of workers in companies
who were hooked up to networks of hundreds of thousands of com-
puters. The complexity of interconnected networks reached a point
that necessitated simplification and led to renewed interest in ‘‘open
standards.’’ The Internet had proven itself to be a reliable network of
thousands of interconnected computers, and its IT architecture
(UNIX, HTML) and protocols (TCP/IP) were quickly seized upon
as internal client-server standards for companies. The term ‘‘intranet’’
emerged to describe the adoption of Internet architecture standards
for internal networks. Once intranets were developed inside companies,
it was an easy step to hook them directly to the outside by hooking
into the Internet. These intranets hooked to the Internet vastly in-
creased the capability of companies to communicate with outside sup-
pliers, customers, and even competitors.

Internet Phenomenon

A number of authors have reflected on the nature of the Internet, its
attributes of self-management, and the role of open standards versus a
‘‘control-oriented’’ development philosophy.51 In a similar manner, the
development of intranets required more coordination and promulga-
tion of open standards than the traditional use of controls and fixed
long-range plans. Organizations also maintained focus by rationalizing
key IT decisions that were based on delivering value to customers.

The CIO now faced an environment of building an IT architecture
that consisted of many partners, strategic alliances, and outsourcers. It
was a much different environment than that of the 1960s and 1970s,
when the IS manager could get most of their products and services
from one or two vendors. In the Network Era, there was a constantly
changing, large number of vendors that the CIO had to manage.

By 1998, Information Age companies in the IT industry had become
exemplars for companies in other industries. Cisco, just fourteen years
old, had become the fastest company ever to reach a market value
exceeding $100 billion.52 All of its manufacturing of the physical routers
was outsourced to strategic partners, and coordinated through its com-
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puter network: its intranet. Cisco’s gross margins, which exceeded 70
percent, were primarily the result of building and selling intangible
knowledge assets.53

Cisco, and Information Age companies like it, had adopted open
Internet standards (TCP/IP and HTML), which provided workers
access to the company’s databases. Companies like Cisco realized in-
ternal efficiencies by making their benefits information directly acces-
sible to their employees through client computers and the use of Web
browsers (i.e., Netscape’s Navigator and Microsoft’s Internet Ex-
plorer). Sometimes leading and sometimes following, a company in-
tegrated its external Web site with its internal intranet, which enabled
its customers to ‘‘self-serve’’ themselves through their own computers
within their organizations. In 1998, 70 percent of Cisco’s $800 million
of service revenue was provided over the Internet by connecting cus-
tomers to their intranet. In addition, more than 50 percent of Cisco’s
product revenue of $8 billion was shipped over the Internet directly
to customers.54 The cost advantage, as well as the robust customer
service, enabled by IT set a new competitive standard in Cisco’s in-
dustry. Similar IT leveraging of networks began in other industries as
well, and in turn established new competitive standards.

The Internet demonstrated that a network architecture was scalable
to the point that large organizations could operate their thousands of
PCs in a robust network environment (TCP/IP) and transfer infor-
mation among the networked computers in an efficient and timely
manner. In response, when the NSF backbone became commercially
supported in 1995, businesses by the thousands began active work on
moving their IT architectures to the new network architecture, which
proved that e-mail and multimedia documents could be easily sent
around the world over the existing telecommunications infrastructure.
In 1995 The Economist suggested that ‘‘the Internet will almost certainly
have a stronger impact than the PC . . . a reasonable guess might put
it ahead of the telephone and television but behind the printing
press.’’55 At the end of 1995, there were approximately 90,000 sites on
the Web, about half of which were commercial.56 As of July 1998,
approximately 36.7 million sites (every on-line host and individual
machine connected to the Internet) existed on the Web, about one-
third of which were commercial.57

George Gilder proposed ‘‘Metcalfe’s58 law of the telecosm’’; this law
is based on the idea that interconnecting n number of computers results
in a potential value of n squared.59 For example, the network of roads
for n number of cars results in a potential value of n squared. The idea
applies to telephones, fax machines, and computers. The explosion of
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the Internet in business can be attributed to its potential value as
projected by Metcalfe’s law of the telecosm. The Internet is the fastest
technology ever to achieve 50 million connected users; as of July 1998,
approximately 130 million people used the Internet; about 70 million
were in the United States and Canada.60 IntelliQuest, a provider of
information services to technology companies, suggests that the num-
ber of U.S. users online has doubled between 1996 and 1998.61

Similar to Moore’s Law,62 Gilder ordained that: ‘‘the total band-
width63 of communications systems will triple every year for the next
25 years.’’ He went on to predict that within the first decade of the
twenty-first century, the all-optical network would be thousands of
times more cost effective than electronic networks.64

Not only was the bandwidth expanding, the underlying economics
of computers and telecommunications had made it possible to process
and transmit massive amounts of information around the world more
cheaply the next year, the year after that, and so on for as long as we
could foresee. Starting with the processing of binary coded alphanu-
meric data on the computer, and proceeding through fax, voice, graph-
ics, and video digital coding, protocols and standards had emerged,
enabling the power and declining cost of information technologies to
be applied to organizational activities. The overall phenomenon became
known as ‘‘digital convergence.’’

The fusion of computers and telecommunications led to deregulation
of telecommunications in the United States and the 1984 breakup of
AT&T.65 The introduction of competition produced a deluge of new
products and created the environment for the rise of the Internet. The
ultimate result was a huge, vibrant IT industry that drove the U.S.
economy through the 1990s and into the 2000s. In the spring of 1998,
Ira Magaziner, senior advisor to President Clinton for policy devel-
opment noted that ‘‘over the past three years over one third of the real
growth of the economy has been accounted for by information tech-
nology industry growth and that has been primarily driven by the
building out of the Internet.’’66 Familiar examples included the follow-
ing:

• Wal-Mart used store level point-of-sale data to drive supplier
replenishment more efficiently.67

• Amazon.com efficiently sold books over the Internet, cutting out
the physical need to house all the books that they sold. Amazon’s
average inventory holding periods of five to six days, plus ac-
counts payable terms of up to 180 days, reduced working capital
levels.68
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• Edmunds and Microsoft’s CarPoint provided buyers with au-
tomobile dealer invoice information, thus equalizing the power
of the car dealer and the customer for more efficient car pur-
chasing transactions.68

Digital convergence was playing a role in the restructuring of all
industries. The IT industry in general enabled businesses to manage
information resources more efficiently, to the extent that new econo-
mies of organization resulted (e.g., virtual organizations and vast re-
ductions in the use of expensive paper communications),70 and infor-
mation was incorporated into products and services to create more
value for customers (e.g., automatic diagnostics and call-back to repair
facilities from elevators around the world greatly reduced elevator
breakdowns in buildings).71 The more that corporations reengineered
the business processes to take advantage of information technologies,
the greater their opportunities to improve the economics of the busi-
ness and value to the customer.72

Challenge of System Management

in the Network Era

During the three eras, information resource leadership continued to
evolve in response to the changing dominant design of IT, and through
the increased influence of IT on the economics and strategy of the
organization. Just as the Industrial Age IT architectures of the 1960s
and 1970s mirrored the functional hierarchical organization structures,
the Information Age IT architectures of the 1990s and beyond mirrored
the highly organic, flexible network organization structures that
emerged in the Information Age.73

These flexible network structures challenged all organizations in the
Network Era to coordinate the thousands of computers that made up
the their internal networks, as well as the tens of thousands of com-
puters with which the organizations communicated through the various
connections with other intranets74 of suppliers and customers and the
overall Internet. This challenge was one of coordination rather than
control, and it required new, emerging approaches to management.
Not surprisingly, both senior management of the organization as well
as the leaders responsible for IT throughout the eras struggled with
this new model for information resource leadership. John Sifonis and
Beverly Goldberg noted that ‘‘the technology leader of tomorrow must
be a business leader with all the management skills of any other senior
executive. The CIO has gone from being a corporate god in the 1980s
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to the chief blame taker in the 1990s, when IT initiatives often have
failed to deliver their promised productivity gains.’’75

Indeed, it appeared that the importance of the CIO’s role had di-
minished in the early 1990s. A survey of 300 CIOs conducted by
Heidrick and Struggles Inc. in 1997 found that only 2 percent of those
CIOs surveyed were on their corporate boards, just 7.7 percent re-
ported directly to the CEO and/or the president of the corporation,
and just 40 percent were on one or more senior management commit-
tees.76 In contrast, in 1974, Robert J. Greene looked at some 300 firms
and found that 10 percent of the DP managers reported directly to the
president, 2 percent reported directly to the chairman of the board,
and 7 percent reported to the executive vice president. A full 14 percent
of the DP managers in Greene’s study reported to the controllers.77

This struggle has been reflected through high turnover rates: in their
study, Gomez Advisors found that 34 percent of the CIOs interviewed
reported having less than 10 percent of their IT employees leave each
year, 42 percent said that 10 to 20 percent left annually, and the
remaining 24 percent reported that 20 to 30 percent of their IT staff
left the firm each year.78 Further, Deloitte & Touche found that in
1991 the CIO turnover rate was 14 percent, it peaked in 1993 at 18.8
percent, and in 1996 (latest available data) the rate was 17.7 percent.79

Information Resource Management

The fundamental difference between Industrial Age companies and
Information Age companies was the formal recognition of information
as an important resource, and the incorporation of new management
principles to manage information effectively and explicitly as a re-
source.80 Furthermore, management viewed IT as the underlying tech-
nology of the information resource. Management used IT to exploit
information directly as a resource to add value to the product or service;
as a result, management attention shifted from the technology itself to
what the technology could produce through the extraction of value
from information resources.

Impact on ‘‘Work’’

The recognition of information as a resource had a dramatic impact
on managing ‘‘work’’—that is, the activities that people did to create
value in the firm. In the Industrial Age, organizations divided work
into its smallest elements and then assigned the work to small groups
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that repetitively and consistently carried out their tasks. Organizations
coordinated successive modules of the output of tasks across functions
and integrated the components into a finished product. Each product
was the same as the other—this was mass production. Therefore,
employees accessed codified and consistent information for producing
a product. The management principle of ‘‘need to know’’ governed
the distribution of information in the organization.

In contrast, the Information Age organization moved from mass
production to highly tailored products or services for the customer.
The concept of using a static system to produce a static product was
replaced by a dynamic, interactive system utilized to produce rapidly
changing products. Also, the ability to continue to coordinate activities
and sort out how to produce a product or service better (or more
efficiently) led to a continuously changing production process. The
concept of work and the role of information shifted from a ‘‘need to
know’’ environment to one where information generation, flows, and
use were incorporated into the concept of work itself. For example, in
the Network Era, workers use knowledge gained from networked com-
puters to leverage the creation of customer value. Concepts such as
the ‘‘shadow partner’’ arose to describe the emerging IT network
architectures whereby the dominant role of the knowledge worker was
leveraged through easy-to-use but highly robust computers facilitating
access of information.81

Real-time Resource Allocation

and Management

An important tenet of management in the precomputer period was the
annual budget cycle for major resource allocation, described earlier. In
the M-form functional hierarchy, upper management completed
change and resource allocation once a year, and then for the rest of the
year the organization focused on execution and actions to correct de-
viations from the plan. This cycle time seemed long by the 1980s, but
it facilitated the coordination of many workers doing many tasks re-
quired to mass-produce products and services in an economical man-
ner.

The computer enabled companies to obtain performance information
rapidly that before was difficult to obtain and took a long time to
process. As noted earlier, first firms completed monthly ‘‘closings’’ to
summarize performance and take corrective action, then weekly sum-
maries appeared, and finally daily closings emerged in some industries
like financial services. Accordingly, real-time resource allocation—us-
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ing real-time messaging IT architectures—was possible, permitting
organizations to be extremely responsive to changing market condi-
tions, to pursue newly discovered opportunities swiftly, and to allocate
the resources of the firm dynamically.

An integral component of these real-time resource allocation systems
was relational shared databases, which permitted knowledge workers
to obtain current information on the results of operations, and to take
actions necessary to correct variances from objectives. For example,
State Street Corporation developed a global architecture system that
was designed to deliver information and investment services to their
customers on a near real-time basis.82 The phenomenal growth of
enterprise resource planning (ERP), systems83 was likewise fueled by
the strategic advantages of information transparency among customer
and supplier organizations.

From ‘‘Make and Sell’’ to ‘‘Sense and Respond’’

IT-enabled network organizational structures facilitated the adoption
of more sophisticated competitive strategies that extended beyond
‘‘making and selling’’ products and services to ‘‘sensing and respond-
ing’’ to individual customer needs in real time.84

One of the ways that corporations sensed customers needs was to
use information technology to connect to their customers electronically.
Examples in the early 1990s included:

• Use of scanning data in retail stores—Levi Strauss & Co. used
consumer database information and regional market-demand
characteristics revealed by geodemographic data to match supply
and demand in each store.85

• Use of geographical information systems (GIS)—Isuzu used
GIS applications to identify the optimal locations for new deal-
erships.86

• Use of network computers in an automobile—Intel designed a
high-performance, highly integrated microchip for engine- and
transmission-control systems that monitored and continually ad-
justed engine performance.87

• Use of wireless in the automotive industry—Siemens Automo-
tive released a wireless Traveler Information System (TISTM)
that used cellular communication to retrieve information related
to traffic conditions along a specific route.88
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• Use of search agents in electronic commerce—Excite’s Jango 2.0
agent searched the Web and returned a consolidated list of prices
and availability for the item the user had requested.89

Not only did corporations use IT to strategically sense customer
needs, but they also strategically used IT to respond electronically to
fulfill customer needs. Examples included:

• Use of knowledge management software—Corporations such as
Fidelity Investments, AT&T, and Allied Signal used BackWeb
technology to push items such as software updates, company
directories, news from the Net, and data from corporate data-
bases to their employees’ desktops.90

• Virtual manufacturing—By the time Netscape Navigator was
officially released in August 1996, it had been through six beta
versions. Each of these beta versions had gradually and syste-
matically improved the end product by incorporating user feed-
back about features and bugs.91

• Supermarket replenishment—H. E. Butt Grocery Company
(HEB) first teamed up with Procter & Gamble (P&G) to employ
Continuous Replenishment (CRP) in 1989. CRP allowed P&G
to supply HEB with products based directly upon warehouse
shipment and inventory data rather than upon receipt of HEB-
generated purchase orders. This reduced order cycle time by six
to ten days and dramatically reduced inventory levels in the store.
By mid-1997, 65 percent of warehouse cubic volume was on
CRP.92

By the late 1990s IT-enabled ‘‘sense and respond’’ strategies had made
a strategic impact on most if not all industries. IT innovation became
an integral part of almost every company’s strategy formulation pro-
cess. More often than not, however, a particular IT breakthrough
surprised companies, and they found themselves in a position of stra-
tegic jeopardy—that is, the breakthrough forced a company to match
a competitor’s IT initiative just to keep their customers. Furthermore,
by the late 1990s, horizontally integrated structures had already weak-
ened and replaced more vertically integrated structures in most indus-
tries. IT had facilitated these changes by lessening coordination costs
and permitting more efficient, but more complex, outsourcing and
strategic alliance relationships.93 Thus, it was easier for specialists to
penetrate various parts of the value chain of industries. Product and



250 A Nation Transformed by Information

service development cycles continued to shorten, and innovative ways
were developed to sense and respond to customers’ needs. The strategic
role of the computer, in turn, brought line management directly into
the management of IT through both capital and annual budgeting
processes.

Impact on Product and Services

Much of an ongoing controversy about the value of IT investments
resided in the inherent robustness of IT. IT could be applied to in-
crease efficiency in order to reduce the price of products and services,
and IT could be used to add unique features to products and services.
But, unless organizations directly managed the investments in IT so
that the investments increased profits in the firm, the measurements
of investments were elusive and hard to quantify.

Halving the cost. The economics of information as a declining cost
resource relative to the increasing costs of scarce resources resulted in
a gradual phenomenon in which organizations increasingly substituted
information for scarce resources in the production of goods and serv-
ices. As the mix of resources continued toward information and away
from scarce resources, the cost of the product or service declined—
firms eventually passed these savings onto the consumer. Once senior
managers recognized the strategic importance of the substitution, they
often rallied their organizations with goals to halve the cost of the
product or service over time without reducing its quality.

Doubling the quality. The information resource was much more ro-
bust than just affecting the cost of the product or service of the orga-
nization; organizations also used it to increase the quality. Similarly,
once senior management realized how information could be used to
increase the value to the customer through increased levels of service
(e.g., easy-to-use information on how to use the product or service
more effectively) or increased levels of performance of the product
(e.g., substituting electronic fuel systems for mechanical fuel systems
in automobiles to improve the overall performance and reliability of
the vehicle), goals were often set to double the ‘‘quality’’ of the product
or service while holding cost constant.

Adding previously impossible features. Closely aligned with increasing
the quality was using IT to add features to the products or services
that had not before been possible. For example, car manufacturers
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incorporated (computer-based antilock braking systems (ABS) into
vehicles. The way that ABS worked to sense and respond electronically
to the friction of the wheel on the road incorporated unique features
of computer technology not previously available in other technologies.

By the late 1990s, the application of computer chips that cost only
dollars per chip had made the computer ubiquitous. More than a
trillion chips were embedded in millions of products. An automobile
had as many as 150 embedded computer chips doing everything from
the aforementioned ABS based upon road conditions to communicating
the location of the vehicle to the driver through accessing the Global
Positioning System (GPS). Networking of computers through the In-
ternet had come of age, and it set off a new wave of computer appli-
cations promising new IT-enabled benefits for customers.

Rise of the Caseworker

In the Industrial Age, companies divided work into work done by two
classes of workers. Companies differentiated classes by the amount of
their education: white-collar workers usually were college educated
and were managers and professionals such as accountants and engi-
neers; blue-collar workers usually had graduated from high school.
The overall business model was such that white-collar workers de-
signed the way that work would be carried out as codified through task
definitions, job responsibilities, and policies. White-collar workers also
supervised blue-collar workers to ensure that they carried out the work
properly. When firms detected variances in a plan, the white-collar
workers ‘‘managed’’ by taking corrective actions.

In the Information Age, the line between white-collar and blue-collar
workers broke down as the sharp distinction between designing work
and carrying out that work blurred. Also contributing to the breakdown
was that serving customers with ‘‘sense and respond’’ strategies re-
quired workers to operate as caseworkers and cope with a much more
complex work environment. Consumers further complicated the new
work environment with their new demands for faster product cycles
and service times, which in turn required access to more knowledge
faster than ever before. The combination of these factors is illustrated
in figure 7.4.

Also illustrated in figure 7.4 is the barrier that workers encountered
as complexity and access to knowledge reached a point where the
workers could not perform without effectively leveraging IT. As noted
previously, the role of IT in leveraging the capabilities of a worker had
been conceptualized as providing a ‘‘shadow-partner’’ to a caseworker,
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Figure 7.4 The Caseworker Paradox

enabling the caseworker to quickly access databases and networks that
contained the knowledge necessary for the worker to carry out value-
added activities.94

The IT-enabled caseworker promoted the paradigm of client-server
computing. The caseworker used a ‘‘client’’ computer interact directly
in real time to other computers (servers) to access customer information
and product databases. Rapidly, the interaction began to expand to
networked computers of suppliers, outsourcers, and others that might
provide information to enhance the service to the customer.

New Benchmarks of Organizational Performance

During the latter part of the DP Era the broader role that computers
could play in the organization began to emerge, but the impact of the
Micro Era made apparent that computers were much more than
transaction-processing machines. New benchmarks began to emerge,
pioneered by the innovative, high-growth companies in the Informa-
tion Age which aggressively led the way in applying computers. As
shown in table 7.2, IBM ranked number one in market value 95 during
the DP Era and most of the Micro Era. However, by 1997 both
Microsoft’s and Intel’s market values were greater than IBM’s. And in
July 1998, Cisco, a company that started by making switches and
routers.96 for networks, also surpassed $100 billion in market value.97

Cisco not only pioneered the use of the intranet in its own business,
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Table 7.2 Market Value and Sales per Employee

Market Value Rank

1978 1986 1997 Company Name

Sales per Employee

1978 1986 1997

5 3 1 General Electric $49,012 $98,081 $320,797
16 16 2 Coca-Cola 120,164 309,259 639,593
NA 577 3 Microsoft NA 171,304 510,885
3 2 4 Exxon 464,112 685,176 1,503,490

17 9 5 Merck 69,040 134,492 439,348
273 216 6 Intel 36,690 69,506 393,564
27 8 7 Philip Morris 82,814 186,315 369,171
1 1 8 IBM 64,747 127,011 291,348
2 4 9 AT&T 50,969 169,391 401,557

54 39 10 Pfizer 58,038 111,900 254,146
11 18 11 Procter & Gamble 147,267 208,635 337,396
53 26 12 Bristol-Myers Squibb 75,167 138,564 311,586

467 17 13 Wal-Mart Stores 51,446 84,461 142,979
25 30 14 Johnson & Johnson 52,199 90,829 250,044
70 41 15 American International Group 11,026 315,842 762,217

Source: Standard & Poor’s Compustat. Market value ranks and SPE reflect calendar year-end
values.

thus demonstrating the strategic value of networking, but they also
built the hardware/software products required by other companies to
move toward an integrated network and strategic intranets.

Sales per Employee (SPE). Before computers became ubiquitous,
SPE remained around $50,000 to $100,000. Employers considered
labor fungible and measured it in hours. When sales increased, plan-
ning factors automatically proportionately increased all other resources
required to produce the increment in sales, thus maintaining the
‘‘march to the northeast corner.’’ As noted, during the Micro Era
overall organizational learning about how to use and exploit the poten-
tial of IT expanded tremendously. SPE became a variable, and leading
companies achieved SPE that grew to levels between $250,000 and
more than $1,000,000. Table 7.2 illustrates the top fifteen U.S. com-
panies in terms of market value at the end of 1997 and their respective
SPE. Five of these leading companies had SPE that were more than
one and a half times that of their industry’s average, and all but two
companies had SPE that were higher than the industry average.98 While
not conclusive, these numbers provide evidence that SPE correlated
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with computer-leveraged revenue-generation activities in the firm—as
companies transformed from DP Era practices (1978) to Micro Era
practices (1986) to Network Era practices (1997) their SPE increased
at rates of 1.5 times to close to 29 times their previous era’s SPE.99

Organizations who paid more attention to mining customer databases,
building intellectual assets, and knowledge management, appeared to
have higher SPE.

Market value. Market value of companies went a long way toward
replacing sales as a benchmark of successful companies. In the Indus-
trial Age, sales generally correlated with market share, and companies
with a large market share could more easily control prices and protect
margins. Market value of companies was a rough measure of what
investors expected would be the long-term return for their investments
in a company. The suspicion was that market value also reflected the
overall capacity of the company to innovate in maintaining their com-
petitive position.

In table 7.2, the 1978 and 1986 ranks of the market values for the
top fifteen companies in 1997 are also shown. As noted earlier, both
Microsoft’s and Intel’s market value in 1997 exceeded that of IBM.
Both Microsoft and Intel, however, had vastly smaller sales (IBM,
Microsoft, and Intel had 1997 sales of $78.5 billion, $11.4 billion, and
$25.1 billion, respectively).100

Summary

The management of IT has passed through three eras during which
long periods of organizational learning have transpired. Management
of the computer as an Industrial Age machine characterized the DP
Era. Engineers installed massive computers that consisted of room-
sized cabinets and whirling tape drives, with the entire computer en-
closed in specially designed machine rooms. Technicians were re-
cruited to tend to the machines. People associated the large size of
mainframe computers with the power of the machine to do work. It is
amusing to know that as computers were miniaturized into minicom-
puters, some DP managers placed the smaller minicomputers into
larger cabinets because they feared senior managers would not think
that the smaller computers were powerful enough to do the work of
the larger ones.
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But with the cumulative experience of applying computers, DP man-
agers began to discover that computers were much more than the
electric mechanical machines of the Industrial Era. They discovered
that not only could paper-based transactions be automated, but the
paper-based processes could also be redesigned to be much more ef-
ficient through the electronic processing. Furthermore, they discovered
that transaction processing could be integrated across the traditional
functions: simultaneously, an order could be taken from a customer,
inventory reserved, the order scheduled for production in the factory,
and an invoice sent. Attempting to implement these types of applica-
tions put the DP managers on the fulcrum of complex, hard-to-do
organizational changes. Failures to consummate the required organi-
zational changes effectively resulted in less than optimal use of com-
puters, and, in turn, the turnover of DP managers increased to 30 to
40 percent during the mid-1970s101 and remained high through the
1980s and 1990s. Nevertheless, the opportunity to continuously change
and improve business operations and customer service through IT
became the hallmark of managing Information Age organizations.

The Micro Era formally began with IBM’s introduction of the Per-
sonal Computer (PC). The term connoted that the computer was not
necessarily a large, high-cost machine, but something that could be
used by individual workers to do more work efficiently. The innovation
of the desktop PC was so radical in its time that most centralized DP
or IS departments either ignored it or attempted to rid the organization
of the machines. But the PC makers went around the DP departments
and sold PCs directly to users in the various functional areas: spread-
sheets to financial and accounting departments, word processing to
secretaries, and graphic systems to graphic arts departments. The result
was a bifurcation in the management of IT in the firm: the central DP
department used its centrally managed mainframes for transaction
processing, and the users managed their PCs individually.

While IBM introduced the low-cost PC to the commercial organi-
zation, Apollo Computer invented a more expensive microcomputer
to appeal to the scientific customer; it called this computer the work-
station. Sun Microsystems followed close behind and became the in-
dustry’s innovator, by introducing a workstation that included the
UNIX operating system, the Ethernet, and the TCP/IP protocol for
networking computers efficiently.

The first shifts toward the convergence of scientific and commercial
computers could be seen during the Micro Era. In 1986, Cisco shipped
its first product, the AGS router that facilitated the integration of
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computers in the organization into networks. And corporations such
as Novell and Microsoft were developing software that would help
corporations to link their microcomputers with workstations that acted
as servers.

By the 1990s, the fragmentation resulting from the proliferation of
computers in the organization reached a point where many began to
question the overall return from IT investments, and the impetus for
networking clients and servers was greater than ever.102 Then, in the
mid-1990s, many businesses discovered the Internet. The dawn of the
Network Era once again changed the paradigm from managing indi-
vidual computers to managing networks of computers. Broadening the
management paradigm to networks shifted the focus from managing
technology to managing information resources enabled by IT. Accord-
ingly, refinements such as knowledge management, creating and main-
taining intellectual assets, providing self-service to customers over the
Internet, and even directly distributing products over the Internet have
become emerging areas of study. A major shift has occurred in the
organizational concept of a computer—from a machine to automate
work to an enabler of a new information resource that could be lev-
eraged by workers to create value.
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8

Computers in U.S. Households
Since 1977

Lee S. Sproull

By the concluding years of the twentieth century, the information age
was no stranger in the home or the office. By this time the American
household was extraordinarily well-equipped with information and
communication technologies. By 1995, 99 percent of U.S. households
had at least one radio; 98 percent had at least one television; 94 percent
had at least one telephone; 81 percent had at least one VCR; 63 percent
had cable service. In 1995, people over the age of eighteen spent about
3,400 hours watching television and videos, listening to the radio and
recorded music, playing home video games, and reading newspapers,
magazines, and books.1

The newest and potentially most powerful information technology
to enter the U.S. household is the personal microcomputer. In naming
the personal computer ‘‘Machine of the Year’’ for 1982, Time magazine
proclaimed, ‘‘The ‘information revolution’ that futurists have long
predicted has arrived, bringing with it the promise of dramatic changes
in the way people live and work, perhaps even in the way they think’’
(see figure 8.1). America will never be the same.’’ By 1997, twenty
years after the introduction of the personal computer (PC) 37 percent
of U.S. households owned one.

This chapter offers a sociological perspective on the spread, use, and
effects of computing technology in the U.S. home from 1977 to 1997.2

It extends the focus of the two previous chapters on the development
of computer technology and its role in business. In comparison with
literature on other information technologies in the home, little has
been written about the use and effects of the household computer.
This has occurred for at least two reasons. One is that the diffusion of
computers into the home is still in progress; therefore, documenting
its spread requires tracking a moving target.3 A second reason is that
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Figure 8.1 Machine of the Year. Each year, Timemagazine normally selects one person
who made the greatest difference in events of the prior year around the world. In
1983, for the first time in its history, Time selected something other than a person—
the personal computer. As the article accompanying the selection explained, this
information-handling appliance had quickly and powerfully effected a profound in-
fluence on how Americans worked and played. In 1982, more than a million personal
computers were sold. Reprinted with permission from Time, Inc., � 1983 All Rights
Reserved.

the basic functionality of the home computer changed radically during
this twenty-year period. Consequently the computer’s uses and effects
also changed, and theories or explanations based on one set of uses
(such as efficient word processing or numerical calculation) are not
especially helpful in understanding another set of uses (such as online
chatrooms.)

Home computers merge attributes of what were previously three
distinct realms of information technology found in the home: stand-
alone tools like typewriters and calculators; printed media like mail,
newspapers, and magazines that are delivered by physical transport;
and signal media like telephone, radio, and television that are delivered
by beams, wires, or cables. Information in printed media could be
archived in the home, manipulated to at least some extent, and shared
or accessed asynchronously. Information in signal media was more
difficult to archive and manipulate in the home and, with the excep-
tion of prerecorded music and video, could be experienced only in
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real time. Home computers connected to the Internet can access,
store, and manipulate information; they can also be used to participate
in synchronous or asynchronous communication. Ultimately satisfy-
ing explanations for the spread, use, and effects of household comput-
ing must acknowledge how merging attributes of these previously sep-
arate realms changes peoples’ relationship to information and their
world.

The ‘‘information revolution’’ claimed by Time in 1983 is still un-
derway in 1997. The technology continues to evolve: machines become
more powerful; software becomes more complex. The industry struc-
ture for providing hardware, software, communications, and content
is in a state of flux. The political and regulatory environment for such
issues as privacy, free speech, and intellectual property is at least as
uncertain. In the meantime, computers in the home have become the
new focus for some enduring themes in the history of information
technology and media.

First, acquisition of information technology is associated with social
privilege. The presence of a home computer is associated with markers
of social privilege such as family income, education level, race, and
gender. To the extent that the use of home computers confers advan-
tage in knowledge, skills, or outlook, differential access to home com-
puters will reinforce distinctions based on social privilege.

Second, children are particularly susceptible to the potential conse-
quences of information technology, both positive and negative. Public
officials and at least some parents see great educational potential in
home (and school) computers. At the same time, they worry that
children can easily be exposed to inappropriate content and people and
behavior.

Third, information technology has affected family dynamics. In many
cases, the networked household computer brought together family
members residing outside the household, just as the telephone helped
people stay in touch with local or distant relatives. And it also reduced
family interaction within some households as the television has done.

Fourth, all information technologies change the boundaries between
the household and the larger world. This may become the most im-
portant and enduring effect of the computer on the household. Socia-
bility boundaries were changed by the telephone, which was used to
reinforce patterns of face-to-face communication and reduce rural iso-
lation. While the telephone extended the boundaries of face-to-face
relationships, networked computers allowed people to communicate
with others whom they had never met and join groups of people that
will never meet face-to-face.
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This chapter explores each of these themes in turn, after describing
how the home computer changed and diffused over the first twenty
years of the PC era. (see table 8.1).

Three Eras of Household Computing

During the twenty-year period covered by this chapter, household
computers increased and changed in functionality and were acquired
for different reasons for different family members. In the first era of
home computing (1977–1984), stand-alone machines were acquired for
entertainment and self-improvement. In the second era (1984–1994),
household machines began to be connected to on-line databases and to
people in distant areas. In the third era (1994–1997), household ma-
chines were connected to the Internet and the World Wide Web. The
era boundaries are approximations that characterize a difference in
emphasis, rather than delineating discrete periods.

Stand-alone Machines

The personal computer first entered the U.S. household by way of the
garage and the workbench in 1975 with the introduction of a machine
for electronics hobbyists. The January 1975 cover story of Popular
Electronics introduced the Altair 8800—‘‘a full-blown computer that
can hold its own against sophisticated minicomputers,’’ a machine that
could be put to uses such as ‘‘an automated control for a ham [radio]
station, a digital clock with time zone conversion, an autopilot for
planes and boats, navigation computer, and a brain for a robot.’’4 The
Altair came ‘‘complete’’ with a 256 bytes of memory (expandable for
an additional cost), but no keyboard, monitor, or storage device; it cost
$395 in kit form or $495 ‘‘fully assembled.’’ The Altair and its brethren
thrilled electronics hobbyists and tinkerers, many of whom worked
with larger computers in their day jobs but craved a machine of their
own.

One of those hobbyists, who had been a video arcade game designer
for Atari, built a machine in 1977 that propelled the home computer
out of the garage and into the living quarters. The hobbyist was Steve
Wozniak; the machine was the Apple II.5 Its color graphics, sound,
and control paddles referenced the video game arcade more than the
electronics shop, but its sleek case looked more at home in the family
room than on the workbench.6 Hobbyists and gamers bought most of
the earliest Apples, enchanted by their interactivity and controllability.



Table 8.1 Timeline for Computers in the U.S. Household, 1977–1997.

1975 Altair 8800 launched
1977 Apple II introduced; generates $2 million in revenue

24,000 home computers sell this year
1979 Apple enters education market

VisiCalc introduced
Usenet News introduced

1980 H&R Block acquires and funds CompuServe
VisiCalc is top-selling program
52,000 home computers sell this year

1981 Apple revenue is $335 million
IBM introduces PC in August

1982 Time named computer ‘‘Machine of the Year’’ for 1982, in January 3, 1983,
issue

1983 Microsoft launches Word, a word processing program
IBM announces PC Jr. (in November)
2 million home computers sell this year
90 percent of software sales are games

1984 IBM, Sears, and CBS found Prodigy
6.98 million households have computers
50 percent of software sales are games; 50 percent are self-improvement

(educational software or home management)
1985 The ’WELL founded

Q-Link, precursor of America Online, founded
Intuit founded

1989 13.68 million households have computers
2 million subscribers to on-line services
AOL nationwide service launched

1993 First Internet mail message sent by a U.S. president, 2 March 1993
22.6 million households have computers
1 million households subscribe to Prodigy; 1.2 million households subscribe

to CompuServe
150 Web sites (July)

1994 Estimated number of subscribers to on-line services: 3.8 million
Estimated number of Usenet sites: 180,000

1995 Netscape goes public
Estimated number of subscribers to on-line services: 12 million

1996 Four NetDays held in 1996 and 1997
1997 AOL: 10 million household subscribers

Compuserve: 2 million household subscribers
2.4 million Web sites (December)
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Early software vendors targeted these users, mostly young males;
through 1983, 90 percent of all home software sold was game software.7

A second early route into the home was motivated by self-
improvement, or vicarious self-improvement for one’s children, rather
than hobbies and entertainment. In this route the home computer was
viewed as an information-processing tool that could be employed in
the service of improving one’s performance at work or school. Before
corporations began providing their employees with PCs, some man-
agers and professionals purchased home computers expressly for work-
related purposes. They brought work home from the office to run on
their home machines in the evening and amazed their co-workers the
next day with the speed and complexity of their analyses. VisiCalc, the
first commercially available spreadsheet program, was the most popu-
larly used software for this purpose. Indeed, VisiCalc, introduced in
1979 for the Apple II, became the home computer industry’s first
‘‘killer application’’—an application so important that it alone justified
the computer purchase. Beginning in 1979, customers would appar-
ently go to a computer retail store to purchase VisiCalc, and then ‘‘ask
for something to run it on.’’8

In 1979 educational software for the Apple II began to appear. School
districts bought thousands of machines in the early 1980s and parents
began buying home computers and educational software for their chil-
dren. Whether or not children actually learned any more or any dif-
ferently as a result of using computers (at home or at school), educa-
tional improvement for children was another important motivation for
acquiring a home computer. Indeed by 1984 when 7 million households
(8 percent of all U.S. households) had a personal computer, software
sales for games had dropped from 90 percent to 50 percent of total
sales; self-improvement software (educational and home office) repre-
sented the other 50 percent.9

The number of households with a home computer had tripled from
7 million in 1984 to 22.6 million at the end of 1993 (24 percent of
households), with most of those machines running more powerful and
varied descendents of the entertainment and self-improvement soft-
ware introduced in the first decade of home computers. The early days
of the home computer, whether as toy or tool, emphasized personal
control and independence from the rest of the world—people using a
home machine did not have to share it with anyone else. They could
write programs, play games, run educational software, do numerical
calculations and word processing in their own home and on their own
schedule. There was no need to stand in line at the video arcade,
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schedule time at the school computer lab, or ‘‘borrow’’ computing
resources from an employer.

On-line Services

The early home computers could not store much data in a permanent
form. The data required to store a book, an encyclopedia, or a map
database was too bulky for these machines. Kitchen databases for rec-
ipes, menu planning, and grocery lists seemed more trouble than they
were worth. The same home users who bought VisiCalc for spreadsheet
analysis would probably have been very interested in databases of
financial information, news, and flight schedules. But these databases
were too big to be stored on a home machine, needed to be updated
frequently, and were owned and maintained by commercial interests
whose business models were based on providing access to commercial
mainframe customers.

During the 1980s, businesses such as Compuserve, Prodigy, and
America Online began providing households with on-line access to
commercial databases.10 Each on-line service provided an interface to
a variety of different commercial databases such as airline schedules,
newswires, and financial information. A customer, using a modem,
made a telephone call to connect the home computer to the on-line
service’s mainframe computer. Once the call connected the two ma-
chines, the home customer could see information from any of the
provided databases displayed on the screen of the home machine. By
1994 an estimated 3.8 million households subscribed to on-line serv-
ices, representing about 17 percent of all households with computers.

Internet and the Web By 1987, ten years after the introduction of the
Apple II, all the elements of the home information revolution seemed
to be in place. Home computer hardware had continued to increase in
power. Large disks and CD-ROMS supplied bulk data and storage.
Entertainment and self-improvement were supported by extensive
software. The most compelling ten-year forecast at that time would
simply extend these elements directly into 1997. Children and teen-
agers would use more powerful home machines for ever-more engaging
games and learning. Adults would use the machines for more home
information management and analysis. Everyone would do more word
processing and document preparation. And, via commercial services,
people would access more databases. While all of these trends did
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indeed continue as forecasted through 1997, there were two big sur-
prises.

The first surprise—electronic mail—echoed an earlier surprise ex-
perienced by the computer science research community in the early
1970s. In order to share scarce research computing resources at that
time, the U.S. Department of Defense Advanced Research Projects
Agency (ARPA) sponsored the development of networking technolo-
gies to link remote computers together. Using this technology, re-
searchers at any computer ‘‘on the Net’’ could remotely log-in to
any other computer on the net and run jobs or exchange files.11 To
people’s surprise the most popular and extensively used feature of the
ARPANET was electronic mail (e-mail), a way for people to send text-
based messages rapidly and conveniently to other people or groups.12

On-line services companies defined their business as providing da-
tabase access to household customers hungry for information. Like the
ARPANET developers, they did not realize that people were also eager
to talk with one another.13 Most of the on-line services viewed e-mail
as a necessary but unprofitable and technically uninteresting feature.
They imposed strict limits on the size of people’s mailboxes, shut
down service during high-volume periods, censored people’s messages
to groups, and terminated service to customers who complained about
unsatisfactory e-mail performance.14

Only one on-line services company, America Online (AOL, estab-
lished in 1989), actively courted households whose members wanted
to communicate with one another (via e-mail, electronic discussion
forums, and electronic chat rooms) as well as acquire information via
databases. After Netscape introduced its browser in 1994, AOL grew
to more than 10 million subscribers by 1997, representing more than
half of the 19 million households with on-line services in that year.
AOL sales rose from $40 million in 1993 to $105 million in 1994, and
to $394 million in 1995. In 1997 the average subscriber spent 51
minutes a day logged in to AOL; 43 percent of that time was spent for
sociability (e-mail and chat), 57 percent was spent for information and
entertainment (content sites and ‘‘surfing’’ the web).15

The second surprise was the introduction of the World Wide Web
in 1990 and that of the browser in 1994; both innovations together
provided an easy way to find and publish information on the Internet.
The Web created a positive information feedback loop for its users.
Because it was easy to find information, more people ‘‘surfed the Web’’
looking for information. Because more people were looking for infor-
mation, more people and organizations published information on the
Web for them to find. In 1993 there were 150 web sites, and by the
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end of 1997. There were 2.45 million Web sites.16 People could use
their home computer and a Web browser to order a book, download a
form from the IRS, submit a college application, follow a sports team,
read a presidential proclamation, or ‘‘publish’’ their wedding pictures.
The stand-alone home computer gave household members personal
control in their pursuit of entertainment and self-improvement. On-
line services gave them access to large databases and electronic socia-
bility. The World Wide Web gave them personal control of on-line
information-based transactions.

Access to Household Computing Varies

by Social Status

Although access to home computers continued to increase by the end
of the twentieth century, access and the increase in access were not
homogenous across social categories. Like access to printed materials
in the eighteenth and nineteenth centuries and access to household
telephones in the first half of the twentieth century, social status influ-
enced access to home computers and how they were used. Because
using a home computer is perceived to lead to such socially desirable
consequences as better-educated children and a more-informed citi-
zenry, inequality in access is viewed as a public policy problem.

Gender Inequality

The two earliest routes for computers into the homes—electronics
tinkering and video arcade games—were unfamiliar and unappealing
territory for females. By the early 1980s boys outnumbered girls in
programming courses and computer camps by eight to one, and boys
monopolized computers at school. Game software for home machines
offered ‘‘an array of land battles, space wars, and other forms of de-
struction.’’17 And even educational software relied heavily on sports or
battle metaphors. By the late 1980s, girls were still less likely than boys
to have a computer in the home. And even when they did have a
computer at home, girls did not derive as much educational benefit
from it as did boys, based on standardized test scores and school
grades.18

After 1989 the gender gap in access to home computing closed, so
that by 1995 males and females were equally likely to have a computer
in the home. Men still made more frequent use of it than did women,
however, both for stand-alone activities and for on-line activities.19 But
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girls nineteen years old and younger used it as frequently as boys,
leading observers to conclude that the gender gap in home computing
could disappear entirely with the next generation. Usage styles and
preferences continued to differ, however, which may lead to a contin-
uation of differences in educational outcomes.20

Income Equality

During the 1980s and 1990s, when tens of millions of computers were
bought by households, their acquisition varied greatly by household
income level in the United States (see table 8.2). By 1993 only 7 percent
of the lowest income-quartile households (annual income of $15,000 a
year or less) had a computer while about 55 percent of the highest
income-quartile households (annual income of $50,000 or more) had a
computer.21 By 1997, although more households at all income levels
had a computer, the ‘‘digital divide’’ had actually increased: about 13
percent of households with an annual income of $15,000 a year or less
had a computer in 1997, whereas about 68 percent of households with
an annual income of $50,000 or greater had a computer.22

Racial and Ethnic Inequality

Home computers were also unequally distributed across households of
different racial or ethnic status in the United States. In 1993 more than
30 percent of whites and 37 percent of Asians lived in a household
with a computer, whereas only 13 percent of Hispanics, Blacks, and
Native Americans lived in a household with a computer. Statistically
controlling for other factors—such as income and level of education—
that are also associated with racial or ethnic status reduces the disparity
attributable exclusively to racial or ethnic status. Net of other factors,
about 29 percent of whites and 31 percent of Asians lived in households
with computers in 1993; between 17 percent and 19 percent of His-
panics, Blacks, and Native Americans did so.23

In 1997 white households were still more than twice as likely (40.8
percent) to own a computer as black (19.3 percent) or Hispanic (19.4
percent) households. As with income, the digital divide between racial
groups in household computers had increased since 1994. Even at
income levels above $75,000, white households are more likely to have
computers (76.3 percent) than are black households (64.1 percent).24
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Children and Family Dynamics

That vicarious self-improvement (i.e., improvement for one’s children)
is a motivation for home computer ownership is signaled by the fact
that by 1997 almost twice as many households with children owned a
personal computer as did households without children.25 And in those
families with children, the children spent more time using the com-
puter than did their parents.26 To be sure, children more often used
the computer for entertainment rather than for learning.27 But parents
believed that computer use would also improve children’s school per-
formance and help prepare them for twenty-first-century careers. This
belief was probably fueled partly by vendor advertising campaigns
targeted to parents that delivered precisely those messages, and partly
by schools embracing first stand-alone computers, then the Internet,
as important learning technologies.

The only large-scale research on the effects of home computers on
children’s educational performance, conducted midway through the
twenty-year history of home computers, did document positive edu-
cational effects, thus validating parental optimism. However after sta-
tistically controlling for other household variables (such as economic
status) that are also associated with children’s educational performance,
the net effect of household computers was found to be rather small,
an increase of about 3 percent to 5 percent in standardized test scores.28

In the 1990s household and school Internet access impelled two
apparently contradictory public policy orientations toward children
being on-line. One was that children and teens should be encouraged
to use the Internet for self-improvement. In 1996 and 1997, ‘‘NetDay’’
programs saw volunteers from high-technology companies and politi-
cians, including Vice President Al Gore, wiring public school buildings
for Internet access. Approximately 50,000 schools, 10,000 business
sponsors, and 100,000 volunteers participated to wire an average of six
classrooms per school in four NetDays.29 Also various governmental
subsidies have been authorized to reduce economic disparities in house-
hold (and school) Internet access. But while encouraging Internet ac-
cess, public figures also believe they must protect children and teens
from unsavory people and content they could encounter on-line. The
federal Communications Decency Act was passed in 1996, making it
illegal to provide ‘‘indecent’’ or ‘‘patently offensive’’ material to minors
via the Internet. While this legislation was ruled unconstitutional in
the same year, officials continued to press for protection through re-
quiring that publicly funded programs use filtering software to block
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Table 8.2 Level of Access and Use of Computers in U.S. Households, 1984–1997

Number

1984 1989 1993 1997

Percent

1984 1989 1993 1997

Access, use, and age
Households with computer 6,980 13,683 22,605 38,748 8.2 15.0 22.8 36.6

A. All races
3 to 17 years (14 years in 1997) 51,482 52,667 55,827 47,961

Access to a computer at home 7,697 12,082 17,829 27,750 15.3 24.2 31.9 46.6

Use home computer 5,679 8,547 12,527 18,774 74.2 71.1 74.7 80.7

Use computer at school 12,284 20,664 28,848 30,839 28.0 46.0 60.6 70.7

Use computer any place 15,542 24,216 32,659 34,800 30.2 46.0 58.5 72.5

18 and over (15 in 1997) 169,786 180,123 187,405 207,730

Access to a computer at home 14,999 29,615 47,988 85,730 9.1 17.3 25.6 41.3

Use home computer 7,757 16,758 30,165 62,240 53.3 58.4 65.6 72.9

Use computer at school 3,839 5,564 7,439 18,730 30.8 43.6 53.8 65.9

Use computer at work 24,172 40,245 51,106 64,330 24.6 36.8 45.8 49.0

Use computer any place 31,099 50,668 67,397 n.a. 18.3 28.1 36.0 n.a.

B. White
3 to 17 years (14 years in 1997) 41,915 42,262 44,242 37,600

Access to a computer at home 7,048 10,773 15,821 19,980 17.1 26.7 35.8 53.0

Use home computer 5,186 7,685 11,248 16,310 74.0 71.7 75.3 81.6

Use computer at school 10,827 17,463 23,799 24,710 30.3 48.2 62.7 72.5
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Use computer any place 13,782 20,662 27,178 n.a. 32.9 48.9 61.4 n.a.

18 and over (15 and over in 1997) 146,693 154,236 158,927 173,500

Access to a computer at home 13,782 26,902 42,814 77,500 9.6 18.3 26.9 43.9

Use home computer 7,151 15,462 27,417 55,590 53.4 59.2 66.7 73.5

Use computer at school 3,269 4,709 5,980 14,708 31.0 43.6 53.1 65

Use computer at work 21,795 35,977 45,326 55,899 25.3 37.8 47.1 50.3

Use computer any place 27,940 45,264 59,532 n.a. 19.0 29.4 37.5 n.a.

C. Black
3 to 17 years (14 years in 1997) 7,721 8,212 8,836 7,793

Access to a computer at home 461 806 1,152 1,880 6.1 10.6 13.0 24.4

Use home computer 350 518 721 1,382 75.9 65.0 67.3 73.5

Use computer at school 1,032 2,416 3,786 4,583 15.9 35.1 50.9 63.9

Use computer any place 1,254 2,622 4,031 n.a. 16.2 31.9 45.6 n.a.

18 and over (15 and over in 1997) 18,403 20,007 21,361 24,750

Access to a computer at home 780 1,573 2,949 5,407 4.4 8.4 13.8 21.8

Use home computer 406 733 1582 3,618 54.0 50.6 56.8 67.9

Use computer at school 367 506 909 2,843 26.1 38.9 54.8 69.4

Use computer at work 1,724 2,990 4,072 5,647 18.3 27.6 36.1 39.5

Use computer any place 2,259 3,673 5,335 n.a. 12.3 18.4 25.0 n.a.

The 1997 data were collected in October 1997 in the Current Population Survey (CPS), which is an ongoing monthly survey of approximately 55,000 households. The
1993 data were collected in the October 1993 CPS. The 1993 and 1997 data are consistent with Current Population Reports (CPR), Series P-23 No. 171, ‘‘Computer Use
in the United States: 1989’’ and No. 155, ‘‘Computer Use in the United States: 1984.’’ The 1997 data were derived from the U.S. Census Department on-line database;
the 1993, 1989, and 1984 data are based on Census reports. As with all sample surveys, the CPS estimates may differ from the figure that would have been obtained
if a complete census had been taken on the same date using the same schedules, instructions, and enumerators.
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access to objectionable sites. The tension between the potential for
information technology to uplift and improve and the potential for it
to corrupt and degrade has been a persistent theme in U.S. society
since the nineteenth century. Children’s use of the home computer
and the Internet provide just the most recent variation of the theme.

Another tension played out in the family household is that between
the potential for the home computer to strengthen family ties by bring-
ing the family closer together and the potential to weaken those ties
by encouraging family members to pursue independent interests. By
the mid-nineteenth century, information abundance allowed people to
express their individuality in their choice of what to read. Family
members could choose different newspapers, tracts, and books, de-
pending on their interest.30 In the first half of the twentieth century,
family members gathered around their one family radio to listen to-
gether to the same programs. All family members listened to the same
program at the same time.31 By the late 1990s, when the average U.S.
household had 5.6 radios, listening together had become exceedingly
uncommon. After World War II television replaced radio as the house-
hold information technology with the potential to alter family dynam-
ics. Although television was marketed as a way to bring household
members together, research has consistently documented that an in-
crease in television viewing has resulted in a decrease in family com-
munication.32

In 1982 the Family Opportunity Act was introduced in the U.S.
House of Representatives; the act was to provide a $500 tax credit to
U.S. households purchasing home computer hardware and software,
in order ‘‘to keep families together more often and to strengthen loos-
ening family ties.’’33 Although the legislation did not pass, the vision
behind its rhetoric evoked the same hope as that held for the earlier
household technologies of radio and television. Unlike those earlier
technologies, whose design at least afforded the opportunity for shared
experience, the household computer was intentionally designed to be
used by only one person at a time. Indeed in its 1983 ‘‘Computer of
the Year’’ issue, Time characterized the family computer as ‘‘kind of
like the bathroom. If someone is using it, you wait your turn.’’34

If family members do not share the household computer at the same
time, a simple time-displacement argument suggests that a family
member who spends more hours at the computer would have fewer
hours available for other activities, including family interaction. News-
paper accounts and letters to advice columnists describe the agony of
‘‘computer widows’’ whose husbands disappeared from the family to
spend all their time in front of the home-computer screen. Although
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such stories are colorful, they are not unique to home computers. The
‘‘football widow’’ was deserted by her television-engrossed spouse; the
‘‘baseball widow,’’ by her radio-engrossed one.

Systematic research suggests that the time spent using a home com-
puter in part displaces television viewing but not reading books, news-
papers, and magazines.35 To the extent that television viewing is an
individual activity rather than one embedded in family interaction,
increased computer use would not diminish family interaction. But
increased computer and Internet use can also directly diminish family
interaction. Both self-report surveys and longitudinal studies using logs
of computer time show that family members who spend more time
using the home computer are likely to spend less time interacting with
other household family members.36

Changing Boundaries between the Household

and the Larger World

The Office–Home Boundary

Before home computers, the primary technology for bringing office
work into the home was the briefcase. In the 1960s and 1970s, many
white-collar workers and professionals worked at home in the evenings
at least occasionally, usually reading or writing.37 In the earliest days
of the home computer, before corporations began providing PCs in
offices, small numbers of managers and professionals purchased home
computers expressly for work-related purposes and brought work home
from the office to run on their home machines. As previously discussed,
VisiCalc was probably the most popular software for this activity.

Beginning in the late 1970s, commentators expected that household
computers would allow large numbers of workers to telecommute from
home.38 Using a home computer connected to an employer’s mainframe
by a dial-up telephone line, employees could do their information work
just as productively at home as in the office. Policy-makers and cor-
porations saw telecommuting as a mechanism for energy conservation
(through reducing the consumption of gasoline) and financial savings
(through reducing office overhead). They believed employees would
benefit through reduced expenses for commuting, clothing, and meals,
and increased availability to other household members.

While all these benefits could possibly accrue as a result of telecom-
muting, by the mid-1990s the number of employees using their home
computer for full-time telecommuting was still quite small. Energy
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consumption had become less important as gasoline prices returned to
relatively low levels. Employers and employees both came to recognize
the value of ‘‘face-time,’’ the time spent in the office engaged with co-
workers and managers. And being available to other household mem-
bers during the day was considered a mixed blessing. While the num-
bers of full-time telecommuters remained small, in the late 1990s the
laptop computer joined (or replaced) the briefcase as a technology for
bringing work home. Workers also used the laptop as a way to stay in
touch with the office, via e-mail.

Employees have used their employers’ computing resources for ex-
tracurricular activities since at least the late 1960s, when computer
science researchers began playing ‘‘Space Wars’’ on university com-
puters. In the mid-1970s, ‘‘swarms’’ of people used university ma-
chines to play ‘‘Adventure’’—a fantasy, questing game, which later
spawned an entire industry of adventure games.39 In the 1980s several
popular game programs for personal computers came with a ‘‘disguise’’
feature, which could be used to mask the game screen swiftly with a
spreadsheet screen if the boss walked into the office.

Whenever people gained network access at work, they used the net
for extracurricular reasons as well as for work-related ones. Scientists
who were members of the early ARPANET community used research
machines to send personal e-mail, play games, and participate in non-
technical electronic discussions.40 An early study of corporate e-mail
categorized 40 percent of email messages as having a ‘‘non work’’ topic.
Moreover, most of the ‘‘non work’’ messages were not one-to-one
messages but were from electronic groups devoted to such topics as
movie reviews, wine tasting, and social clubs.41 Most corporations have
policies forbidding or regulating non work-related use of corporate
computing resources, but small violations are usually undetected or
unremarked.

The Home–Commerce Boundary

Beginning in 1994 with the availability of ‘‘browser’’ software for the
Web, households could use their home computers to connect directly
to retail stores and services. Because household access to the Web was
available for only the final two years in the period of this chapter, good
data on its uses and effects are not yet available. Many commentators
assert that the Web will both encourage more households to buy com-
puters and change patterns of use. If so, there are likely to be three
major ways in which household behavior will change with respect to
commerce.
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The first is that people will be able to access information about
products and services at their convenience, independent of time and
geography. Many consumer goods and services companies are posting
information for potential customers on their Web sites. Households
can find out about houses for sale in a particular area, with mortgage
terms and rates; books or records available at the nearest relevant store;
and price and product information for sewing machines or power tools,
and the address of the nearest distributor. When comparable infor-
mation for different retailers is easily available on-line, comparison
shopping becomes easier. And customers can become better informed
consumers.42

The second major way in which household behavior may change is
that people may engage in on-line purchase transactions, bypassing or
eliminating some face-to-face transactions entirely. The telephone and
postal service have long supported some kinds of home shopping. The
difference here is twofold: a much broader scope of goods and services
is likely to be offered via the Web, with more up-to-date and complex
product information; and intermediaries between the customers and
the product are likely to be Reduced. Thus, for example, a household
member may use an on-line brokerage service to buy or sell securities
with less delay—and paying a lower commission—than trying to reach
a human broker on the phone. On-line customers accounted for about
17 percent of all retail stock trades in 1997.43 Or a family member
might use an on-line bookstore to purchase a book at any hour of the
day or night. The technology underlying the Web makes it easy to
search and display the bookseller’s wares in many different ways. In
addition to the common categories found in physical bookstores and
paper-based catalogues such as genre, author, customer popularity,
and topic, customers can also see such categories as ‘‘other books
purchased by people who bought the book I’m considering,’’ ‘‘books
similar to ones I’ve purchased from this site previously,’’ ‘‘books fa-
vorably reviewed by specified reviewers, publications, or prize com-
mittees.’’

Changing the ease with which a family member buys a product or
service is not by itself sociologically interesting. More interesting—
and the third major behavioral change anticipated—is the possibility
that extensive use of home-computer–based commerce could change
some of the asymmetries between household consumers and businesses.
Families whose rural or inner-city location gives them relatively limited
access to goods and services (because merchants choose not to locate
nearby) may enjoy increased purchasing power. Families in any loca-
tion may have increased opportunity to talk with other consumers
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about their experiences, advice, or warnings. By 1997, some commer-
cial Web sites had begun to support chat rooms or discussions for-
ums where potential customers could communicate electronically with
sales personnel or other customers. Self-organizing electronic interest
groups not affiliated with any particular vendor afford an opportunity
for people to trade advice or experiences about purchases relevant to
members of the particular interest group. Merchants may also benefit
by using these groups as a form of unobtrusive market research.

The Home–Government Boundary

Households can also use their home computers to connect to local,
state, and federal government agencies with the same three types of
potential effects as is the case for commerce. Beginning in 1995 many
government agencies began providing on-line information about their
operations. Citizens could see up-to-date information about such mat-
ters as schedules for local transit, refuse collection, city council meet-
ings, congressional or agency hearings. They could also see minutes or
reports of meetings, press releases, and other public documents. Al-
though the government sector has no direct analogy to comparison
shopping in the commercial sector, commentators hope that the easy
availability of government information on-line could lead to a better
informed citizenry just as people could become better informed con-
sumers. Such outcomes are purely speculative at this point, however.

Analogous to on-line purchase transactions for commerce, house-
holds can or will be able to engage in on-line governmental transactions.
In a small number of municipalities residents can already pay utility
bills on-line (for example, in Blacksburg, Virginia) or apply for a
building permit (for example, in Cleveland, Ohio). At the federal level,
citizens can download tax forms. The Internal Revenue Service (IRS)
home page, displayed in figure 8.2, illustrates two ways in which
computer-mediated interaction with government agencies can differ
from other mediated forms of interaction with those agencies. First, if
a citizen has access to Web technology, time and space are no longer
constraints to the interaction. All forms are accessible twenty-four
hours a day. Second, the ‘‘voice’’ with which the agency interacts with
citizens can be modified relatively easily. This may lead to some con-
fusion on the part of citizens. Note the strangely informal tone of the
IRS site. Although this will surely be modified, it seems more than
slightly disconcerting to have the federal revenue service display such
a jocular, ‘‘aw shucks’’ tone.
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Again, as with the case of commerce, merely moving transactions
on-line is not likely to cause a noticeable change in the relationship
between households and government. What it may do is increase op-
portunities for citizens to connect with one another electronically about
civic or governmental issues Again, a small number of municipalities
have established electronic discussion groups or forums where resi-
dents or citizens can discuss issues of mutual concern such as affordable
housing or local pollution. Special interest nongovernmental organi-
zations also offer opportunities for people to connect electronically.
The Civic Practices Network, for example, lets people share ideas about
grassroots projects throughout the United States.

Electronic Sociability and Affiliation

Household members with a network connection can access not only
information on-line, they can also access other people. Some people
use e-mail to stay in touch with distant family members and friends.
When most colleges and universities provided their students with
e-mail accounts by the early 1990s, household e-mail became a popular
way for parents to stay in touch with their college-attending children.
In one national survey conducted in 1995, more than one-third of
respondents who had used the Internet for at least a year reported
using it several times every month to contact family members.44 Unlike
the telephone, which helps sustain only preexisting relationships, the
networked household computer also lets people initiate new relation-
ships—even with previously unknown relatives. Some people use In-
ternet search programs to find others who share their (presumably
uncommon) last name, then send an e-mail query to introduce them-
selves and discover if they are related. Although ‘‘meeting’’ previously
unknown family members via the Internet does occur, more common
is the case of a first encounter with a stranger in an electronic forum
or discussion group and, over time, developing a private e-mail rela-
tionship with that person. In the same national survey conducted in
1995, 14 percent of Internet users report that they had friends whom
they knew only through the Internet. A majority of these respondents
(60 percent) also reported meeting at least one of these friends face to
face.45

Electronic mail lets household members communicate with friends
and family members, but electronic bulletin boards, distribution lists,
chats, and forums let people participate in discussions, arguments, or
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Figure 8.2 A ‘‘Cool’’ IRS. Following extensive criticisms of its treatment of U.S.
taxpayers by both the press and the U.S. Congress, the Internal Revenue Service
began an extensive public relations campaign in the late 1990s to improve its image.
One of the first things it did was to develop a friendly Web site on the Internet that
presented a far different image of the IRS than the agency had ever had before. Like
many other organizations of the time, it used the Internet to reach out to the
American public. This figure illustrates the IRS home page as of October 29, 1998.
Address: www.irs.ustreas.gov/prod/cover.html.

debates with hundreds or thousands of other people whom they could
never meet face to face. Commercial services support proprietary
groups that are open only to their subscribers. Beginning in the 1990s
they also offered access to Internet groups, sometimes called Usenet
groups. Usenet groups were first created on the ARPANET in 1979
and, at that time, were accessible only via university computer ac-
counts. In 1980 there were fifteen ARPANET groups and ten posts a
day; in 1987, 5,000 groups saw 2.5 million bytes of posts a day; in
1992, 2.5 million people read Usenet groups totaling 35 million bytes
a day.46 Commercial services such as The Source began offering dial-
up access to electronic communication in 1979, although in the early
1980s few households participated relative to the number of people on
Usenet. The WELL, an active electronic community begun in 1985,
was characterized by one of its members as like a ‘‘family of invisible
friends.’’

By 1995 more than 100,000 electronic discussion groups were avail-
able to anyone with Internet access.47 Groups were self-organized
around technical topics (for example, hardware, software, or lan-
guages); hobbies and entertainment (for example, soap operas, sports
teams, bicycle racing, or dog breeding); social, cultural, and religious
orientations (for example, Lebanese culture, Catholicism, or gay and
lesbian groups); civic and political causes (for example, neo-Nazism,
marine pollution, or home schooling); and physical, mental, or emo-
tional ailments (for example, traumatic brain injury, diabetes, or de-
pression). Although people could use their home computer to access
databases of information about such topics, on-line groups flourished
because people like to talk to and hear from other people with opinions,
experiences, and information relevant to topics they care about. For
many household members, when determining whether to continue
paying for an on-line service, having an electronic connection to other
people was a more important decision factor than access to informa-
tion.48

www.irs.ustreas.gov/prod/cover.html
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Some local government electronic sites offered discussion forums as
well as access to the kinds of local government information described
in the previous section, thereby giving residents the opportunity to
participate in local community discussions from the convenience of
their home. As of 1997, however, most electronic groups were com-
posed of people who did not share a common geographic location.
Indeed the only attribute they necessarily shared in common, other
than network access, was an interest in the topic of the particular group.
In fact, the text-based nature of electronic communication eliminated
or attenuated most information about the people communicating—
other than the words they typed. At its best, this meant that people
could be judged solely by their words and not by other personal
characteristics such as race, gender, age, or appearance. At its worst,
this meant that people could forget that other human beings were
reading their words, leading to thoughtless remarks and inflammatory
behavior. The absence of personal information in electronic commu-
nication was aptly characterized in a 1993 New Yorker cartoon, which
noted that, ‘‘On the Internet, nobody knows you’re a dog’’ (see figure
8.3).

Electronic groups are typically characterized by egalitarian, free-
wheeling discussion. Anyone may post a message to a group; anyone
may respond, with the response visible to the entire group. Active
groups often have more than 100 new messages posted each day. The
energetic give and take in these groups led one on-line political activist
to characterize the role of on-line discussion in home computing in
this way:

Ben Franklin would have been the first owner of an Apple Computer.
Thomas Jefferson would have written the Declaration of Indepen-
dence on an IBM PC. But Tom Paine would have published Common
Sense on a computer bulletin board.49

Many on-line groups are characterized by lively, sometimes aggres-
sive, sometimes inane posts. But some are also characterized by deep
personal intimacy and support. Hundreds of groups, lists, and forums
are explicitly devoted to offering support to people with medical or
psychological ailments or afflictions. In these groups people ask and
answer questions about pharmaceutical dosages and side effects, alter-
native treatment protocols, likely or unlikely complications. Whereas
the topics of these posts could be found in medical databases, the
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Figure 8.3 Dog on the Internet. In 1993, cartoonist Peter Steiner pointed out an
obvious reality about the Internet, that any person (or apparently any animal) could
publish on the Internet without identifying themselves the way one normally did in
publishing an article or book, or in signing a letter. This anonymity was a new feature
of information exchange in the United States, raising concerns for accuracy and
accountability at the same time that Americans were enthusiastically embracing the
new medium. Courtesy The New Yorker Collection � 1993 Peter Steiner from
www.cartoonbank.com. All Rights Reserved.

information is conveyed through personal experience and feelings.50

Participants report deriving great psychological comfort from feeling
that they are ‘‘not alone’’ when they participate in these groups. Be-
cause anyone can participate, there is no guarantee that information is
accurate or advice is appropriate. Yet for people who might be home-
bound or isolated, the home computer with a network connection can
offer solace and affiliation as well as entertainment, self-improvement,
and information-based transactions.

www.cartoonbank.com
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Conclusion

The personal computer was not invented as a business machine; in-
deed, even the IBM PC was initially introduced as the ‘‘IBM home
computer.’’51 Yet the personal computer diffused much more rapidly
and extensively into the business world than into the household. One
plausible reason for the difference in diffusion rates is that the need
for the information-processing tools provided by the personal com-
puter was not as great in households as in business. A related reason
is that the infrastructure for supporting computer users was also not
as developed in households as in business. Observation of home com-
puter users even as recently as 1996 documented that installing and
using a home computer was a seriously daunting task for many people.52

For those households that were early adopters, the twin motives of
entertainment and self-improvement were clearly central.

The Web provided information-processing tools more attractive than
those provided by stand-alone machines. The ability to access up-to-
date information independent of time and geography across a wide
variety of domains is likely to become attractive to large numbers of
households. This may lead to changes in the current mix of information
coming into the home via newspapers, television, magazines, catalogs,
and other mass mailings. The ability to execute on-line information
and commercial transactions may also become attractive.

Although some commentators speculate that on-line ‘‘content’’ will
be completely taken over by large corporations, to this point one of
the most amazing features of the ‘‘information revolution’’ has been
its character as a ‘‘people’s revolution’’ once the household computer
went on-line. Although large, formal organizations controlled many
Web sites by 1997, anyone with a home computer and a network
connection could publish his or her personal Web site, complete with
family pictures, favorite jokes, and advice of the day. Anyone could
create a Web site about an obscure topic and be visited by the only 3,
30, or 300 other people in the on-line world who shared an interest in
that topic. Hundreds of thousands of self-organizing electronic groups
supported by chats, forums, distribution lists, and bulletin boards give
people the opportunity to make connections with other human beings.
Finding, building, and sustaining connections among groups of people
via electronic communication reminds us that affiliation and sociability
can be significant goals for information technology, just as important
as efficiency and productivity.
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9

The Information Age
Continuities and Differences

Alfred D. Chandler Jr. & James W. Cortada

This concluding chapter focuses, as did the introductory one, on the
evolving infrastructure for the transmission of information in today’s
Information Age. Here we do not attempt to summarize or evaluate
how the recipients used the information transmitted by the evolving
broader information infrastructure. Those responses, the primary sub-
jects in the preceding chapters, reflect the ever-changing economic,
political, social, and cultural changes experienced in the United States.
They will continue to do this in the future. Speculating on the future
is really outside the scope of this book. However, a reader interested
in the future should take notice of the patterns of the ebb and flow of
information-handling in America’s past and present.

There is a striking continuity in the infrastructural evolution that
began with the postal system in the eighteenth century, then moved
to the railway and the telegraph, the telephone, radio and television,
and then computers both big and small. That continuity will probably
have a significant impact on the ongoing evolution of the infrastructure
of the Information Age for reasons that will be made clear later.

As we also describe in this chapter, just as there were continuities,
simultaneously there were differences. The most obvious, dramatic,
and important difference was software. This aspect of the history of
information—the story of how software came into being and was de-
ployed throughout the economy—represents the first major discontin-
uity with the past because it is very new in three ways:

• In what it is
• In how it came into the economy
• In how it was sold
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The software exception is significant because it provides a body of
evidence of the change we are entering at the start of the twenty-first
century, the migration underway from the Industrial Age to the emerg-
ing Information Age. Just as the Conestoga wagon of the 1800s carried
pioneers and goods into new territories, so too software and the Internet
carry us into a different economy. Yet in balance, the continuities in
the larger story—the role of the American people in adopting and
using information—outweigh the discontinuities, and therefore it is to
the continuities that we first turn our attention.

Continuities from Theodore Vail

to Digital Convergence

These continuities sharply differentiate the coming of the Information
Age from the evolution of the basic infrastructure for the Industrial
Age. The foundations of the Industrial Age, based on the energy of
fossil fuel, almost completely replaced the infrastructure of the Com-
mercial Age, which was based on wind, water, and muscle power. The
foundations of the Information Age, resting on electrical and electronic
power, did not replace those of the Industrial Age, but instead built
on them. The underlying difference in their evolution was that the
technological innovations that built the infrastructure for the Industrial
Age were commercialized by a large number and a wide variety of
business and government enterprises, whereas the innovations of the
Information Age were commercialized by a very small number of
enterprises, mostly all private.

The creation and application of the electrical and electronic-based
infrastructure evolved in terms of innovative organizational as well as
technological concepts, and the resulting technical and organizational
systems of the Information Age evolved from the telephone rather than
the telegraph. The telegraph proved critical in the development of the
Industrial Age; the telephone did not.

The telegraph quickly became an essential handmaiden to the op-
eration and management of railroads. In fact, by the 1870s three-
fourths of Western Union’s operating activities were carried out by
railroads. But in 1882 Western Union sold its manufacturing facilities
to Bell Telephone and so had no learning base on which to develop
and improve new operating technology and new organizational sys-
tems. In contrast, within a decade of its initial operation the Bell
Telephone Company had already become the learning base on which
much of the infrastructure of today’s Information Age rests.
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Nevertheless, the nation’s telephone network evolved from the basic
information infrastructure of the Industrial Age—from the U.S. postal
system, its Railway Mail Service, and Western Union. The creative
entrepreneur most responsible for this evolution was Theodore New-
ton Vail. His story vividly illustrates how technologies, people, and
organizations—and their collective learnings and experiences—
evolved consecutively over time, how the technological infrastructures
and resulting organizational system (and those involved creating these
infrastructures and the resulting systems) became the building blocks
of the emerging Information Age. From Vail to today, a clear line of
events suggests the nature of continuity at work. That is why the story
is worth reviewing.

BEFORE VAIL BEGAN his short and most impressive career in the
U.S. Mail Service, his occupation was that of a telegrapher. As a boy
he had grown up in Morristown, New Jersey, a neighbor of his cousin
Alfred Vail. Alfred had been Samuel F. B. Morse’s co-worker and
patent holder in the invention of the telegraph, and in fact Alfred was
at the receiving end of Morse’s famous first message, ‘‘What God hath
wrought!’’ which in 1846 opened the nation’s first telegraph line be-
tween Baltimore and Washington.

Twenty years later after graduating from Morristown Academy,
Theodore Vail became a telegraph operator at Western Union’s New
York office. When his parents moved to Iowa in 1866, Vail went with
them and became a telegraph operator on the Union Pacific Railroad.
In 1886 Theodore moved to the U.S. Mail Service. His success in
improving mail operations and routing in the trans-Mississippi west
led in 1873 to his call to the Mail Service’s Washington headquarters.
Three years later his outstanding performance improving that service
led to his appointment as its general superintendent.

In that same year, 1876, Vail came to know Gardner Greene Hub-
bard, who was running the newly formed Bell Telephone Company,
and whom President Ulysses S. Grant had just appointed chairman of
a committee to recommend to Congress improvements in the mail
service. That appointment reflected Hubbard’s broad knowledge of
both the telegraph and the railway mail service, expressed in widely
read articles he had published in 1873 and 1875.

When Vail arrived in Boston early in 1878, Hubbard’s telephone
enterprise was little more than a paper company. At that moment it
was being challenged by the electric telegraph giant Western Union.
It had almost no funds to meet the challenge nor to raise capital needed
to assist in financing of the franchised local exchanges. During that
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spring Vail began his campaign to protect the Bell patents from West-
ern Union. In July he incorporated the Bell Telephone Company,
selling the new securities to local investors. Nevertheless, by January
Bell Telephone faced bankruptcy.

Vail and the company’s investors then turned to the Forbes financial
group for support. Vail and the new investors replaced Hubbard with
William Forbes as president. The powerful financial group provided
funding initially to carry on the litigation that validated Bell’s patents
(and led to the withdrawal of Western Union from the telegraph busi-
ness) and then for financing of local telephone exchanges throughout
the nation.

From 1879 on Vail, as general manager, defined and executed the
Bell Enterprises’ initial strategy of growth. First, Bell’s patents were
vigorously enforced. The lawyers who had won the case against West-
ern Union over the following years handled 600 legal suits and never
lost one. Next came the building of a national telephone system. Here
Vail’s underlying plan was to finance the local franchised operating
exchanges to assure their more rapid and systematic expansion than if
these operating exchanges had to be funded locally. At the same time
this method would provide a measure of control over them. The market
on which Vail focused were offices of business enterprises and homes
of businessmen, because those subscribers had the strongest need for
local personal voice communication and could afford to pay the rela-
tively high rates. Finally, in order to provide the telephones and switch-
ing equipment on a national scale, in 1881 Vail purchased Western
Electric, a Chicago company that had since 1871 made electrical and
telegraph equipment for Western Union.1

As the network expanded, Vail proposed that nearby existing oper-
ating exchanges be connected by linking them through long-distance
lines. By extending these lines the Bell Company would have the
competitive advantages of being the first to provide telephone services
in a given area. Forbes, backed by the investors, protested that the
costs would reduce dividends and threaten loss of control.

Frustrated, Vail submitted a letter of resignation in May 1885. After
much discussion, Forbes and the board were able to get him to stay
on to head a specialized new subsidiary, American Telephone & Tele-
graph Company (AT&T) to build the long-distance lines. When in
1887 he had completed the lines from New York to Albany and to
Boston, he resigned.

Twenty years later in 1907, as described in chapter 3, a consortium
of bankers headed by J. P. Morgan called Vail back to AT&T, which
by then had become the parent company of the Bell System. After the
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basic Bell patents had expired in the 1890s, many local companies had
entered the market. By 1907, AT&T was floundering financially and
was unable to sell its bonds. The consortium of bankers gave Vail carte
blanche to revive the company.

During the following decade Vail fashioned the modern Bell Tele-
phone System that dominated telephone communications in the United
States until the 1980s. By concentrating on the development of its long-
distance technology his company created a ‘‘natural monopoly’’ to
unify its several regional operating companies through Vail’s slogan of
‘‘One Policy, One ystem, Universal Service.’’ At his retirement in 1919,
the Bell System was a giant enterprise. Its revenues were $1.2 billion,
substantially larger than those of the Standard Oil Company of New
Jersey and topped only by those of the United States Steel Corporation.
Central to the system’s successful operations was its manufacturing
arm. By 1919 Western Electric had made AT&T, in the words of the
historian Louis Galambos, ‘‘an innovative business, certainly one of
the most technically advanced firms in the United States.’’2

AT&T’s powerful technical capabilities lay in its own engineering
department, which concentrated on long-term planning and research,
and the Western Electric engineering department, which focused on
the commercializing of new products and processes. In 1925 the two
were consolidated into the Bell Telephone Laboratories. In the 1910s
Western Electric’s department had played a critical role in commer-
cializing the audion invented by Lee de Forest, a device Margaret
Graham (chapter 5) calls ‘‘the ancestor of all later vacuum devices.’’
In 1946 the Bell Laboratories invented and in 1952 licensed the tran-
sistor, the power source for computer technology worldwide.

As Western Electric was developing its electronic equipment for
long-distance telephones at the time of World War I, the work of
Irving Langmuir and his associates at the General Electric Research
Laboratory (formed in 1900) was turning the incandescent lamp into
the vacuum tube. Westinghouse, the third leader in the U.S. electrical
equipment industry, which had invested less in research than AT&T
or General Electric, entered the race to perfect the vacuum tube by
acquiring a patent from Edwin Armstrong for a crucial feedback circuit.
In 1920 the three corporations—AT&T, GE, and Westinghouse—
became the owners of the joint venture Radio Corporation of America
(RCA).

With the sudden appearance of the new radio broadcasting and
receiving technology, the three companies agreed in 1926 that AT&T
was to concentrate on vacuum-tube technology for the telephone, and
GE and Westinghouse would concentrate on that technology for radio
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broadcasting and receiving. In 1930 the latter two turned their radio
and television involvement over to RCA. As noted in chapter 1, the
evolving development of today’s consumer-electronic industry world-
wide can be told within the framework of the histories of RCA; one
European company, Philips; and, after the collapse of RCA, the suc-
cessful Japanese competitors led by Matsushita and Sony. In much the
same way the evolution of the electronic developments in the telephone
industry can be encompassed in the history of AT&T in the United
States, its two competitors in Europe—Siemens and L. M. Ericsson—
and Japan’s Nippon Electric Company (NEC), which had been West-
ern Electric’s initial outpost in Asia (established in 1899).

In the creation of the digital computer industry, IBM played an even
greater role than RCA did in consumer electronics. It set the standard
worldwide in large mainframe computers and again for the personal
computer (PC), both of which played a critical part in building the
infrastructure of today’s Information Age. As table 1.1 in chapter 1
shows, IBM remained in the 1990s the leader in revenues—or very
close to the leader—in all seven of the industry’s major sectors.

The Coming of Digital Convergence

In the 1990s these electronic-based industries were beginning to
converge. As the computer infrastructure base was evolving during the
1970s and 1980s, as told in chapters 6, 7, and 8, so were the infrastruc-
tures in both the transistor-based telephone and the vacuum-tube–
based radio and television. In the 1950s the introduction of coaxial
cable was critical, because it provided an alternative to airwave fre-
quencies to reach the television viewers. The cable-television industry
began by providing radio and television communications in areas where
local conditions prevented clear reception. Soon local cable stations,
funded by local advertising, came into being.

Newspapers quickly began to play a significant role in the growth of
cable television. Even before World War II, newspapers had expanded
their advertising revenue base by acquiring local radio stations. In the
1950s they began to buy or build local television stations using airwave
frequencies and then acquired them in more distant areas. Then they
entered coaxial-cable television in much the same manner, often on a
national scale. In addition, the newspaper-owned and independent
cable companies began to develop and sell nationwide specialized chan-
nels via satellite that provided sports, weather, entertainment, and
other programs.
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In the telephone industry such changes came a little later. Here the
heir of Theodore Vail’s AT&T continued to enjoy its ‘‘natural mo-
nopoly’’ well into the 1970s. But in 1984 the Justice Department broke
off the operating companies from AT&T’s long-distance enterprise
and made them independent entities. At the same time much smaller
competitors, most notably MCI Communications and Sprint, moved
aggressively into the long-distance market.

The U.S. Federal Communications Commission (FCC) further en-
hanced competition by opening a new array of bands for wireless
communication, particularly through the use of cellular telephones.
Easily mass produced, the new cellular telephones began to flood the
market much in the manner of PC clones. In addition, the modem and
other peripheral equipment permitted the flow of information provided
by a microprocessor to be transmitted directly from computers through
telephone wires.

The coming together of the products of the different players in
the information infrastructure has been termed ‘‘digital conver-
gence.’’ As David B. Yoffie writes in the introduction to Competing
in the Age of Digital Convergence, a collection of essays by a team of
experts: ‘‘We define convergence as the unification of functions—the
coming together of previously distinct products that employed digital
technologies. The telephone and computer, for example, utilize dig-
ital technologies, but historically they have served completely differ-
ent markets with entirely different functions. The process of digital
convergence implies that a computer begins to incorporate the func-
tionality of a communicating device, and the telephone takes on the
functionality of a computer.’’ Or, as noted in a later chapter of that
book, such digital convergence enables ‘‘the same infrastructure to
accommodate manipulation and transmission . . . of voice, video, and
data.’’

The lesson learned from computers, Yoffie continues, has been ‘‘that
success is more likely to emerge from creative combinations that build
on complementary technologies.’’ The enterprises ‘‘best positioned to
influence this emerging global standard may be the existing incum-
bents, not start-ups who are pioneering these efforts. Today’s dominant
firms have the advantage of scale economies and the ability to bundle
complementary technologies.’’ Indeed, Yoffie adds, such convergence
is already underway. A partial study of investments and acquisitions
indicates that from January 1993 to June 1995 ‘‘$96 billion had been
committed to projects in anticipation of convergence.’’3

In the spring of 1998 American Telephone & Telegraph made one
such commitment by paying $31.8 billion to acquire TeleCommun-
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ications, Inc. (TCI), the nation’s second largest cable television com-
pany. AT&T’s chairman, Michael Armstrong, explained to its stock-
holders about this merger: ‘‘We plan to create an advanced broadband
network that can deliver an array of communications, entertainment
and information services directly to a million U.S. households. We
consider this a critical step toward our goal of becoming the total
communication source for our customers—supplying complete pack-
ages of local telephone, long distance, wireless, Internet, entertainment
and next-generation digital services.’’4

Thus well over a century after Vail laid the foundation of the national
telephone system, the company he established, American Telephone
& Telegraph, is bundling the several basic technologies together in a
single enterprise and a single piece of informational infrastructure.
That bundling includes the information technology that has been the
subject of much of this book—the evolution over the past century of
the telephone (local and long distance), radio and television, the com-
puter for data processing in the office and for messages and entertain-
ment in the home—information that can converge through the Inter-
net.

How then to account for this continuity in the creation of the infra-
structure for the flows of information for well over a century? The key
explanatory word is system—the U.S. Postal System, the Bell Tele-
phone System, RCA’s National Broadcasting System and its compet-
itor Columbia Broadcasting System, IBM’s System 360 and 370 and
their clones. In microcomputers Bill Gates’s operating system permit-
ted Microsoft to move beyond the production of sets of major software
applications—spreadsheets, databases, networking and the like—and
reach what it terms the marketing of whole ‘‘business systems’’ and
‘‘personal systems.’’

These systems fit the Oxford English Dictionary’s definition of sys-
tem: ‘‘an organized or connected group of objects, a set of assemblage
of things connected, associated, or interdependent, so as to form a
complex unity; a whole composed of parts in an orderly arrangement
according to some scheme or plan; rarely applied to a simple or small
assemblage of things.’’5

These information systems, these complex unities, were created to
assure a high-volume flow of information among millions of senders
and receivers by means of written words, voice, and images. The
systems, in turn, were embedded in large business enterprises: the
Railway Mail Service in the Postal System; Bell’s regional operating
companies within the Bell Telephone System; one of the two national
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broadcasting systems that were created within RCA; the compatible
mainframe systems within IBM and its competitors; and Gates’ sys-
tems within Microsoft. In recent years the size of those enterprises
that build and operate systems has grown through merger and acqui-
sition and, above all, through digital convergence. The convergence
has concentrated their technology and their operating know-how into
a very small number of very large corporate enterprises.

It is this continuity and convergence that marks the contrast between
the Industrial Age and the Information Age in the evolution of their
broad underpinnings. The Industrial Age arrived after the railroad,
telegraph, and steamship, and cable provided transportation and com-
munication in historically unprecedented speed, volume, and regular-
ity. These tools made mass production and mass distribution possible
and therefore provided the initial opportunities to develop a multitude
of the new capital-intensive technologies. The successful exploitation
of these new technologies, in turn, led entrepreneurs to create modern
enterprises that integrated production, marketing, and product devel-
opment in a wide variety of industries which remained at the industrial
core of the U.S. economy. Only in very few cases were those industries
dominated by a single company in the manner of RCA and IBM.

In the electronic-based industries on which the Information Age
rests, opportunities for individual entrepreneurs to build long-term
competitive enterprises also came primarily with the introduction of a
new technology. But these opportunities only occurred three times.
The first was in the early 1920s with the coming of broadcasting. The
second opportunity occurred in the late 1960s and early 1970s, after
the introduction of IBM’s System 360 and Digital’s PDP series greatly
expanded computerized data processing for commercial activities. The
third took place in the first half of the 1980s with the sudden and
unexpected coming of the multi-billion-dollar microcomputer indus-
try. Since the mid-1980s, opportunities for entrepreneurial start-ups
in hardware arose primarily in the production of specialized niche
products or for providers of supplies and services to the large estab-
lished core companies. So if history is any guide, a small number of
large complex enterprises, particularly those experienced in building
systems, will continue to lead in commercializing the hardware for
today’s Information Age.

On the other hand, the processes of producing and transmitting
electronic-based information differ from those of producing and mar-
keting industrial products because electronic information requires soft-
ware. Radio and television receiving sets are useless until they make
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contact with the broadcasting media. So too a computing device is
useless if it is not guided by an operating system which in turn serves
a variety of information applications. It is precisely these differences
in the industry’s products that have differentiated, and will continue
to differentiate, the evolution of the infrastructure of the Information
Age from that of the Industrial Age. In fact, just as the multitude of
Industrial Age industries could not operate without fossil fuel, so the
much smaller number of those on which the Information Age rests
could not operate without software. Therefore, software has provided—
and will continue to provide on an even greater scale—entrepreneurial
opportunities, much more than did any of the many new technologies
that evolved during the Industrial Age. The variety of uses for different
types of information becomes almost unlimited.

The Case of Software

In the history of information, one thing led to another so directly and
intimately as to produce clear patterns of continuity. As we have dem-
onstrated throughout this book, patterns of continuity remain. Yet
there are also insights to be gained by looking for discontinuities—
differences—when they exist. Software presents us with such a case
because it is unique and has many points of departure from prior
experience. It now also makes up an important component of U.S.
business activity, serving as the symbol of the new information econ-
omy that so many commentators like to write about out. As one of the
least capital-intensive and most knowledge-intensive of all information
technologies ever to emerge, the software industry has from the start
created wide and continuing opportunities for entrepreneurial start-
ups. Given the size of this industry at the dawn of the twenty-first
century, and the speed with which it has generated wealth and fun-
damentally changed how work is performed, understanding its pattern
of evolution within U.S. society is crucial to any appreciation of this
nation’s economic future.

The most basic and fundamental observation one can make about
software is that computers cannot operate without it. It is the fuel that
drives computers, just as coal made trains operate, and gasoline ran
motor vehicles. But unlike coal and gasoline, software represents in-
structions transmitted electronically through computers, making it
difficult for many people to understand exactly what it is. But no
understanding of software makes sense without some appreciation of
what it is.
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We have the admittedly difficult problem faced by all new industries
of providing an architecture, or description of what that new industry
is. The software industry, and its historians, still struggle with the
issue.6 At a superficial level, however, we can speak of three types of
software. The first type is operating systems and their utilities. This
is software that allows a computer to ‘‘talk’’ with all the parts of the
machine and any equipment linked to it, from information-storage
devices to telephone networks. No computer works without this soft-
ware ‘‘traffic police.’’ A second body of software consists of ‘‘program-
ming languages’’ which, like human languages, allows one to command
a computer to do something. In the United States more than 1,000
programming languages have been invented since the early 1950s,
including all those that have been most widely used around the world.
In this group one can also include tools that, like a human language,
help users to use a programming language (e.g., dictionaries, transla-
tors, and so forth). The third group of software, and the one most
visible to users of computers, consist of software tools called ‘‘appli-
cation software.’’ These tools, also called ‘‘packages,’’ enable users to
do data processing. An example is word processing for desktop com-
puters. Another example would be major billing systems, resident on
large mainframe computers that generate monthly credit-card bills.

Software evolved in all three categories over the entire half century
for which this class of technology has existed. Operating systems
emerged first and continued to evolve down to the present. By the end
of the 1950s, a ‘‘golden age’’ of programming languages and related
tools began to flow through the U.S. organizations that used large
mainframe systems. Originally, applications were ‘‘written’’ by and for
the user, but by the early 1960s applications began to appear as prod-
ucts that other firms could acquire. By the time the microcomputer
became available in the late 1970s and early 1980s, application software
for these small machines was being purchased as products, such as
Microsoft’s Windows (operating system) and Word (word processing).
The variety of products from independent providers grew rapidly, and
included such well-received software as WordStar (another word pro-
cessing package); large software firms provided infrastructure software
tools and application packages, such as Lotus Notes, with its e-mail
and word processing products, in the 1990s.

The historical evolution of software was a four-phase process, oc-
curring over the period from roughly 1950 to the present. In the first
phase, lasting into the 1960s, most software was written to order by
individual companies for their own use. Most of it was for accounting
or manufacturing and process control, and it relied on the few tools
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developed primarily by computer manufacturers (e.g., operating sys-
tems and programming languages). There was no true software indus-
try at that time. All these early software developments were tied to the
machines of the day, often to the specific, one-of-a-kind computer in
a user’s organization.

The second phase began after IBM’s System 360 family of computers
appeared in the early 1960s and led the way to rapid technological
standardization of both hardware and software in the computer indus-
try. The System 360 deployed across the U.S. economy in the middle
and late 1960s, picked up additional momentum in the early 1970s,
and was joined by an emerging family of minicomputers, most notably
the PDP series from Digital Equipment (DEC). The PDP series par-
tially encouraged standardization for minicomputers much as the IBM
systems did for large mainframes.

IBM’s unbundling software from its hardware offerings in June 1969,
together with DEC’s reliance on customers to provide software,
brought about a rapid rise in the availability of standardized software
packages. A team of programmers could write a program for billing,
for example, and know that there were thousands of firms that might
buy the software because they all shared common technical standards.
In other words, these systems were compatible, so a billing package
running on one machine could also run on another—because the ma-
chines were becoming standardized and compatible. In this period a
great deal of software was still homegrown, or available in versions
delivered by hardware vendors and limited to products that ran only
on specific classes of machines. And only a handful of firms specialized
in the development and sale of software. But that specialization rep-
resented an important distinction from the past.

The availability of compatible systems led to the emergence of what
we now call the software industry, then small but continuously ex-
panding. It was composed of firms populated with former programmers
from companies that had early experience in software development, or
data processing hardware vendors who had gone out on their own.
During the 1970s in particular, and continuing through the 1980s, a
growing collection of software products became available for all sizes
and types of computers. Thus occurred the historic shift from custom-
written software to the installation of software packages.

Then, in the third phase of software evolution, there was a profound,
historic explosion in the number of software vendors. This phase,
beginning around 1982, was dominated by the arrival of the PC. In
the new circumstances, the vast majority of software did not originate
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from the hardware vendors (Apple, IBM, Compaq, and others), but
rather from independent producers that had no ties to any of the
preexisting vendors of information technology in the United States.
Developers came from preexisting computer centers or were even
college students, like Bill Gates. Later, as they formed companies to
market their products, what little capital they needed to get launched
came from outside the computer industry, either from personal re-
sources or venture capitalists. As table 1.1 in chapter 1 suggests, a huge
new market for individual users materialized rapidly with a burst of
new application producers.

Included in this list of new suppliers (nearly all American by the
way) were Microsoft, Lotus, WordPerfect, and Borland, to mention
just a few out of the many hundreds that by the early 1990s turned
out thousands of software application products. In time, these com-
panies provided products that mimicked the types available on main-
frames: operating systems (e.g., Windows), programming languages
(e.g., BASIC), applications (e.g., word processing and spreadsheet
tools), and computer games. During the 1990s these products were
expanded to include the capability of sharing data among multiple
machines and then to become highly interactive network-based tools,7

which, by the end of the 1990s, made PCs the entry and exit points
on the Internet. More than a third of all U.S.-installed machines were
equipped with both hardware and software tools with which to partic-
ipate in on-line computing. The dominance of two operating systems
in this period came, however, from the Microsoft/Intel combination
for PCs and the combination of UNIX systems and RISC chips for
workstations.

The expansion in function of software from the 1950s to the present
is always closely linked to the availability of chip and memory capac-
ities. In the world of computers, capacity has always meant the amount
of data that could be processed in a computer within a period of time
or the speed with which a piece of data could be processed. Chips
provided processing speed, while memory and related components
increased the volume of data that could be moved through a system.
As the ‘‘horsepower’’ and memory of a computer expanded, so did the
amount of software that could be run within the machine, and thus
the more sophisticated the software could be, enriched with an in-
creased functions or ability to process simultaneously greater volumes
of data. In time, particularly with regard to PCs, the ability of software
suppliers to expand their own work came to depend on some new basic
technological platforms, primarily from Microsoft and Intel; this de-
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pendency explains to a large degree the importance these two firms
achieved within the U.S. economy in the last two decades of the
twentieth century.

To be sure, there were always those who challenged the emerging
standards and the leading providers. The most obvious was UNIX,
originally a combination of components of an operating system and
collection of application tools, developed mainly by universities and by
engineers at Bell Labs with the purpose of providing an open archi-
tecture. That is, UNIX was to offer tools that could work on any type
of computer, freeing a user from dependence on any one supplier, such
as IBM or DEC, while optimizing the freedom to perform innovative
computing. In time, hardware components came in support of this
approach, most notably RISC chips (discussed in chapter 6). Although
UNIX had a large following, particularly within universities, the com-
mercial success of Microsoft and Intel was what came to dominate the
vast majority of desktop computing products and software tools used
around the world.

The fourth phase in the evolution of software blossomed in the 1990s.
It was characterized by the integration of nearly independent trends
that were first evident during the third phase. Although we are very
close to those events, and thus not yet aware of all the consequences
that may be revealed by the passage of time, a few of the period’s
features are evident. The most obvious feature is networking. Software,
and hence computing, evolved toward greater use of networks. Firms
and government agencies in the mid-1990s had been creating PC-based
internal networks—what came to be called intranets—which built on
earlier experiences with private networks. During the second half of
the 1990s, companies used the Internet to link intranets and private
networks to each other, or to link companies together. The Internet
grew out of the U.S. government’s development of ARPANET in the
1960s to 1980s. The Internet thus became a public conduit for the flow
of various types of information, from text and video to graphics and
sound. The software to make all of that happen came either from
government-sponsored projects like ARPANET or from independent
software producers (e.g., Novell, Oracle, and Lotus).8

So the first major difference between software and its predecessor
technologies is that most of the software emerged from new firms and
from people who had not worked in companies that had supplied
products such as computers. A second difference is the software itself.
It is not metal, wood, or plastic, but rather an intellectual product.
However, its features that best distinguish it from earlier information
technologies are economic ones. All the other information technologies
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and products discussed in this book emerged from some previously
existing industry, product, or firm. IBM’s tabulating equipment later
became IBM computers. Radio firms later became television compa-
nies. Television firms owned other channels of distribution of infor-
mation (such as newspapers,) or formed partnerships with print media
(e.g., Ted Turner’s CNN with Sports Illustrated). But software was
different.

Buried in the four phases of software’s evolution were events that
had the consequence of defining how the software industry would take
shape. Let us summarize these events. First, in 1969, IBM stopped
giving away software with its mainframes, thereby creating an envi-
ronment—an opportunity—for others to compete against the main-
frame manufacturers in the sale of all manner of software, from oper-
ating systems and programming languages to tools and applications.
Hence the enormous growth in new entrants into what we would
eventually call the software industry. At the same time, however, as
desktop computers came into the marketplace, a new breed of software
developers (including Bill Gates) showed up to supply these machines
with tools.

But it was not until IBM made a second fateful decision that the
software business for desktop machines exploded with growth. During
1980 and 1981, IBM developed its PC without use of proprietary
software of its own design. In 1981 it publicly encouraged ‘‘the indus-
try’’ (which at that time meant anybody in the economy who could
program) to write software that would work in a PC, thereby driving
up sales of IBM’s desktop machines. That encouragement led to the
development of software for these devices by small groups of individ-
uals with few or no ties to the traditional computer industry or even
to existing mainframe software developers. Their tools required little
or no capital to develop; one just needed an inexpensive personal
computer, some knowledge of programming, and a certain amount of
time. Thousands of little start-ups began and, in time, factories built
to duplicate copies of software for distribution. By the end of the 1990s,
these companies were generating over a $100 billion a year in sales.

How software products are manufactured and sold differs from more
conventional models for handling hardware. As with books, investment
costs lie in the development of the first copy and, like books, all
subsequent copies cost less to manufacture. But unlike books, software
can be distributed at almost no cost; one can simply and quickly
transmit it over a telephone line, that is to say, deliver it over the
Internet. True, one can still buy a software package in a ‘‘cardboard
box’’ from Microsoft in a computer software store in an American
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shopping mall—a throwback to pre-Internet distribution methods. But
at the century’s end, these old methods were coming under siege as
people discovered the convenience of electronic distribution, which is
new and different.

The arrival of the PC led to both enormous variety and volume of
software packages as the number of machines sold each year prolifer-
ated into the millions around the world. Strategies borrowed initially
from publishing, when combined with the ability to distribute inex-
pensively, kept the costs of the software products relatively low. By
the late 1990s, hardware manufacturers were designing machines that
met the needs of these software tools. This was the complete reverse
of the practice during the Data Processing Era of the 1950s to the late
1980s, when software was written to conform to the specifications of
machines—a practice, by the way, that was the cause of the ‘‘Y2K
problem’’ in connection with the year 2000.

The wide acceptance of the Internet provided yet another clue that
software represented a profound discontinuity with prior information-
technology patterns of behavior. It points out, for example, as noted
by both Cortada (chapter 6) and Nolan (chapter 7) that software, and
data, often can be given away for free in exchange for some other sale
of products or services. Software can be acquired and then copied or
modified—in violation of conventional copyright laws—far easier than,
for example a book.

We have alluded to the fact that capital requirements to enter into
the software business are virtually nonexistent for PCs. One needs a
machine, electricity, a desk and chair, and then a venture capitalist to
get into business. That is largely why so many people could enter the
software industry in its early years, particularly into the PC market.
More and more, however, we are observing that important software
tools, such as operating systems and increasingly sophisticated word
processors, do require large development staffs and facilities (as Mi-
crosoft learned). But the principle still holds that capital requirements
are not the barriers to entry into the market that they always were for
computer hardware or complex radio and TV transmission equipment.

Although software development is very much a knowledge business,
the personal commitment required to learn enough to write software
is far less than is needed by a computer scientist who is developing
either hardware or the next generation of computer chips. The teenager
or college student who writes software and ultimately finds a distributor
has far less training in the field than the engineer working on Intel’s
future product line. Yet both arrive at the same point: they create a
marketable product. Thus, in economic terms, software so far has
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required less intellectual capital, hence offering fewer knowledge bar-
riers to new entrants. Will that change? Perhaps, but what occurred in
the 1980s and 1990s is that the barriers to entry remained far lower
than for any previous form of information technology and products.

The one exception we are witnessing to this pattern of software
development—and it may be only momentary—is Microsoft’s domi-
nance in the PC operating system segment of the software market.
However, with alternative operating systems and architectures emerg-
ing (as of this writing, mostly driven by Java and Linux mostly driven
by Java9), and a tendency of software firms to support adoption of
technical standards to drive down costs and complexity, Microsoft faces
the possibility of challenges to its dominance. This possibility exists
because software historically does not long tolerate technical or eco-
nomic barriers of the type one could identify for earlier information-
processing technologies and products.

Because of all these various features of software, we conclude that it
is a new element in the business and technological landscape of Amer-
ican information history, especially when linked to the emergence of
the Internet. It would be easy, because we are so close to the events
that led to the acceptance of the Internet, to overstate the discontinuity
that software has with earlier patterns of information technology. But
the laws of economic behavior have not been suspended in the case of
software or the Internet, just as they were not suspended for the
telegraph, railroad, telephone, radio, television, or even earlier knowl-
edge tools such as newspapers and books. Copyright laws in the United
States still pose barriers to infringement while simultaneously encour-
aging novelty and entrepreneurship on the part of software developers.
Government policy of encouraging and supporting high-risk techno-
logical innovation remains a bedrock of federal policy. Software sales
are still the most profitable when there is massive scale. Consolidations
of software providers are leading to enhanced scale and scope that
parallel what manufacturing and service-sector firms have experienced
for decades. But of all the new high-technology businesses to emerge
in the past half century, the one that seems to have the least number
of economic or technological ancestors is software. It finds its origins
in the new information-based sector of the American economy, in
electrons and intellect, not in the wood and metal of earlier products.

The key historical observation to be made, even after our argument
that software represented an important shift from earlier experiences
(particularly in the third and fourth phases of evolution), is that the
software industry became possible because of the constant flow of new
technological developments that occurred. During the second, third,
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and fourth phases—and especially during the third and fourth—these
technologies created almost all the entrepreneurial opportunities for
the development of new applications and other software products. The
American press often emphasizes the role of operating systems (e.g.,
Microsoft’s Windows), but the new story coming from software is the
development of applications.

An American Story

Information has always played a profound role in American society. It
is essential for conducting the nation’s politics and government, the
national economy’s activities, and the business of information-handling
and communications. Information has been and remains an almost
invisible part of the economic infrastructure of the nation—almost
invisible because it is so ubiquitous, from the skills and knowledge
people acquire to the visible newspaper on the kitchen table, the book
of prayers by the nightstand, the telephone and PC on the desk at
work.

As economists increasingly recognize, a great percentage of the na-
tion’s economic activity has involved the creation, transfer, and use of
information. The authors of this book have told the story of how
information technologies and their providers made it possible for in-
formation to play such a crucial role in U.S. society. This is not to say
that such was not the case in other countries—these experiences have
yet to be fully described by historians—but in the case of information
in the United States we at least know of its importance. That impor-
tance grew as we moved through the twentieth century.

Now, as we enter a new century, we can view the Internet and its
related technologies (e.g., telephony and computing) as a historical
extension of much that has gone on in this nation for some 300 years.
The dynamic input to the process that sped it along was the harnessing
of electricity for the transmittal of information, more than 150 years
ago. We can conclude that when a television journalist or some econ-
omist speaks about the Age of Information, historical experience sug-
gests that he or she may be correct.

Historical evidence demonstrates that Americans have found infor-
mation technology crucial to many of their business and personal ac-
tivities. They have demonstrated a clear penchant to develop, exploit,
distribute, and profit from a large array of information technologies—
and Americans often to do this quicker than citizens in other econo-
mies. To a large extent the reason for this has been the economic
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adaptation that this nation historically has followed from its earliest
days.

This is a nation that enjoys the taste of information. This is more
more than just an appetite needed to sustain economic life. Across
almost all aspects of their economic and political life, Americans have
reached out to technology and built the business infrastructure nec-
essary to deliver it to the economy, with which to solve problems or
to define how things are done. It is no accident that the United States
led in the exploration of space, not just for altruistic reasons, but for
practical purposes. America’s love affair with the automobile is as much
an infatuation with how it works as it is with the freedom of movement
it promises all drivers.

Patterns of the past and predictions of the future all come together
in one inescapable reality, namely, that information and its technology
have a long history in this country. Therefore, to a large extent, an
appreciation of the Information Age in its historical perspective is
crucial to our understanding of information’s in the role of the trans-
formation of the United States from the Colonial Period to the present.
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Bibliographic Essay on the Role of
Information in the Transformation
of the United States

The general topic of the role of information in the development of the Amer-
ican character and in influencing the course of events has long interested
historians and, recently, economists. The work, however, has been piecemeal
in nature: a study here on freedom of expression in the early days of the
Republic, a study there about the role of information in the U.S. economy of
the late twentieth century, another on communications and information flows
in late nineteenth-century corporations, and so forth. In short, there has been
a constant stream of studies on aspects of the role of information in American
society. In the present book, we attempt to bring together the thinking of
many historians, sociologists, and economists on the deployment of infor-
mation, and information-handling technologies, in North America and about
its role in the development of U.S. society, with a particular emphasis on
business and economic issues. The closest to covering the topic as a whole
was Steven Lubar of the Smithsonian Institution, who wrote Infoculture: The
Smithsonian Book of Information Age Inventions (Boston: Houghton Mifflin,
1993); a lavishly illustrated history of various inventions from the printing
press to the computer, including a lively narrative and a bibliography. Aimed
at general readers is Wade Rowland’s Spirit of the Web: The Age of Information
from Telegraph to Internet (Toronto: Somerville House, 1994), and Brian
Winston, Media Technology and Society: A History from the Telegraph to the
Internet (London: Routledge, 1998). But the underlying work of many pre-
vious scholars enriches the whole topic of information in America. This
bibliographic essay suggests some of the most obvious and readily accessible
studies one can look at to gain a deeper knowledge of the themes explored in
this book.

Early American Origins of the Information Age

For the earliest years of the North American experience there are two books.
The first, David Cressy, Coming Over: Migration and Communication between
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England and New England in the Seventeenth Century (Cambridge: Cambridge
University Press, 1987), is a very solid piece of research. Also very useful is
the volume by Ian K. Steele, English Atlantic, 1675–1740: An Exploration of
Communication and Community (New York: Oxford University Press, 1986).
On the eighteenth century, there are two important contributions by Richard
D. Brown, Knowledge Is Power: The Diffusion of Information in Early America,
1700–1865 (New York: Oxford University Press, 1989) and The Strength of a
People: The Idea of an Informed Citizenry in America, 1650–1870 (Chapel Hill:
University of North Carolina Press, 1996). In the first book Brown demon-
strates that there was a communications revolution in the United States, and
he emphasizes cultural and ideological factors in explaining this development.
In the second volume, Brown traces the development of the basic American
notion that an informed citizenry makes for good democracy, documenting
the role of the U.S. government from the earliest days in creating the infra-
structure needed for the free flow of information.

One of the earliest vehicles for the transmission of information in America
was the book. For a collection of essays on the role of this vehicle for books
in communication, see David D. Hall and Hugh Amory, eds., The Colonial
Book in the Atlantic World (Cambridge: Cambridge University Press, 1999).
Early communication efforts are also treated in Steele, The English Atlantic,
and Charles E. Clark, The Public Prints: The Newspaper in Anglo-American
Culture, 1665–1740 (New York: Oxford University Press, 1994). On the crit-
ical role of education, see Lawrence A. Cremin, American Education: The
Colonial Experience, 1607–1783 (New York: Harper & Row, 1970).

There is a large body of literature on the role of literacy in America. For
two introductions to the subject, see Kenneth A. Lockridge, Literacy in Co-
lonial New England: An Enquiry into the Social Context of Literacy in the Early
Modern West (New York: W. W. Norton, 1974), and Harvey Graff, The
Labyrinths of Literacy: Reflections on Literacy Past and Present (London:
Falmes Press, 1987). For those who want to take the story closer to the present
there is Carl Kaestle et al., Literacy in the United States: Readers and Reading
since 1880 (New Haven, Conn.: Yale University Press, 1991).

Much attention in the early years on the subject of information concerned
politics, and the role of expression in formulating the practices and attitudes
of the nation toward the significance and function of knowledge, data, and
information. For a case study focusing on the highly influential colony of
Massachusetts, see Richard D. Brown, Revolutionary Politics in Massachusetts:
The Boston Committee of Correspondence and the Towns, 1771–1774 (Cambridge,
Mass.: Harvard University Press, 1970); it challenges earlier studies by John
C. Miller, Sam Adams: Pioneer in Propaganda (Boston: Little, Brown, 1936)
and Philip G. Davidson, Propaganda and the American Revolution, 1763–1783
(Chapel Hill: University of North Carolina Press, 1941). But also look at the
broader study by J. R. Pole, The Gift of Government: Political Responsibility
from the English Restoration to American Independence (Athens: University of
Georgia Press, 1986).
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The literature on the impact of printing on public discourse and also on
publishing in nineteenth-century America is massive. However, several recent
publications help define many of the key issues. A good start is an article by
Donald M. Scott, ‘‘The Popular Lecture and the Creation of a Public in Mid-
Nineteenth Century America,’’ Journal of American History 66 (March 1980):
791–809, and the same author’s ‘‘Print and the Public Lecture System, 1840–
1860,’’ in Printing and Society in Early America, ed. William L. Joyce, (Worces-
ter Mass.: American Antiquarian Society, 1983); 278–299. Religious organi-
zations were particularly active in communicating their views and distributing
materials; for a useful overview, see Peter J. Wosh, Spreading the Word: The
Bible in Nineteenth-Century America (Ithaca, N.Y.: Cornell University Press,
1994). The indispensable starting point, however, on the general theme of
religious communications, and which also contains an excellent bibliography,
is Leonard I. Sweet, ed., Communication and Change in American Religious
History (Grand Rapids, Mich.: William B. Eerdmans, 1993). Also readable,
and influential on historians, is an essay by David Paul Nord, ‘‘The Evan-
gelical Origins of Mass Media in America, 1815–1835,’’ Journalism Mono-
graphs 88 (May 1984): 1–31.

Printing and printing presses represented a crucial early technology. For a
case study that illustrates the transition from printer to publisher in the early
years of the Republic, see Rosalind Remer, Printers and Men of Capital:
Philadelphia Book Publishers in the New Republic (Philadelphia: University of
Pennsylvania Press, 1996). An older book that still reads beautifully and
retains its reputation as a good place to begin is by Frank Luther Mott,
American Journalism: A History, 1690 to 1960, 3d ed. (New York: Macmillan,
1962). On newspapers see Michael Schudson, Discovering the News: A Social
History of American Newspapers (New York: Basic Books, 1978). Also very
useful, theoretically wide-ranging, and even fun to read, is a book of essays
by various contributors edited by John E. Hench, Three Hundred Years of the
American Newspaper (Worcester Mass.: American Antiquarian Society, 1991).

Inasmuch as the postal system was vital to newspaper distribution, Richard
R. John’s Spreading the News: The News: The American Postal System from
Franklin to Morse (Cambridge, Mass.: Harvard University Press, 1995; pa-
perback ed., 1998) is crucial. See also his essay, ‘‘Expanding the Realm of
Communications,’’ in An Extensive Republic: Print, Culture, and Society in the
New Nation, ed. Robert A. Gross and Mary Kelley (Cambridge: Cambridge
University Press, forthcoming). The speed at which information traveled is
treated in Allen R. Pred, Urban Growth and the Circulation of Information:
The United States System of Cities, 1790–1840 (Cambridge, Mass.: Harvard
University Press, 1973). Many of Pred’s ideas have found their way into the
historical literature, particularly through the works of Thomas Cochran. See,
in particular, the latter’s very useful essay, ‘‘The Business Revolution,’’ Amer-
ican Historical Review 76 (December 1974): 1449–1466, which for the purposes
of this bibliography is the better of the two sources. For a study of the social
penetration of printed goods a key work is William J. Gilmore, Reading
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Becomes a Necessity of Life: Material and Cultural Life in Rural New England,
1780–1835 (Knoxville: University of Tennessee Press, 1989). In a book in-
tended for a general audience, Thomas C. Leonard looks at how newspapers
were read in the nineteenth century as mass spectacle and how they are read
today. News for All: America’s Coming-of-Age with the Press (New York: Ox-
ford University Press, 1995).

Recasting the Information Infrastructure

for the Industrial Age

The history of the information infrastructure in the nineteenth century has
yet to find its historian, although significant work has been done on the general
subject. As in the case with the seventeenth and eighteenth centuries, most
scholarship has focused on specialized topics. Some general studies exist, as
do monographs on specific institutions.

One of the key infrastructures created for the dissemination of information
was the creation of the U.S. postal system. How and why that came about
presaged a long-standing role of the American government in facilitating the
distribution and access to information evident down through the past two
centuries. The critical study of the creation and early history of the U.S.
postal system is Richard R. John, Spreading the News: The American Postal
System from Franklin to Morse (Cambridge, Mass.: Harvard University Press,
1995). On postal policies see Richard B. Kielbowicz, News in the Mail: The
Press, Post Office, and Public Information, 1700–1860s (Westport, Conn. Green-
wood, Press, 1989). See Wayne E. Fuller, The American Mail: Enlarger of the
Common Mail (Chicago: University of Chicago Press, 1972), the best overview
of American postal history. However, for greater attention to policy and
institutional dynamics, rely on Kielbowicz and John.

The physical ability of Americans to distribute paper-based information,
such as books and newspapers, depended on the development of transporta-
tion. For an introduction to the role of canals and railroads, see George R.
Taylor, The Transportation Revolution, 1815–1860 (New York: Rinehart,
1951), and Ronald E. Shaw, Canals for a Nation: The Canal Era in the United
States, 1790–1860 (Lexington: University Press of Kentucky, 1990), for a
current study. By the mid-1800s, railroads came into the own as a major
transporter of information, a role it continued to play through most of the
twentieth century. Classic studies on the creation of the railroad network are
Thomas C. Cochran, Railroad Leaders: The Business Mind in Action (Cam-
bridge, Mass.: Harvard University Press, 1953), and Edward C. Kirkland,
Men, Cities, and Transportation: A Study of New England History, 2 vols.
(Cambridge, Mass.: Harvard University Press, 1948). For the origins of U.S.
railroads, Colleen A. Dunlavy, Railroads and Industrialization: Early Railroads
in the United States and Prussia (Princeton, N.J.: Princeton University Press,
1994), focuses on the railroad’s beginnings in the 1830s and 1840s. On rail-
roads and mail, see George L. Anderson, ‘‘Banks, Mails, and Rails, 1880–



Bibliographic Essay 349

1915,’’ in The Frontier Challenge: Responses to the Trans-Mississippi West, ed.
John G. Clark (Lawrence: University Press of Kansas, 1971), 277–278; we do
not, however, have a modern history of railway mail, a major lacuna in the
history of information handling in the nineteenth century. The critical study
of the relationship of railroads, the communication of information, and the
rise of the modern U.S. corporation is by Alfred D. Chandler Jr., The Visible
Hand: The Managerial Revolution in American Business (Cambridge, Mass.:
Harvard University Press, 1977).

A critical information technology originating in the nineteenth century is
the telegraph. The number of studies on the subject is growing rapidly,
although we lack institutional histories. Histories range from technical dis-
cussions about how the medium’s devices worked and evolved, to studies on
their use and significance. Several histories, however, suggest the key findings
of historians over the past several decades. On the early years, see Robert
Luther Thompson, Wiring a Continent: The History of the Telegraph Industry
in the United States, 1832–1866 (Princeton, N.J.: Princeton University Press,
1947). On early technological developments there is Paul Israel, Machine Shop
to Industrial Laboratory: Telegraphy and the Changing Context of American
Invention, 1830–1920 (Baltimore, Md. Johns Hopkins University Press, 1992).
Gerard J. Holzmann and Bjorn Pehrson, The Early History of Data Networks
(Los Alamitos, Calif.: IEEE Computer Press, 1995), focuses on the optical
telegraph with a somewhat antiquarian approach. There is also Geoffrey
Wilson, The Old Telegraphs (London: Phillimore, 1976), a usable general
study. A popular history of the telegraph is Tom Sandage, The Victorian
Internet: The Remarkable Story of the Telegraph and the Nineteenth Century’s
On-Line Pioneers (New York: Walker, 1998). A very readable work on teleg-
raphy is by Edwin Gabler, The American Telegrapher: A Social History, 1860–
1900 (New Brunswick, N.J.: Rutgers University Press, 1988).

On early wire services see Menahem Blondheim, News over the Wires: The
Telegraph and the Flow of Public Information in America, 1844–1897 (Cam-
bridge, Mass.: Harvard University Press, 1994). For a more comprehensive
history of the use of wire services and journalism, there is Richard A. Schwar-
zlose, The Nation’s Newsbrokers, 2 vols. (Evanston, Ill.: Northwestern Uni-
versity Press, 1989).

A number of narrower studies focus on uses of the telegraph. Joel A. Tarr,
Thomas Finholt, and David Goodman, in ‘‘The City and the Telegraph:
Urban Telecommunications in the Pre-Telephone Era,’’ Journal of Urban
History 14 (November 1987): 30–80, remind us that before the telephone
Americans were exploiting telegraphic technology for a variety of uses. On
economic applications there is Richard B. DuBoff, ‘‘The Telegraph and the
Structure of Markets in the United States, 1845–1890,’’ Research in Economic
History 8 (1982): 253–277, but also see Alexander James Field, ‘‘The Magnetic
Telegraph, Price and Quantity Data, and the New Management of Capital,’’
Journal of Economic History 52 (June 1992): 401–413. On the early use of
telegraphs for commodity exchanges, there is Kenneth Lipartito, ‘‘The New
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York Cotton Exchange and the Development of the Cotton Futures Market,’’
Business History Review 57 (spring 1983): 50–72, but also see William Cronon,
Nature’s Metropolis: Chicago and the Great West (New York: W. W. Norton,
1991). On the complex issue of important continuities in nineteenth-century
communications policies from the postal system down to the telephone, see
Richard R. John, ‘‘The Politics of Innovation,’’ Daedalus 127 (fall 1998): 187–
214, which stresses the enduring significance of the Founders’ commitment
to universal access.

The telephone equally spawned a massive bibliography. On the inventor of
the telephone we have the excellent biography by Robert V. Bruce, Bell:
Alexander Graham Bell and the Conquest of Solitude (Boston: Little, Brown,
1973). Institutional histories abound. Some of the most useful include Rosario
Joseph Tosiello, The Birth and Early Years of the Bell Telephone System, 1876–
1880 (New York: Arno, 1979); Robert W. Garnet, The Telephone Enterprise
(Baltimore, Md.: Johns Hopkins University Press, 1985); Kenneth Lipartito,
The Bell System and Regional Business: The Telephone in the South, 1877–1920
(Baltimore, Md.: Johns Hopkins University Press, 1989); on Theodore N.
Vail The creator of AT&T, see Louis Galambos, ‘‘Theodore N. Vail and the
Role of Innovation in the Modern Bell System,’’ Business History Review 66,
no.1 (spring 1992), 95–126 although the article emphasizes Vail’s innovations
after 1907, not of the 1880s when the ‘‘system’’ was envisioned. For an
overview of how telegraphy became its own industry there is Richard B.
Du Boff, ‘‘The Telegraph and the Structure of Markets in the United States,
1845–1890,’’ in Research in Economic History, ed. Paul Uselding vol. 8 (Green-
wich, Conn.: JAI Press, 1982), 257–265. The first history of Western Electric
has now been published, filling in a large gap in U.S. telephone history:
Stephen B. Adams and Orville R. Butler, Manufacturing the Future: A History
of Western Electric (Cambridge: Cambridge University Press, 1998).

The most useful history of AT&T for the middle years of the twentieth
century is Peter Temin and Louis Galambos, The Fall of the Bell System: A
Study in Prices and Politics (Cambridge: Cambridge University Press, 1987).
On the effects of the telephone on U.S. society, see Claude S. Fischer, America
Calling: A Social History of the Telephone to 1940 (Berkeley: University of
California Press, 1992), which also includes a massive bibliography. But be-
cause Fischer underestimates the effects of the telephone on cities, the reader
should consult a key work on the telephone, Ithiel de Sola Pool, ed., The
Social Impact of the Telephone (Cambridge, Mass.: MIT Press, 1977). Tech-
nological and organizational issues often intertwined and their effective co-
ordination made technologies available in the U.S. economy. For an example
of how such issues evolved in the United States, see the case study on the
telephone: Milton Mueller, ‘‘The Switchboard Problem: Scale, Signaling, and
Organization in Manual Telephone Switching, 1877–1897,’’ Technology and
Culture 30 (July 1989): 534–560. On the consequences of this technology,
there is Venus Green, ‘‘Goodbye Central: Automation and the Decline of
‘Personal Service’ in the Bell System, 1878–1921,’’ Technology and Culture 36



Bibliographic Essay 351

(October 1995): 912–949. Telephones created jobs for women just as did the
simultaneous creation of the function of office secretary. See Kenneth Lipar-
tito, ‘‘When Women Were Switches: Technology, Work, and Gender in the
Telephone Industry, 1890–1920,’’ American Historical Review 99 (October
1994): 1075–1111. On telephone policy of the United States, the primary
source remains Robert Britt Horwitz, The Irony of Regulatory Reform: The
Deregulation of American Telecommunications (New York: Oxford University
Press, 1989).

A volume on telecommunications in the United States (telegraph, tele-
phone, internet, etc.) and U.S. government regulatory practices is Alan
Stone, How America Got On-Line: Politics, Markets, and the Revolution in
Telecommunications (Armonk, N.Y. M. E. Sharpe, 1997). Historians tend to
agree, however, that the best one-volume general history of the telephone is
John Brooks, Telephone: The First Hundred Years (New York: Harper & Row,
1975).

Business Uses of Information Technology from

1880 to 1950

This was the period in which the U.S. corporation came into existence and
evolved into essentially its present form. The primary history of that process
is Chandler, Visible Hand, cited earlier. Chandler continued to explore the
subject with a comparison to activities in other nations in Scale and Scope:
The Dynamics of Industrial Capitalism (Cambridge, Mass.: Harvard University
Press, 1990). The role of information in U.S. corporations is the subject of
many studies. One that received much attention when it first came out is by
James R. Beniger, The Control Revolution: Technological and Economic Origins
of the Information Society (Cambridge, Mass.: Harvard University Press,
1986), which has not been superseded by others. For example, there is JoAnne
Yates, who studied a number of firms of the late 1800s and early 1900s to
demonstrate how communications took place in corporations, in Control
through Communication: The Rise of System in American Management (Balti-
more, Md.: Johns Hopkins University Press, 1989). For a general history of
the information processing industry of this period, covering adding and cal-
culating machines, typewriters, tabulators, and cash registers, there is James
W. Cortada, Before the Computer: IBM, NCR, Burroughs, and Remington Rand
and the Industry They Created, 1865–1956 (Princeton, N.J.: Princeton Uni-
versity Press, 1993). On the development of punch card equipment, there is
a biography of its inventor by Geoffrey D. Austrian, Herman Hollerith: For-
gotten Giant of Information Processing (New York: Columbia University Press,
1982). For their applications in the early decades of the twentieth century,
see Arthur L. Norberg, ‘‘High Technology Calculation in the Early 20th
Century: Punched Card Machinery in Business and Government,’’ Technol-
ogy and Culture 31 (1990): 753–779, and William Aspray, ed., Computing Before
Computers (Ames: Iowa State University Press, 1990).
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Uses of various technologies proved crucial to the work of corporations and
nowhere was this more evident than in accounting. For an introduction to
the issues, see Gary John Previts and Barbara Merino, A History of Accounting
in America: An Historical Interpretation of the Cultural Significance of Account-
ing (New York: John Wiley, 1979). For changes in the way manufacturing
occurred, there is Philip Scranton, Endless Novelty: Specialty Production and
American Industrialization, 1865–1925 (Princeton, N.J.: Princeton University
Press, 1997). On management practices there is Joseph A. Litterer, ‘‘System-
atic Management: Design for Organizational Recoupling in American Man-
ufacturing Firms,’’ Business History Review 37 (winter 1963): 369–391. Also
useful is Robert H. Wiebe, Search for Order, 1877–1920 (New York: Hill &
Wang, 1967), which views the issue of control (Chandler’s theme) as a hunt
for order. For a discussion of the effects of information technology on ac-
counting both in the precomputer and postcomputer period for U.S. corpo-
rations, see H. Thomas Johnson and Robert S. Kaplan, Relevance Lost: The
Rise and Fall of Management Accounting (Boston: Harvard Business School
Press, 1987). But also see JoAnne Yates, ‘‘Evolving Information Use in Firms,
1850–1920,’’ in Information Acumen: The Understanding and Use of Knowledge
in Modern Business, ed. Lisa Bud-Frierman (London: Routledge, 1994), 26–
50; and a study sponsored by the accounting profession, Richard L. Nolan,
Management Accounting and Control of Data Processing (New York: National
Association of Accountants, 1977). One of the most useful histories of the
office (and thus of the use of information technology within it) is by Angel
Kwolek-Folland, Engendering Business: Men and Women in the Corporate Office,
1870–1930 (Baltimore, Md.: Johns Hopkins University Press, 1994). The role
of women has recently drawn much attention. One of the most thorough
studies on the subject was completed by Elyze Rotella, From Home to Office:
U.S. Women at Work, 1870–1930 (Ann Arbor, Mich.: UMI Research Press,
1981), while another study, Sharon Hartman Strom, Beyond the Typewriter:
Gender, Class, and the Origins of Modern American Office Work, 1900–1930
(Urbana: University of Illinois Press, 1992) places greater emphasis on the
effects of information technologies on women’s role. For a history of knowl-
edge workers that includes samplings from economists and historians on the
subject, there is James W. Cortada, ed., Rise of the Knowledge Worker (Boston:
Butterworth-Heinemann, 1998).

Vacuum Tubes, Radios, and Television

For the first half of the twentieth century the most visible application of
vacuum tube technology in the United States was the radio. An excellent,
comprehensive study of the subject is Hugh G. J. Aitken, The Continuous
Wave: Technology and American Radio, 1900–1932 (Princeton, N.J.: Princeton
University Press, 1985). An older, still useful account, is by W. Rupert
MacLaurin, Invention and Innovation in the Radio Industry (New York: Mac-
millan, 1949). On some of the newer versions of the radio, see Michael
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Schiffer, The Portable Radio in American Life (Tucson: University of Arizona
Press, 1991). The early history of radio use can be found in Susan Douglas,
The Invention of American Broadcasting, 1899–1922 (Baltimore, Md.: Johns
Hopkins University Press, 1987), but also see another study that carries the
story forward: Michele Hilmes, Radio Voices: American Broadcasting, 1922–
1952 (Minneapolis: University of Minnesota Press, 1997). On the radio busi-
ness there is Susan Smulyan, Selling Radio: The Commercialization of American
Broadcasting, 1920–1934 (Washington, D.C.: Smithsonian Press, 1994). But
also see Thomas Streeter, Selling the Air: A Critique of the Policy of Commercial
Broadcasting in the United States (Chicago: University of Chicago Press, 1996).

The technological transition from still pictures to television was the movie.
On the early role of movies in American society, see Steven J. Ross, Working
Class Hollywood: Silent Film and the Shaping of Class in America (Princeton,
N.J.: Princeton University Press, 1998). An excellent reference on the general
subject is Anthony Slide, The New Historical Dictionary of the American Film
Industry (Lanham, Md.: Scarecrow Press, 1998). An essential history of the
movie industry is Robert Sklar, Movie-Made America: A Cultural History of
American Movies (New York: Random House, 1994). Another general history
of American film and society is Richard Maltby, Harmless Entertainment:
Hollywood and the Ideology of Consensus (Metuchen, N.J.: Scarecrow Press,
1983). On the introduction of sound technology and its effects on films there
is Donald Crafton, The Talkies: American Cinema’s Transition to Sound, 1926–
1931 (New York: Charles Scribner’s Sons, 1997), which is vol. 4 of History
of the American Cinema. But for a truly fascinating study of how the mode of
production, film technology, and film style combined to create a standardized
approach to filmmaking in Hollywood, see David Bordwell, Janet Staiger, and
Kristin Thompson, The Classical Hollywood Cinema: Film Style and Mode of
Production to 1960 (New York: Columbia University Press, 1985).

The literature on television, particularly as it was developed and adopted
in the United States, is extensive. A good place to start is with the anthology
of articles on this theme in Anthony Smith, ed., Television: An International
History (New York: Oxford University Press, 1998). A monumental study on
many aspects of broadcasting is Erik Barnouw’s A History of Broadcasting in
the United States (3 vols.), which covers the period from the earliest years to
1953 (New York: Oxford University Press, 1966–1970). He also wrote on the
rise of television in The Tube of Plenty: The Evolution of American Television
(New York: Oxford University Press, 1975). The role of RCA proved critical
throughout the majority of the twentieth century. A short useful history of
the firm was written by Robert Sobel, RCA (New York: Stein and Day, 1986).
A useful biography of David Sarnoff written by Carl Dreher, Sarnoff: An
American Success (New York: Quadrangle, 1977), has been superseded by
Kenneth Bilby, The General: David Sarnoff and the Rise of the Communications
Industry (New York: Harper & Row, 1986). Margaret B. W. Graham has
written a case study on the VideoDisc episode, RCA and the VideoDisc: The
Business of Research (New York: Cambridge University Press, 1986). Two
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important studies began the process of documenting the effects of television
on American society in a methodical manner. The first is a collection of
studies by experts on the topic, George A. Comstock et al., Television and
Human Behavior (New York: Columbia University Press, 1978), one of the
earliest such projects. A more recent one is by Joshua Mayerowitz, No Sense
of Place: The Impact of Electronic Media on Social Behavior (New York: Oxford
University Press, 1985).

Development of Chips, Computers,

and Their Industry

The story of how the transistor and the computer chip came into being has
been told by many writers. A good introduction to the story about the tran-
sistor is by Michael Riordan and Lillian Hoddeson, Crystal Fire: The Invention
of the Transistor and the Birth of the Information Age (New York: W. W.
Norton, 1997). A minor classic on semiconductors is by Ernest Braun and
Stuart Macdonald, Revolution in Miniature: The History and Impact of Semi-
conductor Electronics, 2d ed. (Cambridge: Cambridge University Press, 1982).
A very readable book about the chip is T. R. Reid, The Chip: How Two
Americans Invented the Microchip and Launched a Revolution (New York:
Simon & Schuster, 1984). For a large collection of articles on all aspects of
the chip, see Tom Forester, ed., The Microelectronics Revolution (Oxford: Basil
Blackwell, 1980).

The best one-volume history of computers, particularly in the United
States, is by Martin Campbell-Kelly and William Aspray, Computer: A History
of the Information Machine (New York: Basic Books, 1996); while, there are
now more than three dozen such histories, this one was written by two
historians and includes a useful bibliography. On the period 1965–1995, see
Paul Ceruzzi, A History of Modern Computing (Cambridge, Mass.: MIT Press,
1998), which emphasizes the technological side of the story in nontechnical
language. For a short history that weaves customer needs and wants with the
technical history of the early stages of computing, see James W. Cortada, The
Computer in the United States: From Laboratory to Market, 1930 to 1960
(Armonk, N.Y.: M. E. Sharpe, 1993).

The special role played by the U.S. government in fostering the develop-
ment and use of computing has been the subject of several important studies.
Kenneth Flamm led with Targeting the Computer: Government Support and
International Competition (Washington, D.C.: Brookings Institution, 1987) and
Creating the Computer: Government, Industry, and High Technology (Washing-
ton, D.C.: Brookings Institution, 1988). On the role of government in creating
what we now call the Internet, see Arthur L. Norberg and Judy E. O’Neill,
Transforming Computer Technology: Information Processing for the Pentagon,
1962–1986 (Baltimore, Md.: Johns Hopkins University Press, 1996) and Janet
Abbate, Inventing the Internet (Cambridge, Mass.: MIT Press, 1998). One of
the best histories of computing during the Cold War, and about the role of
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the U.S. government, was written by Paul N. Edwards, The Closed World:
Computers and the Politics of Discourse in Cold War America (Cambridge, Mass.:
MIT Press, 1996). The subject of the role of the government continues to
attract the attention of policy makers. During the second Clinton administra-
tion an important study was commissioned by the president on the future
role of the government with computing; the resulting work has an excellent
summary of lessons learned by policy makers of the past: President’s Infor-
mation Technology Advisory Committee Interim Report to the President (Arling-
ton, Va.: National Coordination Office for Computing, Information, and
Communications, 1998). Another study, addressing similar issues, is worth
looking into as a companion project: Computer Science and Telecommuni-
cations Board National Research Council, Funding a Revolution: Government
Support for Computing Research (Washington, D.C.: National Academy Press,
1999).

Studies of the U.S. computer industry are now beginning to proliferate,
particularly studies of major corporations such as AOL, IBM, and Microsoft.
For an introduction to the subject and its literature see James W. Cortada,
Information Technology as Business History: Issues in the History and Manage-
ment of Computers (Westport, Conn.: Greenwood, 1996). For a general over-
view of the 1970s to the early 1990s, see Charles H. Ferguson and Charles R.
Morris, Computer Wars: How the West Can Win in a Post-IBM World (New
York: Times Books, 1993). A thoughtful book on Microsoft is Michael A.
Cusumano, Microsoft Secrets: How the World’s Most Powerful Software Com-
pany Creates Technology, Shapes Markets, and Manages People (New York:
Free Press, 1995). Of the more than one dozen histories of IBM, the most
comprehensive is by Emerson W. Pugh, Building IBM: Shaping an Industry
and Its Technology (Cambridge, Mass.: MIT Press, 1995). One of the best
business memoirs ever published in the United States is by the head of IBM
in the 1950s and 1960s, Thomas J. Watson Jr., and Peter Petre, Father Son
& Co.: My Life at IBM and Beyond (New York:Bantam Books, 1990). The
most thorough analysis of the computer industry in the United States prior
to the impact of the PC on its structure is by Franklin M. Fisher, James W.
McKie, and Richard B. Mancke, IBM and the U.S. Data Processing Industry:
An Economic History (New York: Praeger, 1983), covering the period of the
1940s through the 1970s.

A more up-to-date history of the industry is needed; however, several
studies fill in parts of the story. AnnaLee Saxenian looked at two parts of the
United States that manufactured and sold computing technology, Regional
Advantage: Culture and Competition in Silicon Valley and Route 128 (Cam-
bridge, Mass.: Harvard University Press, 1994). A massive sociological study
of the industry and the society it is spawning is underway by Manuel Castells,
with three volumes in print, The Information Age: Economy, Society, and Cul-
ture, 2 vols. to date (Cambridge, Mass.: Blackwell, 1996, 1997, 1998). Alfred
D. Chandler Jr. has looked at the structure of this industry, ‘‘The Computer
Industry: The First Half-Century,’’ in Competing in the Age of Digital Con-
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vergence, ed. David B. Yoffie (Boston: Harvard Business School Press, 1997),
37–122. The entire book is a collection of case studies of how various tech-
nologies are affecting business practices, mostly based on U.S. examples.

Closely linked by historians to computers has been knowledge work, which
is the increasingly fashionable way to label the work of professions. Although
we have attempted to demonstrate in this book that information technologies
and knowledge-based work have a long history dating back to the 1600s, the
majority of literature on the subject focuses on twentieth-century develop-
ments, primarily the by-product of economists. The first major studies on
what constituted knowledge work in America and who did it were conducted
by Fritz Machlup at Princeton University. His major work is Knowledge: Its
Creation, Distribution, and Economic Significance, 3 vols. (Princeton, N.J.:
Princeton University Press, 1980–1984). The next major study, one that
expanded the number of workers in the United States relying on information
technology to do their work—hence creation of the postindustrial economy
so often heralded—was done by Michael Rogers Rubin and Mary Taylor
Huber, The Knowledge Industry in the United States (Princeton, N.J.: Princeton
University Press, 1986). The Information Economy was expanded further in
a study by Marc Uri Porat, The Information Economy: Definition and Mea-
surement (Washington, D.C.: U.S. Department of Commerce, May 1977).
The latest study, one with extensive historical perspectives, is Jorge Reina
Schement and Terry Curtis, Tendencies and Tensions of the Information Age:
The Production and Distribution of Information in the United States (New Bruns-
wick, N.J.: Transaction Publishers, 1995).

Information Technology Management

Nearly a third of the some 2,000 books published each year in the United
States on business management topics discuss computers and telecommuni-
cations. Many of these books are also translated into more than a dozen
languages and published around the world. For more than a half-century
Americans have written on the subject of information technology manage-
ment. A DP-era management study that well portrayed issues of the 1960s
and 1970s is F. Warren McFarlan, Richard L. Nolan, and David P. Norton,
Information Systems Administration (New York: Holt, Rinehart and Winston,
1973). A highly influential book on systems thinking and IS management of
the DP era is Sherman Blumenthal, Management Information Systems: A
Framework for Planning and Development (New York: Prentice-Hall, 1969).
One of the best anthologies of articles on the general theme is Lynn M.
Salerno, ed., Catching Up with the Computer Revolution (New York: John
Wiley, 1983). The classic study on the role of innovation, facilitated in large
part by the use of information technology, is Richard N. Foster, Innovation:
The Attacker’s Advantage (New York: Summit Books, 1986). But also see
Clayton M. Christenson, The Innovator’s Dilemma: When New Technologies
Cause Great Firms to Fail (Boston: Harvard Business School Press, 1997).
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Creating I/T-influenced organizational structures can be understood through
James I. Cash, Robert G. Eccles, Nitin Nohria, and Richard L. Nolan, Build-
ing the Information-Age Organization: Structure, Control, and Information Tech-
nologies (Chicago: R. R. Donnelley, 1994); James L. McKenney, Waves of
Change: Business Evolution through Information Technology (Boston: Harvard
Business School Press, 1995); Michael S. Scott Morton, ed., The Corporation
of the 1990s: Information Technology and Organizational Transformation (New
York: Oxford University Press, 1991); and Thomas J. Allen and Michael S.
Scott Morton, eds., Information Technology and the Corporation of the 1990s:
Research Studies (New York: Oxford University Press, 1994). All have U.S.
case studies on the business use and effects of I/T. One of the classic studies
on the effects of computing on workers (and one of the most widely read) is
Shoshana Zuboff, In the Age of the Smart Machine: The Future of Work and
Power (New York: Basic Books, 1988). It is a sociological study, relying
extensively on interviews with workers, particularly in the paper industry,
examining the consequences of such technology on skills, work, and the role
of people. The first important account of the effects of electronic communi-
cations as a whole on an organization was done by Lee Sproull and Sara
Kiesler, Connections: New Ways of Working in the Networked Organization
(Cambridge, Mass.: MIT Press, 1991).

The Internet is so new that histories of the network hardly exist. An early,
useful introduction, however, is by Katie Hafner and Matthew Lyon, Where
Wizards Stay Up Late: The Origins of the Internet (New York: Simon &
Schuster, 1996). The best history of the Internet is Abbate, Inventing the
Internet (previously cited). For contemporary thinking about how to use the
Internet, see Thomas G. W. Keen, Walid Mougayar, and Tracy Torregrossa,
The Business Internet and Intranets: A Manager’s Guide to Key Terms and
Concepts (Boston: Harvard Business School Press, 1998). But also see Nitin
Nohria and Robert G. Eccles, ed., Networks and Organizations: Structure,
Form, and Action (Boston: Harvard Business School Press, 1992). A highly
influential book on middle managers in U.S. corporations, which argued
processes needed to be designed that were more compatible with computer
technology, is Thomas H. Davenport, Process Innovation: Reengineering Work
through Information Technology (Boston: Harvard Business School Press,
1993). Applications and strategies is also the subject of Stephen P. Bradley
and Richard L. Nolan, eds., Sense and Respond: Capturing Value in the Network
Era (Boston: Harvard Business School Press, 1998). We are also beginning to
see publications on the implications of the Internet on U.S. management
practices. Perhaps the most useful is written by two economists, Carl Shapiro
and Hal R. Varian, Information Rules: A Strategic Guide to the Network Econ-
omy (Boston: Harvard Business School Press, 1999); this book argues that the
classical laws of economic behavior have not been abrogated by the Internet,
but they are just applied in different ways. An analysis of how one competes
in the I/T industry was prepared by Michael A. Cusumano and David B.
Yoffie, two highly knowledgable experts on management issues and contem-
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porary I/T industry issues: Competing on Internet Time: Lessons from Netscape
and Its Battle with Microsoft (New York: Free Press, 1998). For an example
of how the Internet affects an industry, see Bruce M. Owen, the Internet
challenge to Television (Cambridge, Mass.:Harvard University Press, 1999).

The direct management of information processing departments and infra-
structures has yet to be properly studied by historians. For a short introduc-
tion to the issues, see Cortada, Information Technology as Business History
(cited previously). For a bibliography of all the key studies on American I/T
management, see James W. Cortada, Second Bibliographic Guide to the History
of Computing, Computers, and the Information Processing Industry (Westport,
Conn.: Greenwood, 1996). We lack a comprehensive study of applications of
information technology in business, although the contemporary literature on
the U.S. experience is now massive. For a bibliography of this material, see
James W. Cortada, A Bibliographic Guide to the History of Computer Applica-
tions, 1950–1990 (Westport, Conn.: Greenwood, 1996).

Personal Computers and Their Use

The PC has now been around for more than a quarter of a century and is
beginning to leave a trail of historical literature behind it. Lee Butcher wrote
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Bibliographic Essay 359

Howard Rheingold, The Virtual Community: Homesteading on the Electronic
Frontier (Reading, Mass.: Addison-Wesley, 1993). A recent important study
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of California Press, 1994); or Bill McKibben, The Age of Missing Information
(New York: Plume, 1993). Three broad studies enrich our understanding of
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Bibliographic Essay 361
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Press, 1995). On the U.S. computer industry, see an annual publication by
Egil Juliussen, Portia Isaacson, and Luanne Kruse, Computer Industry Almanac
(Dallas: Computer Industry Almanac, 1987– ).



This page intentionally left blank 



363

Index

A.B. Dick, 123–124
Abolitionists, free speech not blocked, 50
Access, data on home PCs, 265–271
Accountants, expansion of profession (1875–

1930s), 111–112; used Comptometers, 122
Accounting, in nineteenth century small

firms, 17; railroad practices, 109; why an
early computer application, 230, 232–236

Adams, John, 47; pro–status quo, 42
Adams, John Quincy, 50, 59; quoted on

embargo of information, 68
Adams, Samuel, pro–status quo, 42; role in

Committee of Correspondence, 45
Adding machines, arrival of, 120–121
Adoption criteria for new technology, 179–

180
Advanced Micro Devices, 31; chip market

share (1994), 34
Advertising, on radio, 157–159; on TV, 168–

169; role of agencies during World War II,
161; used by public officials (1917–1918),
156

Affiliation, Internet used to create, 275, 277–
279

African-Americans, free members published
views (early 1800s), 52

Ages, concept of, 3–7
Agriculture, information about helped early

radio, 149; sale via telegraph, 82–83
Aiken, Howard, 189
Aitken, Hugh G.H., quoted about RCA, 22
Albion, Robert, on Cotton Triangle, 8
Allied Signal, 249
Almanacs, role in colonial times, 40
ALOHAnet, 229
Altair 8800, 260

America Online (AOL), 37, 263; courted
households, 264

American Bible Society, 49
American Broadcasting Company (ABC), 172;

origins of, 22
American Revolution, protection of

expression and press, 6; role of information
in age of, 42–47

American System, Clay’s idea for, 8
American Tract Society, 49
Amazon.Com, 244
Amdahl, Gene, role of, 29
American Bell Telephone Company, 87, 89,

91
American District Telegraph Company, 77
American Marconi, 146
American Speaking Telephone Company, 90–

91
American Telephone and Telegraph

(AT&T), 173, 140, 143, 146, 192; acquired
TCI (1998), 288; antitrust wars, 207;
became Bell’s parent company, 15; decision
to license transistor patents, 177–178;
developed UNIX, 35; early history of, 87–
100; electric-based products and, 20, 21;
example of evolution of American
technology, 178; knowledge management
software used by, 249; newly formed
(1880s), 284; radio broadcasting business of
(1920s), 148; signs with TI to make
transistor radio, 31; Vail learned from
railroad experience, 72

American Writing Machine Company, 114
Amos ‘n’ Andy, 154
Analysis, emergence of new technologies for

(1800s), 120–121



364 Index

Andreesen, Mark, 36
Anglo-French rivalry (1700s–1800s), effect on

U.S., 7–8
Antilock braking systems (ABS), 250–

251
Antitrust, actions during Nixon

Administration, 171; activities against
national networks, 171–173; AT&T’s
experience with, 207; EPS of, 234; IBM’s
experience with, 201; RCA’s radio patents
and, 22–23

Antitrust Division, AT&T and (1950s), 177–
178; defended competition, 207;
investigated RCA’s radio business (1920s),
22

Apple Computer, 33, 34, 194, 202;
introduced microcomputers, 32

Apple II, described, 260; educational software
appeared for, 262

Applications, accounting uses, 230, 232–236;
evolution of computing for, 220–227; for
business, 228–256; for computer chips, 185–
186; for computers, 210–212; history of e-
mail, 264; PCs in homes, 257–259; role of
software, 291; scientific and commercial
computing, 220–221; use of different types
of computers, 204

Apollo, 35, 238; builds powerful
microcomputer, 255; founded (1981)

Arithmometers, use of (1800s), 120
Armour and Swift, 86
Armstrong, Edwin, 285
Armstrong, George A., 71
Armstrong, Michael, quoted, 288
Armstrong Commission Hearings, exposed

insurance practices (1905), 131
ARPA, 264
ARPANET, 37, 175, 272, 294; chat groups

used, 277; creation of, 240–241; e-mail on,
264; original use of, 35, 36

Asia-Pacific, percent of global semiconductor
market, 186

Aspray, William, 199; quoted, 178
Associated Press, early extent of, 13; formed,

83
AST Research, 34, 202
Audion, made long distance calls possible, 98,

138
AUTOCODE, 192
Automated teller machines (ATMs), role of,

211
Automatic switching, early history of at

AT&T, 96
Automation, origin of word, 227
Automotive industry, 186, 209, 251

‘‘B’’ class stations, type of radio broadcasters
described, 148

Bache, Richard, as Postmaster General
(1770s), 57

BackWeb technology, 249
Baker, George F., 14
Baltimore & Ohio Railroad, competed against

Western Union, 77; joined to other
railroads, 10; used telegraph, 85

Bangs, George N., 71
Banking industry, role of information

technology in, 211–212
Banks, George M., mail distribution actions

of, 12–13
Bardeen, John, 180
Barnes & Noble, 195–196
BASIC, 33, 293
Bates, David Homer, 76
Battle of Britain, effect of reporting on radio,

160
Battle of Midway, 162
Bell, Alexander Graham, invents telephone,

13–14; makes first phone call (1876), 188;
obtains first telephone patents, 87; role in
telephone business, 87–100

Bell Laboratories, 30, 173, 212; builds first
electronic relay computers, 188, 189;
creation of, 285; had necessary skills to
invent transistor, 181; licensed transistors,
21; UNIX developed at, 177–178, 229, 294;
progenitor of, 93

Bell System, created, 284–285; origins of, 87–
100; revenues of (1890–1920), 81

Bell Telephone Company, had learning base
for Information Age, 282; Hubbard’s
experience before joining, 78; incorporated
(1878), 284; litigation with Western Union,
14; scope of services (1881), 14

Berkeley UNIX, 229
‘‘Big Business,’’ nature of, 15
Bill for the More General Diffusion of

Knowledge (1779), 47
Bill of Rights, 43
Blacklisting, of entertainment industry, 170
Bohm’s Compiler, 192
Borland, 34, 35, 293
Boston, Committee of Correspondence

formed, 45; early press at, 39–40
‘‘Boston pamphlet,’’ 45
Boston & Worcester Railroad, accounting

practices of, 17; Herndon worked for, 70
Boyce, Jr., L. Fred, quoted, 179
Brattain, Walter, 180
Brown, Richard, 5–6; 39–53
Browsers, origins of, 36



Index 365

Bucket shops, described, 82
Budgeting, how done in M-form

organizations, 232–236
Burleson, Albert, 98
Burlington System, 14
Burroughs Adding Machine Company, 26,

197, 200; antitrust wars of, 207; explored
punch-card opportunities, 19; introduced
adding machine, 121; products of, 18

Bush Vannevar, 188
Business, use of information and technology

in Industrial Age, 107–135
Business machines, surge in demand for

(1920s–1930s), 18
Byrd, William, 41

Cable service, percent of homes with (1995),
257; significance of newspaper role in, 286–
287

Cable telegraph, between U.S. and Great
Britain, 75

Calculating machines, arrival of, 120–121
Campbell-Kelly, Martin, 199; quoted, 178
Capital, requirements for PC software

development, 296
Capital budgeting, role of computers in, 234–

236
Capra, Frank, 161–162
Carbon paper, development of, 18; uses for,

117
Cards, use in accounting, 118, 119
Carty, John J., quoted, 100–101
Casework, new organization of work

described (1980s–1990s), 251–252
Cash registers, used to collect sales

information, 115–116
Cellular phones, 213
Censorship, eighteenth century British policy,

40
Census Bureau, user of punched-card

equipment, 19
Ceruzzi, Paul, quoted, 229, 229
Chandler, Jr., Alfred D., quoted, 85, 211
Chappe, Claude, optical telegraphy of

described, 74–75
Chaplin, Charlie, in PC ads, 203
Chicago, Burlington, & Quincy Railroad,

used telegraph, 85
Chief Information Officer (CIO), evolution of

responsibilities, 245–246; title created, 239
Children, susceptibility of to consequences of

information technology, 259
Chips, a hidden infrastructure, 178–179;

applications for, 185–186; consumption of,
209; described, 180; effect on computer

software performance, 293–294; origins of,
30–32; significance of, 30–31; transistor
ancestor of, 178

Church, Alexander Hamilton, 111
CII, 29
Cisco, 255–256; growth of, 242–243;

introduced Internet router (1984), 36;
market value of, 252–253

Civic Practices Network, purpose of, 275
Civil War, foundations of new transportation

and communications infrastructure in place
by, 12; telegraph used during, 75–76

Clay, Henry, 59; urged American System for
economic growth, 8

Clerical workers, jobs for affected by
typewriter, 115; rise of, 112–113

Clones of PC created, 33
CNN, 295
COBOL, 192, 230
Cochran, Thomas C., quoted, 14
Cold War, effect on electronic media, 170–

171
Colgate-Palmolive, 16
Coolidge, Calvin, 156
Colonies, information diffusion in, 39–42
Color TV, early history of, 24–25
Columbia Broadcasting System (CBS), 171;

early TV history of, 23, 163–166; formed
(1927), 22, 148; dropped out of color TV
market, 145; profits of (1930–1931), 158;
RCA as rival, 23, 24

Columbia Pictures’ Screen Gems, 167
Commerce, importance of postal system to,

63–68; online from home, 272–274;
protecting U.S. interests (early 1800s), 7

Commercial Age, information flows in, 5–6
Commercial computing, characteristics of,

220–227; influence of scientific computing
on, 228–230; where in an enterprise, 230

Committee of Correspondence, role of, 45
Commodore, 32
Common Sense, 51; publication of, 6;

significance of, 45–46
Communications, emergence of new

technologies for (1800s), 122–125; extent
of in homes, 257; major users of chips, 185;
new infrastructure built in twentieth-
century, 137–175; policy debates and issues
on telegraphy, 74–79; why infrastructure
became media-rich and media-dominated,
174

Communications Decency Act (1996), 267
Compaq, 34, 202, 293; introduced first PC

clone, 237; revenues compared to IBM’s
(1994), 26



366 Index

Competencies, IBM mastered computings,
26

Competition, fostered by standard computer
technology, 194; government supported,
207–208

Comptometer, described, 121
Compuserve, 263
Computer, consequences of, 215–216;

development of, 186–196, 220–227; effect
on how organizations were structured, 236;
extent of adoption of, 193–194, 208–213;
implications of using punched-card
technology with, 26; in homes, 257–280;
M-190, 30; major users of chips, 185, 186;
metrics on economic performance of (1970s–
1990s), 252–254; price/performance
improvements of, 193

Computer Associates, 34, 35, 204
Computer industry, born (1950s), 193;

evolution of, 25–37, 196–216; significance
of IBM’s role, 286

Computer-aided design (CAD), 239
Computerland, 33, 237
Computers, Amdahl 470-V6, 29; EDVAC,

190–191; ENIAC, 189–191; Harvard Mark
computers, 189; IAS, 191; M-series, 29, 30;
M-190, 29, 30; PDP series, 30; PDP-1,
229; PDP-5, 229; PDP-8, 229. See also
International Business Machines (IBM)
computers and PC

Computers and Automation, 201
Computerworld, 201
Computing and accounting equipment,

deployment in U.S., 209–210
Computing-Tabulating-Recording Company

(C-T-R, also CTR), 19
Confederacy, telegraph used by, 76
Congress, early postal practices of, 57–62;

role in expanding information
infrastructure (1700s–1800s), 8

Connecticut, 40
Constitution, protection of information in, 6;

role in nurturing information market place,
48–51

Consumer electronics, major users of chips,
185–186; technology of described (1940s–
1960s), 191–192; TV and, 164–165; U.S.
industry collapses, 24–25, 172–173

Continuous Replenishment Process (CRP),
case described, 249

Control Data Corporation (CDC), 200, 202;
origins of, 30

Copiers, early American technologies and
techniques, 116–117

Copyright protection, role of, 206–207

Corning Glass Works, manufactured CRTs,
163; manufactured vacuum tubes, 143,
144

Corporations, creation of, 15–18; influenced
evolution of computers, 196

Correll, Charles, 154
Cortada, James W., 20, 236; how business

applications were developed, 230; on
origins of computer chips, 30–32; quoted,
115–116

Cost accounting, rise of, 111–112
Cotton gin, effect on textile industry, 7
Cotton Triangle, explained, 8
Council for Democracy, 160
Cray, Seymour R., 202
Credit cards, role of, 211–212
Creswell, John, 71
Crimean War, use of telegraph in, 76
Crompton Mule, invented, 7
Crosby, Bing, radio advertising and, 158
CRTs, early history of, 138, 163–164; in

early radar, 144; nature and use of, 142–
145

Crystal sets, stimulates radio innovations, 147;
type of radio, 139

Culture, how that of U.S. fostered use of
competition, 207–208; influence of
electronic media on (1940s–1960s), 167–
168; influence of technology on, 170;
national unity possible due to electronic
communications, 152–156

Curlee Commission, 156
Curtis, Terry, 199
Customers, types for computers, 220–221

Data General, 30, 202, 229
Data Processing (DP) Era, defined, 218;

technologies of, 221–222
Data Processing Management Association

(DPMA), founded (1949), 201
Data Processing Manager, role of, 230; saw

PC as threat (1980s), 238–239
Database, arrival of, 237; significance of

relational, 248
Datamation, 201
Davis, Elmer, 161
DeCastro, Edson, 30
Defense Savings Bonds, sold over radio

(1940s), 159
De Forest, Lee, 140; role of 285
De Forest triode, 138
Dell, 34, 202
Delphi, 37
Democrats, information policies of in early

U.S., 50–51



Index 367

Deployment, extent for computers, 208–213;
home PCs, 262; of Internet, 243–244; PCs
in homes and businesses compared, 280

Dewey, Melvil, 118
Dewey Decimal System, 118
Dick, A., mimeograph and, 18
Dickens, Charles, 63
Dickinson, John, political argument of, 44–

45, 46
Diebold, John, 228; coined terms

‘‘automation,’’ 227; quoted on rationale for
acquiring computers (1960s), 179

Diffusion, why rate different for PCs in
homes and businesses, 280

Digital computer, 202; came into its own, 190–
196

Digital convergence, 286–290; concept
explained, 244; resulted in restructured
industries, 245

Digital divide, increased (1990s), 266
Digital Equipment Corporation (DEC), 35,

200, 204; embraced RISC technology, 238;
origins of, 30; PDP-1, 229; PDP-5, 229;
PDP-8, 229 role of, 228–229; served
scientific and engineering customers, 220;
software role of, 292

Digitally controlled home entertainment
centers, 213

Diode vacuum tube, 138
Discussion groups, number and role on

Internet, 277–279
DN 100, workstation from Apollo, 238
Documents, volume of business versions

increase, 117–118
Downsizing, made possible by computers,

240
Dumont, 143, 144, 163; failed in radio

broadcasting, 148
Du Pont, 16; early data retention practices at,

119; early user of graphs, 125; meetings at,
124

Dynamic Random Access Memory (DRAM),
3

e-mail, history of, 264; how used, 275, 277;
non-work traffic on, 272

Earnings per share (EPS), 234–236
Eccles, W.H., 188
Eckert-Mauchly Computer Corporation, 190;

bought by Remind Rand, 200
Economics of software, described, 295–296
Economy, consumption of chips by, 209; how

helped computer usage in U.S., 204–208;
in U.S. fertile for computer sales, 197;
impact of Internet on, 244

Edison, Thomas, 14, 18; hired by Orton, 78;
invented stencil method, 123–124

Edison Electric Illuminating Company, 133
Education, purpose in colonial times, 41
EDVAC, project described, 190–191
Eisenhower, Milton, developed U.S.

government’s information strategies (World
War II), 161

Elekrictats Gelleschaft (AEG), 20
Electronic games, 213
Electronic mail (e-mail), history of, 264; how

used, 275, 277; non-work traffic on, 272
Electronic media, co-exists with print media,

167–168
Electronics, as power in Information Age, 4–

5; creation and use of infrastructure, 282–
283; effect on processing of information, 4;
IBM hires engineers expert in (1950s), 26;
in many media forms (1910s–1930s), 141;
stimulates economic growth in U.S., 145

Emerson, competed with RCA, 23
Employment, effect of electronic media on,

169–170
ENIAC, 191; unveiling of (1946), 189–190
Engineers, why they could develop

computers, 187–188
Enterprise resource planning (ERP),

facilitated by advantages of information
transparency, 248

Entrepreneurs, new U.S. wave of caused by
PCs, 34–35

Epson, made printer for IBM PC (1981), 237
ERA, 190; bought by Remington Rand, 200
ERPE, 151
Ethernet, 238; developed by Metcalfe (1973),

229
Ethnic access to PCs, 266
Europe, enters computer market, 200; origins

of electric-based industries in, 20–21;
percent of global semiconductor market,
186; received computer technology from
U.S. via Japan, 29–30; role in PC business,
204

Eveready Hour, 158
Exports, of U.S. computer chips and office

appliances, 185

Factory, 1916 issue on shop conferences, 124
Fairbanks, Douglas, 150
Fairchild Semiconductor, early history, 31;

early maker of chips, 30
Family, brought together by Internet, 259;

shared experiences via radio, 153–154
Family Opportunity Act (1982), significance

of, 270



368 Index

Faraday, Michael, 188
Fast Mail, effect on Vail’s management

thinking, 99; service described (1870s), 72
Federal Communications Commission (FCC),

172–173; enhanced competition, 287;
influence in evolution of national radio
broadcasting, 149; role in creation of ABC,
22: supports a few national broadcasters,
141, 171; TV standards, 163–166

Federal Express, use of bar codes, 211
Federal Radio Commission, 148
Felt & Tarrant Manufacturing Company,

121
Fiber optics, part of new digital

infrastructure, 215
Fidelity Investments, use knowledge

management software, 249
File cabinets, part of a larger file organizing

process, 118
Files, managerial control processes for, 118–

119
Financial accounting, computer applications,

232–236
Fireside chats, radio success of, 156
First Amendment, 49
Fitzgerald, F. Scott, view of film industry,

155
Fleming, Ambrose, 140
Fleming valve, 138
Flint, Charles R., 19
Flowcharts, developed, 192
FM, radio band, 155, 164; TV and, 165–

166
Forbes, William, invested in Bell Company,

91; made president of Bell Telephone
Company (National Telephone Company),
14, 91–92, 284

Ford, John, role during World War II,162
Forms, expanded use of (late 1800s-early

1900s), 117
FORTRAN, 192
Fox, makes ‘‘talkies,’’ 150
France, builds network of optical telegraphy,

74; number of telephones in, 100
Franco-Anglo rivalry (1700s–1800s), effect on

U.S., 7–8
Franklin, Benjamin, 8, 188; appointed

Postmaster General, 6, 57; pro–status quo,
42

Free speech, in England and its colonies, 42–
44; role in early U.S., 49–52

Fujitsu, 204; invested in Amdahl, 29
Furchtgott-Roth, Harold W., quoted, 207
Futures market, made possible by telegraph,

82

Gag Rule, failed, 50, 52
Galambos, Louis, quoted on AT&T, 285
Galvin, James, in World War II, 162
Games, 293; extent of software sales of, 262;

played on computers at work, 272;
software mainly for boys, 265

Gates, William (Bill), 204, 213, 293, 295;
initial relations with IBM, 33; moves to
workstation market, 35; provided operating
system to IBM, 202

Gateway 2000, 34, 202
Gender inequality, in home use of computers,

265–266
General Electric (GE), 22, 23, 146, 189, 200,

285; acquires NBC (1986), 25; during
World War II, 162; electric-based
products, 20, 21; had development lab, 181;
licensed transistor, 178; made vacuum
tubes, 143, 144; member Radio Trust, 143,
144; radio history of, 22; sets up RCA, 141;
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support of World War II, 161–162
Home shopping, online, 272–274
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1960s), 139; flow of in colonial times, 5–6,
44; flow of in late 1800s, 111–113; general
significance and role in American history,
52–53, 298–299; in early corporations, 17–
19; increase in supply of (late 1800s/early
1900s), 125–129; market place at birth of
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need for graphical presentations (early
1900s), 124–125; need for helped radio



370 Index

Information (continued )
broadcasting, 149; overview of
infrastructure of (1780s–1920), 55–57;
personnel management created demand
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Networks, advantages of Internet

architecture, 243; convergence of software
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acquired, 193; percent of cost due to chips,
185; revenues by company (1994), 27;
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