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I prefer true but imperfect knowledge, even if it leaves much indetermined and unpredictable, to a pretence of exact knowledge that is likely to be false.
—FRIEDRICH VON HAYEK,
Nobel Prize lecture, 1974
Forty years ago, we wrote a well-received book, The British Tax System, describing the failures – intellectual and practical – of the tax system. We were neither academic scribblers inventing a tax system from scratch nor tax accountants engrossed in excruciating detail. Instead, as young academics we set out to look carefully at how the tax system actually worked in practice and then to design improvements based on a small number of carefully thought through principles. Forty years later, we discovered that we had independently come to the view that economics as a whole faced a similar challenge and was in need of a fresh look. So we decided to collaborate again. This book is the result.
The British Tax System sold well and went into several editions. But our careers then went in different directions. John became the Director of the Institute for Fiscal Studies, started a successful consulting company focusing on business economics, and was the first director of the Saïd Business School at Oxford University and for twenty years a columnist for the Financial Times. Mervyn became an academic in various universities in the UK and US before joining the Bank of England as Chief Economist and later Governor from 2003 to 2013.
During those forty years we saw at first hand both the power of economics as a way of approaching practical problems, and also its limitations. As students and academics we pursued the traditional approach of trying to understand economic behaviour through the assumption that households, businesses, and indeed governments take actions in order to optimise outcomes. We learnt to approach economic problems by asking what rational individuals were maximising. Businesses were maximising shareholder value, policy-makers were trying to maximise social welfare, and households were maximising their happiness or ‘utility’. And if businesses were not maximising shareholder value, we inferred that they must be maximising something else – their growth, or the remuneration of their senior executives.
The limits on their ability to optimise were represented by constraints: the relationship between inputs and outputs in the case of businesses, the feasibility of different policies in the case of governments, and budget constraints in the case of households. This ‘optimising’ description of behaviour was well suited to the growing use of mathematical techniques in the social sciences. If the problems facing businesses, governments and families could be expressed in terms of well-defined models, then behaviour could be predicted by evaluating the ‘optimal’ solution to those problems.
Although much can be learnt by thinking in this way, our own practical experience was that none of these economic actors were trying to maximise anything at all. This was not because they were stupid, although sometimes they were, nor because they were irrational, although sometimes they were. It was because an injunction to maximise shareholder value, or social welfare, or household utility, is not a coherent guide to action. Business people, policy-makers and families could not even imagine having the information needed to determine the actions that would maximise shareholder value, social welfare or household utility. Or to know whether they had succeeded in doing so after the event. Honest and capable executives and politicians, of which there are many, try instead to make incremental decisions which they think will improve their business, or make the world a better place. And happy households are places where family members work together to ensure that tomorrow is at least as good as today.
Most economists would readily acknowledge that no one actually engages in the kinds of calculation which are described in economic models. But since the work of Paul Samuelson, economists have relied on the claim that if people observed certain axioms which constituted ‘rationality’ they would – unconsciously – be optimising, rather as Molière’s M. Jourdain had been talking prose for forty years without knowing it. And when this axiomatic approach is applied to consumer behaviour, as it was by Samuelson, the method is more fruitful than the sceptical observer might expect.
But we show in this book that the axiomatic approach to the definition of rationality comprehensively fails when applied to decisions made by businesses, governments or households about an uncertain future. And this failure is not because these economic actors are irrational, but because they are rational, and – mostly – do not pretend to knowledge they do not and could not have. Frequently they do not know what is going to happen and cannot successfully describe the range of things that might happen, far less know the relative likelihood of a variety of different possible events.
The financial crisis of 2007–08 brought home the intellectual failures of optimising models to capture the disruptive behaviour that results from confronting an unknowable future. But this is not another book about that financial crisis, or even another book about economics, although we believe that the implications for the study of economics are considerable. It is a book about how real people make choices in a radically uncertain world, in which probabilities cannot meaningfully be attached to alternative futures.
As we wrote this book, and discussed our ideas with friends and colleagues, we encountered very different reactions from general readers, on the one hand, and specialists, on the other. Most people find the concept of radical uncertainty natural and indeed obvious. For them, the challenge is not to accept the existence of radical uncertainty but to find ways of coping with it. We hope they will find answers to that challenge in the chapters that follow. Many people who have been trained in economics, statistics or decision theory, however, find it difficult to accept the centrality of radical uncertainty. And to these we need to add some who work in computer science and artificial intelligence – or who have simply read enough about these things to be caught up in the wave of popular enthusiasm for the style of reasoning at which computers excel.
In trying to persuade those two different audiences of the importance of radical uncertainty, the risk is that one thinks we are flogging a dead horse; the other that we are flogging the winner of the Kentucky Derby by decrying a set of techniques which has transformed our thinking in economics, statistics, decision-making and artificial intelligence. We hope that general readers will nevertheless enjoy the spectacle of the flogging and that specialists will feel at least some of the sting of the lash.
Introduction: The Nature of Uncertainty
All we can know is that we know nothing. And that is the sum total of human wisdom.
—LEO TOLSTOY, War and Peace, 18671
Unknowable unknowns
In September 1812, Napoleon’s troops defeated the Russian forces at Borodino, and cleared the way for the capture of Moscow. The French entered the now-deserted capital and razed its wooden structures to the ground. But the fruitless occupation marked the end of the Emperor’s campaign of conquests. The freezing, starving, disease-ridden Grande Armée began its long retreat to Paris. Most of its soldiers never made it home.2 Napoleon abdicated in April 1814.
Napoleon was the greatest political and military leader of the age, at the height of his power and achievement, and commander of the largest army the world had seen.3 But he had little understanding of what was going on at Borodino. Nor, even today, do we truly understand why he was there. And the complex, many-faceted relationship between Russia and Western Europe remains unresolved two centuries later.
On 3 August 1492, Christopher Columbus sailed from Spain with the hope of finding a new route to the Indies. Most experienced sailors at the time believed that a westerly route to Asia was impracticable, given the distance involved and the problem of carrying sufficient food and water. And they were right. Against all reasonable advice, the Spanish Crown agreed to sponsor his expedition. Columbus did not know what his journey would entail, or how long it would take him, and after re-stocking in the Canary Islands, he landed in the Bahamas. He did not know that the New World, as it came to be called, even existed, and he did not know what he had found even after he had found it. He maintained that he had indeed landed in Asia, which is why America is named after his contemporary, Amerigo Vespucci, who had a better idea of where his own explorations had led. Whatever counted as cost-benefit analysis in the Spanish court took no account of the possibility of a New World; nor could it.
In February 1972, Richard Nixon met the Chinese leader Mao Tse-tung in Beijing. The meeting had long been planned, secretly, by the US President and his national security adviser, Henry Kissinger. Its purpose was by no means clear, although Nixon was struggling to extricate his country from Vietnam and both American and Chinese leaders wished to put distance between the two leaders of global communism, China and the Soviet Union. The much-feted meeting ended with a bland communiqué characteristic of global summits. Later that year, five men were arrested during a break-in at the Watergate complex in Washington and the subsequent cover-up led to Nixon’s resignation in 1974. Two years after that, the ailing Mao died.
No one knew what the consequences of the Nixon/Mao meeting would be – it was not even certain when Nixon’s plane arrived that Mao himself would meet the President. And, almost half a century later, no one really knows what the consequences were. Was its significance merely symbolic, a media event involving two leaders in failing political or physical health? Or was it a key milestone in the integration of China into the global economy, probably the most important economic development of the subsequent half century?
Emperors, explorers and presidents made decisions without fully understanding either the situation they faced or the effects of their actions. And so must we.
The global financial crisis
On 9 August 2007, the French bank BNP Paribas announced that it was suspending transactions in three of its funds. The holdings of investors, which had been placed in securities linked to the US housing market, were effectively frozen. The failure of a small group of hedge funds was in itself a minor event. But within days the global financial crisis of 2007–08 was underway. That crisis peaked in September 2008 with the failure of Lehman Brothers, and only extraordinary efforts by central banks around the world prevented the collapse of the Western financial system. Nevertheless, the failures in financial markets which followed led to the most severe recession in the industrialised world since the Great Depression of the 1930s.
As the days passed and the position of the banks deteriorated, we were seeing events that had not been observed for several generations, if at all. Why was the banking system experiencing a crisis of confidence of the kind that we thought had been relegated to history? As the crisis passed and there was time for reflection, both authors sought to explain the background to the events that took us all by surprise. Mervyn King wrote The End of Alchemy and John Kay Other People’s Money. From differing perspectives, the authors had arrived at a common view. The narrative of the pre-crisis period was falling apart. Markets in new, complex financial instruments were supposed to ensure that risks were placed with people who were best able to bear them. Or so the story had gone. As the crisis evolved, a new narrative was required; one which recognised that humans do not necessarily comprehend the consequences of their innovations. The risks had not been placed with those who had most capacity to handle them, but with those who did not understand them. And the institutions that sold those instruments understood little more and lacked the financial capacity to hold them when the market dried up.
The 25 standard deviation event
On 13 August 2007, four days after BNP Paribas had suspended redemptions from three of its funds, the chief financial officer of Goldman Sachs, David Viniar, told the Financial Times ‘we were seeing things that were 25-standard deviation moves several days in a row’.4 Taken literally, Viniar’s statement was not credible. A 25 standard deviation event is one whose probability is less than .000000000000000000000000000000000000 000000000000000000000000000000000000000000000000 000000000000000000000000000000000000000000000000 0003.5 Our universe has not existed long enough for there to have been several days on which 25 standard deviation events could occur. Mr Viniar has a degree in economics from Union College and an MBA from Harvard Business School, so he would have known this, unless he had forgotten the content of his elementary courses. But what he really meant, although his claim was wrapped up in statistical jargon, was that moves in the prices of financial assets were much larger than anything his risk managers had previously experienced or thought possible.
The risk models used by Goldman Sachs and other financial firms were incapable of coping with the stress in markets seen in 2007 and more starkly in 2008. The models used by economists in central banks and elsewhere to make forecasts of the economy also failed to predict or explain these events. The inability of experts to anticipate the crisis was not simply the result of incompetence, or wilful blindness, but reflected much deeper problems in understanding risk and uncertainty. Today we can send rockets to land a man on the moon, and probes to the planet Mercury. Why are more immediate and superficially simpler problems on Earth – such as whether it will rain next week in New York, or what will be the result of today’s election, or the demand for oil next year – harder to manage? Why does planning for future contingencies cause so much difficulty for those charged with making decisions – whether they are employed in private institutions, such as banks, or in charge of public bodies, such as governments and armies?
The war on terror
Osama bin Laden masterminded the attack on Manhattan’s World Trade Center on 11 September 2001, and US military preparations for a possible invasion of Iraq began almost immediately thereafter. In February of the following year, Donald Rumsfeld, the United States Secretary of Defense, gave a press briefing. Rumsfeld was asked to comment on reports that no evidence linked Baghdad to terrorist activity. His famous response was widely derided: ‘There are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns – the ones we don’t know we don’t know.’6
Yet Rumsfeld was saying something important.7 The follow-up question to Rumsfeld’s musings is less well remembered than the observation that provoked it. The Defense Secretary was asked in which category – known knowns, known unknowns or unknown unknowns – did intelligence about terrorism and weapons of mass destruction fall? Rumsfeld’s response was ‘I am not going to say which it is’.8 But no link between Iraq and the 9/11 attack has been established, and no weapons of mass destruction were found. The Iraq invasion was a military success: US forces rapidly reached Baghdad and toppled Saddam Hussein. But with hindsight the operation was a comprehensive failure of intelligence, judgement and contingency planning; a failure as politically damaging as the similar failures of intelligence, judgement and contingency planning in the financial sector were economically damaging. In the light of these failures, US government agencies were required to implement a more structured process for providing advice to the President.9 Analysts were expected to quantify their confidence levels and express them as probabilities.
And so almost a decade later, in spring 2011, President Barack Obama met with his senior security advisers in the White House situation room to consider what he knew would be one of the defining decisions of his presidency. Should he approve the proposed raid by US Navy SEALs on the Abbottabad compound in Pakistan where Osama bin Laden was believed to be hiding? Obama was well aware that a similarly daring plan in 1979 to rescue hostages from the Tehran embassy had ended in fiasco and may have cost Jimmy Carter a second term as President. ‘John’, the CIA team leader, was 95% certain that bin Laden was in the compound. But others were less sure. Most placed their probability estimate at about 80%. Some were as low as 40% or even 30%.
The President summed up the discussion. ‘This is 50–50. Look guys, this is a flip of the coin. I can’t base this decision on the notion that we have any greater certainty than that.’10 Obama did not mean that the probability that the man in the compound was bin Laden was 0.5; still less that he planned to decide by tossing a coin.11 His summary recognised that he had to make his decision without knowing whether the terrorist leader was in the compound or not. Obama would reflect on that discussion in a subsequent interview: ‘In this situation, what you started getting was probabilities that disguised uncertainty as opposed to actually providing you with more useful information.’12
Either bin Laden was there, or he wasn’t – though the plan involved many other risks and uncertainties, military, technological and political. Obama might have said to his colleagues something like ‘if you guys can tell me there is a greater than 60% chance that the man in the compound is bin Laden, I will give the order to go ahead’. But he did not; to have done so would have been to pass responsibility for the decision from the Oval Office, where it belonged, to the intelligence agencies. But such passing on of responsibility did occur in the financial sector, where senior bank executives, such as Mr Viniar, had effectively delegated the management of uncertainty to the risk professionals and their models. Obama understood this issue; Viniar and his colleagues did not.
In the run-up to the global financial crisis, as in the preparations for the Abbottabad raid, policy advisers not only chose to express uncertainties as probabilities but were required to do so. Regulators prescribed the risk models used by financial institutions; Congress insisted on the quantification of judgements based on intelligence reports. In both finance and politics, this expression of uncertainty was at best unhelpful and at worst actively misleading. The precision of the numbers presented to Viniar and Obama was spurious. Obama understood that he had to arrive at a decision on the basis of limited information, and made what, with hindsight, proved a good call. He did so not by probabilistic reasoning but by asking ‘What is going on here?’
In writing this book, we found inspiration in an anecdote from Richard Rumelt’s Good Strategy/Bad Strategy, by some distance the best book on business strategy written in the last decade. Rumelt describes a conversation with a colleague at UCLA who had observed some of his case-based MBA classes:
We were chatting about pedagogy . . . John gave me a side-long look and said ‘it looks to me as if there is really only one question you’re asking in each case’. That question is ‘what’s going on here?’ John’s comment was something I’ve never heard said explicitly but it was instantly and obviously correct. A great deal of strategy work is trying to figure out what is going on. Not just deciding what to do, but the more fundamental problem of comprehending the situation.13
The question ‘What is going on here?’ sounds banal, but it is not. In our careers we have seen repeatedly how people immersed in technicalities, engaged in day-to-day preoccupations, have failed to stand back and ask, ‘What is going on here?’ We have often made that mistake ourselves.
Retirement planning
Most readers will never be called upon to make decisions as momentous as those which Obama and Viniar faced – although they may be asked to judge the performance of those who make these critical decisions. But all of us make choices which require thinking about the future. House purchase and preparing for retirement are the most important financial decisions for most households. But few plan in any organised way. They decide, often rather quickly, which house to buy based on a reaction rather than a checklist. Given choices – to opt in or out of pension schemes, to select one investment fund over another – they often prefer to avoid choices. The default option – which requires no action – is usually most popular.14
A few households approach the issue of retirement more systematically. There are software programs to help; some asset managers15 offer free assistance and some economists have written commercial programs.16 These calculate how much an individual or household should save and whether they are on track for a comfortable retirement. To start using these programs you must have a lot of information at your side: current facts, such as age and marital status, and information about your future self, such as the age at which you plan to retire, and how much you will then need to spend each year. You will need to disclose not just your current salary but what you expect it to be many years from now. You may even be asked to predict how long you will live. The principal uncertainty President Obama faced was binary – either bin Laden was there in Abbottabad, or he was not. Judging how long you will live is more difficult. You know that you are most unlikely to reach 125 years old and you can consult the carefully constructed life tables used by the actuaries of insurance companies. But the program may also ask you to express views on the economy and financial markets in the future. A historic series on inflation and investment returns will give you some sense of possible answers. You might sketch a range of possibilities even if you would struggle – and be unwise – to come up with an answer.
One answer to such questions the programs generally do not allow is ‘I don’t know’. But that is the answer which the authors, professional economists all our lives, would give to many of these questions. And frankly we think that is the answer you should give as well. There are many questions – such as ‘Who is the man in the compound in Pakistan?’ – to which the only sensible answer is ‘I don’t know’; and if this may be true of the present, it is even more true of the future. We all have to make decisions about retirement plans even though we do not know what our income or the inflation rate will be twenty years from now. If we knew the answers to all the questions the programs pose, we could determine exactly how much we need to save to enjoy our retirement. But we do not make good decisions by professing knowledge we do not and cannot have. After we have consulted the programs, we at least know what we don’t know, and we may be able to do a little to reduce our ignorance.
An intellectual failure
The crisis of 2007–08 represented – obviously – a failure of economic analysis and economic policy. But while recognising the seriousness and cost of the financial crisis, economists have generally been reluctant to accept that their intellectual framework is in need of revision. Economists (used to) distinguish risk, by which they meant unknowns which could be described with probabilities, from uncertainty, which could not. They had already adopted mathematical techniques which gave the term ‘risk’ a different meaning from that of everyday usage. In this book we will describe the considerable confusion and economic damage which has arisen as a result of the failure to recognise that the terms ‘risk’, ‘uncertainty’ and ‘rationality’ have acquired technical meanings in economics which do not correspond to the everyday use of these words. And over the last century economists have attempted to elide that historic distinction between risk and uncertainty, and to apply probabilities to every instance of our imperfect knowledge of the future.
The difference between risk and uncertainty was the subject of lively debate in the inter-war period. Two great economists – Frank Knight in Chicago and John Maynard Keynes in Cambridge, England – argued forcefully for the continued importance of the distinction. Knight observed that ‘a measurable uncertainty, or “risk” proper, as we shall use the term, is so far different from an unmeasurable one that it is not in effect an uncertainty at all’.17
Keynes made a similar distinction. In an article summarising his magnum opus, The General Theory of Employment, Interest and Money, he wrote:
By ‘uncertain’ knowledge, let me explain, I do not mean merely to distinguish what is known for certain from what is only probable. The game of roulette is not subject, in this sense, to uncertainty; nor is the prospect of a Victory bond being drawn. Or, again, the expectation of life is only slightly uncertain. Even the weather is only moderately uncertain. The sense in which I am using the term is that in which the prospect of a European war is uncertain, or the price of copper and the rate of interest twenty years hence, or the obsolescence of a new invention, or the position of private wealth-owners in the social system in 1970. About these matters there is no scientific basis on which to form any calculable probability whatever. We simply do not know.18
The title of this book, and its central concept, is radical uncertainty. Uncertainty is the result of our incomplete knowledge of the world, or about the connection between our present actions and their future outcomes. Depending on the nature of the uncertainty, such incomplete knowledge may be distressing or pleasurable. I am fearful of the sentence the judge will impose, but look forward to new experiences on my forthcoming holiday. We might sometimes wish we had perfect foresight, so that nothing the future might hold could surprise us, but a little reflection will tell us that such a world would be a dull place.
We have chosen to replace the distinction between risk and uncertainty deployed by Knight and Keynes with a distinction between resolvable and radical uncertainty. Resolvable uncertainty is uncertainty which can be removed by looking something up (I am uncertain which city is the capital of Pennsylvania) or which can be represented by a known probability distribution of outcomes (the spin of a roulette wheel). With radical uncertainty, however, there is no similar means of resolving the uncertainty – we simply do not know. Radical uncertainty has many dimensions: obscurity; ignorance; vagueness; ambiguity; ill-defined problems; and a lack of information that in some cases but not all we might hope to rectify at a future date. These aspects of uncertainty are the stuff of everyday experience.
Radical uncertainty cannot be described in the probabilistic terms applicable to a game of chance. It is not just that we do not know what will happen. We often do not even know the kinds of things that might happen. When we describe radical uncertainty we are not talking about ‘long tails’ – imaginable and well-defined events whose low probability can be estimated, such as a long losing streak at roulette. And we are not only talking about the ‘black swans’ identified by Nassim Nicholas Taleb – surprising events which no one could have anticipated until they happen, although these ‘black swans’ are examples of radical uncertainty.19 We are emphasising the vast range of possibilities that lie in between the world of unlikely events which can nevertheless be described with the aid of probability distributions, and the world of the unimaginable. This is a world of uncertain futures and unpredictable consequences, about which there is necessary speculation and inevitable disagreement – disagreement which often will never be resolved. And it is that world which we mostly encounter. So the ramifications of radical uncertainty go well beyond financial markets; they extend to individual and collective decisions, as well as economic and political ones; and from decisions of global significance taken by statesmen to everyday decisions taken by the readers of this book.
For both Knight and Keynes, recognition of the pervasive nature of radical uncertainty was essential to an understanding of how a capitalist economy worked. Knight believed that it was radical uncertainty that created profit opportunities for entrepreneurs and that it was their skill and luck in navigating radical uncertainty which drove technical and economic progress. Fifteen years before the General Theory, Keynes had published A Treatise on Probability, and an appreciation of his evolving views on risk and uncertainty is necessary in interpreting his later work. But in the General Theory he re-expressed Knight’s thinking with characteristic literary flourish: ‘If the animal spirits are dimmed and the spontaneous optimism falters, leaving us to depend on nothing but the mathematical expectation, enterprise will fade and die.’20 Keynes’ concern was less with the microeconomic drivers of innovation than with the macroeconomic factors behind the Great Depression. In his view it was (non-mathematical) expectations – ‘the state of confidence’ – which made it difficult to achieve or restore the equilibrium which the classical economists had described.
But Keynes and Knight lost the battle to put radical uncertainty at the heart of economic analysis (in chapter 5 we explain why). Most economists today pay – at best – lip service to the difference between risk and uncertainty. The problem of radical uncertainty has supposedly been tamed by probabilistic reasoning. That belief has infected other areas of social science, including statistics, sociology and psychology, and even the law.
And so instead of recognising radical uncertainty, and adopting policies and strategies that will be robust to many alternative futures, banks and businesses are run with reliance on models which claim knowledge of the future that we do not have and never could have. Those models attempt to manage uncertainty by assuming that the analysis of commercial and financial risk is analogous to the analysis of roulette. We do not know how a particular spin will fall, but we do know the possible outcomes and the frequency of each of those outcomes if we played the game over and over. But uncertainty takes many forms, few of which can be represented in this way.
Three main propositions run through this book. First, the world of economics, business and finance is ‘non-stationary’ – it is not governed by unchanging scientific laws. Most important challenges in these worlds are unique events, so intelligent responses are inevitably judgements which reflect an interpretation of a particular situation. Different individuals and groups will make different assessments and arrive at different decisions, and often there will be no objectively right answer, either before or after the event. And because what we observe is not the outcome of a stationary process, conventional statistical inference rarely applies and forecasts are often based on shifting sands.
Second, individuals cannot and do not optimise; nor are they irrational, victims of ‘biases’ which describe the ways they deviate from ‘rational’ behaviour. The meaning of rational behaviour depends critically on the context of the situation and there are generally many different ways of being rational. We distinguish axiomatic rationality, as used by economists, from evolutionary rationality, as practised by people. Many so-called ‘biases’ are responses to the complex world of radical uncertainty. Evolution in this uncertain world has led characteristics which are primarily adaptive to become embodied in human reasoning. Humans are successful at adapting to the environment in which they find themselves, and have not evolved to perform rapid calculations of well-defined problems at which computers excel. This is because the problems which humans face, whether sparkling at dinner party conversations or conducting international trade negotiations, are not well-defined problems amenable to rapid calculation.
Third, humans are social animals and communication plays an important role in decision-making. We frame our thinking in terms of narratives. And able leaders – whether in business, in politics, or in everyday life – make decisions, both personal and collective, by talking with others and being open to challenge from them. Humans, uniquely, produce artefacts of extraordinary complexity and are able to do so only by the successful development of networks of trust, cooperation and coordination. Market economies function only by virtue of being embedded in a social context.
Sensible – adaptive – public policy and business strategy cannot be determined by quantitative assessments of policies and projects, made by an industry of professional modellers using probabilistic reasoning. In this book we explain how it is that so many clever people came to believe otherwise – and why they are wrong. We reassert the distinction between risk and uncertainty, and suggest that if we control risk we can not only manage but positively enjoy uncertainty. If that seems paradoxical, read on.
The worst historian has a clearer view of the period he studies than the best of us can hope to form of that in which we live. The obscurest epoch is to-day.
—ROBERT LOUIS STEVENSON1
In August 2004, NASA launched the probe MESSENGER from Cape Canaveral. Although Mercury is on average ‘only’ 60 million miles from Earth,2 the rocket travelled 4.9 billion miles at a speed of 84,500 mph before it finally entered its investigative orbit of the planet, according to plan, in March 2011.3
This remarkable feat of computation was possible because:
• the equations of planetary motion have been comprehensively understood since the seventeenth century, thanks to Johannes Kepler and his successors;
• the equations of planetary motion are stationary, in the sense that those equations governed their motion for millions of years before Kepler’s discoveries and have continued to govern them since (‘stationary’ is a technical term in mathematics and statistics and does not relate to the movements of the planets themselves but to the underlying determinants of planetary motion, which do not change over time: we will make frequent use of the word ‘stationary’ in this sense);4
• the motion of the planets is not significantly affected by human actions5 or at all by human beliefs about their motion.
Accurate calculations, such as those undertaken by NASA scientists, can be made when the underlying process is more or less completely understood, when that process remains constant over time, and when the process is independent of our actions and beliefs. And extremely detailed forward planning – in this case, mapping the trajectory of a probe moving at rocket speed for years ahead – is then possible. MESSENGER entered its orbit of Mercury at the exact location NASA had anticipated six and a half years earlier.
Puzzles and mysteries
NASA is a product of its time. We live in an age of enlightenment in which scientific reasoning has displaced argument from authority, whether religious or secular. Scientific evidence is the new authority. But is it possible to extend to other disciplines the methods of analysis which have led to so much progress in natural science? Can there be laws of human behaviour analogous to laws of physics?
Is anything, in either the physical or the political world, really random? ‘God does not play dice,’ said Einstein, expressing a belief that the world is, fundamentally, deterministic.6 And, at some deep and unimaginable level of understanding, this may be true. But whatever the playwright of the universe intended, we actors are faced with uncertainty, either because of our ignorance or because of the changing nature of the underlying processes.
The risk managers at Goldman Sachs and the policy advisers at intelligence agencies whom we met in chapter 1 expressed their assessments in probabilistic language. In both cases these assessments were unhelpful, though for different reasons (at Goldman because the probabilistic estimates were taken seriously; in the White House because they were not). In neither case did the probabilities which were expressed provide the information the decision-makers required. Where there is no adequate basis for formulating probabilities – and there was none at 200 West Street7 or 1600 Pennsylvania Avenue – we face radical uncertainty.
The probabilists of financial institutions and intelligence agencies believed such conditions of radical uncertainty were rare and that they could estimate probabilities for most of the relevant contingencies. Since the seventeenth century it has been increasingly common to express uncertainty in probabilistic terms. The ‘probabilistic turn’ gathered pace in the twentieth century, and in the last two decades probabilistic reasoning has almost completely dominated the description and analysis of decision-making under uncertainty.
Other writers have made similar distinctions to the ‘known’ and ‘unknown’ unknowns described by Donald Rumsfeld. Greg Treverton, chairman of President Obama’s National Intelligence Council and for many years a senior figure in the US intelligence community, stressed the difference between ‘puzzles and mysteries’.8 A puzzle has well-defined rules and a single solution, and we know when we have reached that solution. Puzzles deliver the satisfaction of a clear-cut task and a correct answer. Even when you can’t find the right answer, you know it exists. Puzzles can be solved; they have answers. But the solutions may be difficult to find. Economists have thrived on the difficulty of solving complex models of the economy precisely because they have been trained to tackle well-defined problems which have an answer. And (Nobel) prizes are awarded to those who solve the most difficult puzzles.
Mysteries offer no such clarity of definition, and no objectively correct solution:9 they are imbued with vagueness and indeterminacy. We approach mysteries by asking ‘What is going on here?’, and recognise that even afterwards our understanding is likely to be only partial. They provide none of the comfort and pleasure of reaching the ‘right’ answer. Columbus thought he had landed in Asia. And even today, ‘What was going on here?’ in the global financial crisis, or during bin Laden’s sojourn in Pakistan, is hotly contested. What will be the future of the Middle East? Or the development of mobile computing, or the automobile industry? Will banks as we know them survive? What is the future of capitalism, or democracy? A mystery cannot be solved as a crossword puzzle can; it can only be framed, by identifying the critical factors and applying some sense of how these factors have interacted in the past and might interact in the present or future. Puzzles may be more fun, but in our real lives the world increasingly offers us mysteries – either because the outcome is unknowable or because the issue itself is ill defined.
The political scientist Philip Tetlock has for three decades studied the performance of ‘expert’ forecasters, with mostly dispiriting results.10 To find objective measures of the quality of expert judgement – and identify the determinants of good and bad judgement – Tetlock needs to specify problems with verifiable outcomes. In 2010 and 2011, the questions he set were of the kind, ‘Will Serbia be officially granted European Union candidacy by 31 December 2011?’ and ‘Will Italy restructure or default on its debts by 31 December 2011?’11
But these well-defined short-term questions are not really the questions to which policy-makers seek answers. More important is to know whether the United States and China will find a peaceful solution to the growing trade and military tensions between them. Or whether the European Union will continue its expansion, and what will be the shape of monetary union in five years’ time. Replacing complex mysteries with puzzles that have unambiguously right and wrong answers limits the interest and relevance of both problems and answers. While there are some problems for which the quantification of probabilities is an indispensable guide to solutions, most decisions in business, finance, politics and personal development, and their outcomes, are too complex and imprecisely defined to be approached in this way. They are subject to radical uncertainty.
Radical uncertainty and practical knowledge
Treverton’s striking distinction between puzzles and mysteries is reproduced wherever practical decision-making is required. The urban planners Horst Rittel and Melvin Webber observed in 1973 that although the well-defined needs of communities for roads, sanitation, etc. had been met, their clients remained dissatisfied. More was needed; but the planners did not know what it was and the population was not able to articulate clearly its needs. Rittel and Webber distinguished the ‘tame’ problems which had been solved from the ‘wicked’ problems which might never be solved, and these terms are now often used in social policy and medicine.12 A broken leg is a tame problem; but many patients present with symptoms whose cause is difficult to diagnose and which require treatment whose outcomes are uncertain. Their doctors must tackle wicked problems. Engineers also distinguish between puzzles and mysteries, and give them technical names – ‘aleatory’ and ‘epistemic’ uncertainty, respectively. Meteorological records will describe the regular tides and winds to which a bridge is likely to be exposed (aleatory uncertainty), but since every bridge and every bridge location is different the effect of these conditions on the structure is never completely known (epistemic uncertainty). The tides and winds are the subject of known frequency distributions (tables showing how frequent are particular values of tide and wind speed); uncertainty remains because every complex structure is necessarily idiosyncratic. This distinction between the uncertainty which can be described probabilistically and the uncertainty which surrounds every unique project or event is important in all applications of practical knowledge and central to the argument of this book.
Donald Rumsfeld was not the first person to describe ‘unknown unknowns’. British scientists invented the jet engine before the Second World War and by 1944 both Britain and Germany were able to produce jet fighters; the first commercial jets were Comets manufactured just outside London by the de Havilland company. The greater speed of jet propulsion promised – and in due course delivered – a transformation in international passenger travel. American Aviation magazine commented: ‘Whether we like it or not, the British are giving the US a drubbing in jet transport.’13 But a BOAC (now British Airways) Comet disintegrated in mid-air in 1954 soon after taking off from Rome airport. The planes were grounded for almost three months during which modifications were made ‘to cover every possibility that imagination has suggested as a likely cause of the disaster’.14 Two weeks after flights resumed, a South African Airways Comet suffered the same fate, coincidentally also shortly after leaving Rome. The remains of the crashed aircraft were recovered from the Mediterranean and subjected to exhaustive testing at the Royal Aircraft Establishment in Farnborough. The two accidents were the result of metal fatigue originating from the corners of the square windows. No one had imagined this could happen until it did. The lessons from the lengthy investigation which established the embarrassingly trivial source of the problem enabled de Havilland’s American rival Boeing to design a plane whose windows, as with all modern aircraft, are oval rather than square. The Boeing 707 became the workhorse of jet travel and almost one thousand were built. The Boeing engineers who created the 707 described the problem that had grounded the Comets as an ‘unknown unknown’, anticipating Rumsfeld’s use of the term by almost fifty years.15
Concern for ‘unk-unks’, as they were described at Boeing, has been integral to the company’s thinking ever since. Ironically, over sixty years later, in 2019, it was Boeing that suffered the loss of two of its newest planes, in crashes that had similarities to the fate of the Comets. Engineers can solve the puzzles of aerodynamic flows and the stresses of high-speed flight at altitude. But the only way to resolve the mystery of what happens to a metal tube flying at 500 mph at 35,000 feet is to try it.
What Churchill knew
The conduct of war is, in every sense, a wicked problem. The months that followed the outbreak of the Second World War in September 1939 became known as the ‘phoney war’. There were no major land operations. In April 1940, the British Prime Minister, Neville Chamberlain, told a Conservative Party meeting that ‘Hitler missed the bus’.16 Four days after Chamberlain’s ill-judged speech, German troops crossed into Denmark and were trans-shipped to Norway. A British expedition at Narvik in northern Norway ended in embarrassing withdrawal. The fiasco led to Chamberlain’s resignation and Winston Churchill became Prime Minister. Just as Churchill was being invited by the King to form a government, the Nazi blitzkrieg began. German troops raced through the Netherlands and Belgium and engaged the British and French armies. Within a week, the battle to defend France was lost.
In June 1941, Nazi Germany attacked Russia. The German army approached Moscow but failed to reach it, perhaps due to a mistaken focus on securing oil fields in the south rather than the seat of government in the north. On 7 December 1941, Japanese aircraft sank an American fleet at Pearl Harbor. On the following day, Congress declared war on the Empire of Japan, and three days later Hitler issued a declaration of war on the United States.
Historians still debate the crucial uncertainties of 1940. What would have happened if the British had sought a negotiated peace, as Lord Halifax, Churchill’s rival for the premiership, had proposed? Some argue that, with Britain disarmed, Germany could have achieved comprehensive victory in Europe. Others contend that the crucial events of Hitler’s invasion of Russia and the Japanese attack on Pearl Harbor would have occurred in any event, and the final outcome would have been the same. We do not know for sure why Hitler abandoned the invasion of Britain and focused on Russia instead; by opening a second front he greatly reduced his prospects of success in either.
The German and Japanese attacks took Stalin and Roosevelt, respectively, by surprise. Although both leaders had been given ample warning, they were unprepared. They did not believe these attacks would happen because they seemed foolish acts. And they were foolish acts – the likely results of engaging the Soviet Union and the United States in war were the crushing defeats that followed for the aggressors.
Churchill was impetuous, stubborn, and often mistaken in his judgements. His early political career foundered on the failure of the Dardanelles expedition in 1915, and, as Chancellor of the Exchequer from 1924 to 1929, he was responsible for one of the worst decisions in British economic history – the return in 1925 to the gold standard at the pre-war parity. But Churchill is justly pre-eminent among statesmen because from the beginnings of Hitler’s rise to power he understood ‘what is going on here’, and because, when the war which he saw as inevitable came, he not only provided inspirational leadership but displayed a sure grasp of the central strategic issues.
Churchill recognised that British survival depended on securing American engagement in the war against Hitler, but he also appreciated the difficulty of bringing about that engagement. Like Roosevelt, he did not anticipate a Japanese attack on the United States, nor Hitler’s response to it. Though the most impatient of men, he waited on events, and was vindicated by history. Like President Obama, though in a much more complex situation, Churchill did not think that the uncertainties involved in big decisions could be represented by probabilities and (unlike Obama) no one suggested to him that they could. The environment was radically uncertain; the problems he faced were ‘wicked’, not ‘tame’.
Military campaigns are complex and evolve in unpredictable ways. The contrast between the five-and-a-half-year history of the Second World War, with innumerable unexpected twists and turns, and the six-and-a-half-year progress of MESSENGER to Mercury along a complex but completely anticipated trajectory, could hardly be more stark. Still, even war operations are responses towards defined objectives and generally proceed to a resolution, bloody though that may be. The Second World War was prompted by Nazi aggression, the issue was how that aggression was to be contained, and in 1945 there was a definitive outcome. Many issues in business, finance and politics are ill defined and never concluded. If anything, they are even more ‘wicked’ than those of military strategy.
What Steve Jobs knew
Thomas Watson Jr followed his father, Tom Sr, as CEO of IBM and over half a century they built a company which came to dominate the global computer market from its beginnings in the 1950s until the personal computer revolution of the 1980s. The observation – widely attributed to Watson Jr – that there would be a world market for only five computers is apocryphal. But these IBM machines were enormous. In the 1970s, a university or a large corporation would have a single computer. The authors remember carrying boxes of punched cards to the Oxford University computer, housed in a vast air-conditioned basement in Banbury Road, or to the Cambridge University computer at the appropriately named New Museums Site.
Ken Olsen was then chief executive of America’s second largest computer company, Digital Equipment Corporation (DEC). In 1977, Olsen declared, ‘There is no reason anyone would want a computer in their home.’17 Olsen anticipated extensive use of computers. But, like many others, he assumed that millions of people would obtain computing capacity by plugging into a few very large central facilities, rather as they draw power from an electricity grid linking large power stations to their home appliances.
A different vision of the digital future imagined a range of smaller purpose-specific machines. By the early 1980s, most professional offices used word processors. Such machines made it easy to correct documents and cut and paste material, and could be linked to a high-quality printer. They transformed the job of the copy typist and almost eliminated the electric typewriter. Wang Laboratories was market leader in word processors. Small programmable calculators displaced the engineer’s slide rule. Specialist machines from Hewlett-Packard and Casio which could calculate redemption yields or option values were substitutes for the instinct, or seat of the pants, of market traders.
These problem-specific machines were, however, superseded when the industry developed in a different way. In 1971, Intel developed a general-purpose chip, or microprocessor. As a result, a single small device could serve many functions. Intel’s innovation paved the way for the construction of a mini-computer. At Xerox Parc in 1972, Butler Lampson built the Alto, a machine which differs little in appearance from a modern desktop computer. Lampson’s team added many of the features we take for granted today. But it was years before the Xerox Corporation attempted to market a commercial version, and the company never succeeded in establishing a foothold in the computer business.
While Xerox was perfecting the Alto, personal computers were developed by hobbyists. The Altair desktop, a self-assembly kit with a price of $400, was first advertised in Popular Electronics magazine in December 1974. Two young high-school friends in Seattle, Paul Allen and Bill Gates, adapted a simple programming language, BASIC, for the Altair. Some large companies outside the conventional computer industry recognised the potential of small computers. Home computers used tape cassettes for storage and television sets as monitors. AT&T and Sony sold desktop machines. All these initiatives failed.
Then in 1981, IBM launched a ‘personal computer’, immediately abbreviated to PC. IBM’s reputation and market presence were such that whatever the company supported commanded wide acceptance. It didn’t matter that many users thought the performance of the PC was inferior to that of machines already on the market. When software developers decided which format to use, IBM’s system was the obvious choice. Within months, ‘PC’ had become the generic term for a small computer.
In order to avoid its own slow-moving decision processes, and bypass managers who – rightly – feared that the innovation threatened their position, IBM had outsourced much of the development of the PC. For the operating system, the corporation turned to a small company, Microsoft, run by Gates and Allen. The pair in turn developed an off-the-shelf system they had bought for $50,000. The computer giant had no real sense of the revolution it had launched and the rights to MS-DOS remained with Microsoft. When IBM attempted to regain control with a new and more sophisticated operating system, OS/2, it was too late. MS-DOS (powering Windows 3.1) was everywhere.
Meanwhile, Steve Jobs and Steve Wozniak began assembling Apple machines in 1976 in Jobs’s garage, now designated a historic site.18 Although Gates and Microsoft had understood that ease of use was as important as technical sophistication to commercial success, Jobs extended this vision further and conceived a computer that you could use without understanding anything about computers. To achieve this goal, Jobs drew on another invention from Xerox Parc – the graphical user interface. Apple machines had screens with icons which created the appearance of a desktop, and friendly aids such as a mouse and trash bin – innovations that seemed like gimmicks to the nerds who then predominated among computer users, but which opened computing to a much wider audience. Apple machines were more fun.
But you could access these capabilities only by buying Apple’s integrated software and hardware. Apple’s determination to maintain its proprietary system failed in the face of widespread adoption of the more open standard of the IBM PC: Windows, a combination of Apple’s graphical user interface with Microsoft’s ubiquitous MS-DOS, swept the world, and almost swept Apple from that world. By the mid-1990s, Apple was on the edge of bankruptcy, its market share falling, its innovations failing.
But 1997 was the year of the Second Coming of Steve Jobs (he had been forced out of the company a decade earlier by the board). The return of Jobs to the company he had founded twenty years earlier enthused the dwindling band of Apple devotees, but few in the business world had high expectations. In 1998, Dick Rumelt, the UCLA strategy professor we met in chapter 1, interviewed Jobs about his plans. The Apple CEO responded, ‘I’m going to wait for the next big thing.’19 The ‘next big thing’ proved to be music. Music publishers resisted digital downloads, proclaiming them piracy. They sought to protect their established business of selling compact discs through record stores. Napster and other illegal file-sharing services flourished. Apple secured the rights to sell millions of downloadable tracks at 99 cents each through the iTunes Store, and launched the iPod in 2002. ‘One thousand songs in your pocket’, Jobs proclaimed.
The iPod prepared the ground for something much bigger still – the handheld computer. High-end portable devices for business people had been available since the turn of the century; the Palm Pilot was succeeded by the BlackBerry. But Apple aimed its products at consumers and then opened its systems to enable developers to provide ‘apps’. Combine the music player with the increasingly ubiquitous mobile phone, add a screen, and you could devise almost unlimited applications for a gadget that would fit in your pocket. Steve Ballmer, CEO of Microsoft, laughed derisively when the iPhone appeared – who, he asked rhetorically, would pay $500 for a phone?20
A lot of people would; ten years on, more than 1.5 billion smartphones had been sold. The smartphone changed the nature not just of entertainment, but of business communication. And by the time Jobs died in 2011, Apple had outstripped Microsoft to become the most valuable company in the world. Gates and his successor Ballmer were wrongfooted by the popularity of Apple’s mobile devices, as was Nokia, the Finnish company which had become the world’s largest supplier of mobile phones. In 2014, these two companies huddled together against the storm, as Microsoft acquired the remains of Nokia’s handset division. Palm became part of Hewlett-Packard; BlackBerry is today a shadow of its former self.
But perhaps Olsen, who doubted that there would be a need for a home computer, was right after all. We no longer need or want computers in our home because we carry a computer wherever we go and plug into the limitless memory and processing power of the great servers in the cloud. But Olsen’s company will not benefit from his belated vindication. The struggling Digital Equipment Corporation was absorbed into Compaq, which in turn was absorbed into Hewlett-Packard, which in turn was split in two in 2015 and is now known primarily as a manufacturer of printers. Wang, which had popularised the word processor, went bankrupt in 1992.
The history of personal computing combines extraordinary success in meeting the evolving needs of consumers with comprehensive failure by the corporations involved to anticipate how the market would develop. DEC failed to benefit from the company’s leading position in a market for small computers which was about to experience exponential growth. Wang, Casio, Palm, BlackBerry and Nokia soared towards the sun and fell as quickly to earth. IBM pioneered a development which destroyed its established business. Apple’s insistence on proprietary systems failed in the 1980s, but proved a success twenty years later. Microsoft failed to anticipate the importance of mobile computing. And the Xerox Corporation, which had contributed more than any other company to the innovations that made mobile computing possible, never derived commercial benefit from the inventiveness of its scientists. The pioneers of computing had built puzzle-solving machines of extraordinary power. But they had failed to understand the mysteries of business strategy as applied to their industry.
From unknown unknowns to known unknowns
Mysteries can sometimes be resolved by advances in knowledge. Dinosaurs dominated Earth for 130 million years (humans have done so for perhaps 100,000 years). But around 65 million years ago, an extraordinary event in our planet’s history led to the disappearance of most species, including the dinosaurs – the Cretaceous–Paleogene extinction. At school, we were told that the problem was that dinosaur brains were too small relative to their bodies. That was nonsense, but the claim may have encouraged us to do our homework. The extinction of the dinosaurs was for long an unresolved mystery. But the accumulation of scientific knowledge has turned the mystery into a puzzle whose solution is gradually being pieced together. In the past thirty years, scientists have formulated a plausible explanation of that extinction. An asteroid at least six miles in diameter hit Earth near the Yucatán peninsula in Mexico, filling the atmosphere with debris which covered the sky for years and fundamentally altered climate conditions.21 The resulting extinctions changed the course of evolution, and that is why we, and other mammals, are here today, and dinosaurs are not.
The largest object to have hit our planet and been the subject of contemporaneous record landed in a fortunately uninhabited area at Tunguska in Siberia in 1908. The energy from the impact was a thousand times that released at Hiroshima, and if the object had hit Manhattan, the city of New York would have been destroyed. The Yucatán asteroid was probably more than ten thousand times larger.
Many historic catastrophes, such as the Black Death or the San Francisco earthquake, can now be avoided or minimised. The mystery of what killed almost half the population of Europe became a puzzle as medical knowledge advanced, and has now been resolved. We understand seismology better, and can construct buildings that are more robust to tremors and fire, but when the next quake will occur remains a mystery. ‘On the last Sabbath day of 1879, which will be remembered for a very long time’, the Tay Bridge, a recently completed structure in Scotland which carried the North British Railway from Fife to Dundee, collapsed in strong winds.22 A train was on the bridge at the moment of destruction and ninety people died in the disaster.23 Many bridges were built in the nineteenth century as railways and railroads expanded and, with little understanding of the relevant physics, there were many failures. Just three years earlier, the US had experienced the collapse of the Ashtabula rail bridge in Ohio, which the president of the Lake Shore and Michigan Southern Railroad had himself designed.
More prudent rail executives sought the aid of engineers. The chastened North British Railway reviewed an even more ambitious project to span the River Forth between Edinburgh and Fife. Many experiments to ascertain the effects of wind on metal took place before the Forth Bridge – a spectacular and over-engineered structure – was completed in 1890. Even so, the similar Quebec Bridge collapsed during construction in 1907. The most vividly documented of all bridge collapses, through a dramatic contemporaneous film, is that of the Tacoma Narrows Bridge across the Puget Sound near Seattle. Even though storm stresses were relatively well understood in 1940, aerodynamic effects were not. Today, similar bridges are tested in wind tunnels in the design phase. Over the course of a century, the scope of mysteries has been diminished, and the effects of weather on bridges and other structures can today largely be treated as a soluble puzzle.
Some mysteries will remain just that because the solution will never be found. On 5 December 1872, the Mary Celeste was found abandoned in the Atlantic Ocean off the Azores. The vessel was undamaged and well provisioned, and its log book remained on board. But the lifeboat and the ship’s papers were missing. As were the captain, his wife and daughter, and the crew of seven. Nothing was seen or heard of them again.
No sea mystery has ever received more attention. Seemingly plausible hypotheses, such as piracy or mutiny, appear inconsistent with the evidence, prompting speculation about outlandish ones, such as sea monsters. The incident is famous in part because Arthur Conan Doyle, the creator of Sherlock Holmes, wrote a fictional (and wholly implausible) account of what took place.24 But his theory was to be the first of many.25 What happened to the Mary Celeste will almost certainly remain a mystery, despite the efforts of successive generations of crime novelists to treat the question as a puzzle. Even though there is an answer, we will never know what it is. The claim of the modern science of decision theory is that most mysteries can be reduced to puzzles by the application of probabilistic reasoning. Such reasoning can provide solutions to puzzles, but not to mysteries. How to think about and cope with mysteries is the essence of managing life in the real world and is what this book is all about.
RADICAL UNCERTAINTY IS EVERYWHERE
Time and chance happeneth to them all.
—Ecclesiastes 9:11
Forecasting is difficult. But as we have seen, the physicists and engineers of NASA were able, with uncanny accuracy, to predict the position of MESSENGER. NASA was dealing with a problem that was completely specified, comprehensively understood, and stationary. And that system was unchanged by human interaction with it. Its behaviour was not affected by what people understood of it or by what people did. If economic problems were like those faced by NASA, economists could have the same predictive capability as NASA.
But economic relationships change over time – the property of non-stationarity. And movements in the economy reflect our expectations. The sociologist Robert K. Merton1 identified reflexivity as a distinctive property of social systems – the system itself is influenced by our beliefs about it. The idea of reflexivity was developed by the Austrian émigré philosopher Karl Popper and became central to the thinking of Popper’s student, the highly successful hedge fund manager George Soros.2 And it would form part of the approach to macroeconomics of the Chicago economist Robert Lucas and his followers, which we describe in chapter 19, although their perspective on the problem and its solution would be very different.
Reflexivity undermines stationarity. This was the essence of ‘Goodhart’s Law’ – any business or government policy which assumed stationarity of social and economic relationships was likely to fail because its implementation would alter the behaviour of those affected and therefore destroy that stationarity.3 In an early illustration of reflexivity, Jonah prophesied the destruction of Nineveh, having received inside information concerning God’s plans to punish the city (his journey to Nineveh was interrupted by a bizarre encounter with a whale). But after his arrival the citizens repented on hearing his forewarning and the city was spared. This outcome ‘displeased Jonah exceedingly, and he was very angry’, feeling (unlike many modern forecasters) despondent at the very public refutation of his prediction. But God persuaded Jonah that the happy outcome was more important than the failure of his forecast.
The King of Nineveh wore sackcloth and sat in ashes; the titans of Wall Street had no similar opportunity or inclination. The collapse of Lehman Brothers on 15 September 2008 could not have been widely predicted because if it had been it would not have happened on that date. Either the bank would have collapsed earlier, or the regulators or Lehman itself would have taken steps to avoid, or at least minimise, the event. And because beliefs influence behaviour the economic system is forever changing.
The scope of probabilistic reasoning
The Oxford Dictionary defines uncertainty as ‘the state of being uncertain’, and the meaning of uncertain as ‘not able to be relied on, not known or definite’.4 Such uncertainty is a product of our incomplete knowledge of the state of the world – past, present or future. Or our incomplete knowledge of the connection between actions and outcomes. We talk about uncertainty only if incomplete knowledge leads to a state of doubt – we are only too familiar (some politicians come to mind) with people who are ignorant but not in doubt, and therefore experience no uncertainty.
A person may be uncertain which city is the capital of Pennsylvania, or mistakenly believe that it is Philadelphia, but unless he is intending to meet the Governor it probably does not matter much. Sometimes, as in that case, we can resolve uncertainty by consulting a reference book or the internet, or by approaching someone who knows. These resolvable uncertainties represent one pole of uncertainty, at which we can remove our doubt by further investigation. Other resolvable uncertainties are the product of stationary probability distributions – tossing a fair coin, or Brownian motion (the random movement of small particles in a liquid or gas). Everything which can be known about these uncertainties is known and quantified. Probabilistic reasoning was devised for games of chance which are based on randomness – card games, roulette wheels, lotteries. But these problems are artificial. The rules of the game, the composition of the pack of cards, are completely specified and what remains unknown – where the spin of the wheel will take the ball, whether the next card will be an ace – is not capable of being known.
Or that is what is intended. In the world of randomness, strategies which attempt to give one player an advantage through the acquisition of superior knowledge are regarded as ‘cheating’, and if detected incur social disapproval and exclusion from the gaming room. In 2004, a group won over £1 million at the Ritz casino in London by using laser measuring equipment to compute the trajectory of the ball – bets can be placed until the ball completes its third spin. They were arrested, and only after a nine-month investigation did police conclude that no offence had been committed: Section 17 of the Gaming Act 1845 forbade ‘unlawful devices’, but the suspects had not interfered with the outcome of the game.5 They had, however, prevented the achievement of a ‘level playing field’ on which the objective frequency distribution was known and was the same for all players.
Many gamblers believe they have a system. What distinguished the Ritz players was that they really did. So did Edward Thorp, a mathematics professor at MIT, who in the 1960s used statistical analysis to devise a winning strategy for blackjack. Blacklisted by operators, he wore false beards and other disguises to gain access to Las Vegas casinos. Ultimately, he found easier and more profitable applications of his skills on Wall Street.6 Regulators of securities markets restrict the activities of traders with superior information for superficially different but substantively similar reasons.
Unknown unknowns
At the opposite pole of uncertainty from true randomness are the genuinely unknown unknowns. Taleb’s metaphor of the ‘black swan’ describes the unknown unknowns of business and finance, which are no less important than those of aviation. The origin of the metaphor is that Europeans believed all swans to be white – as all European swans are – until the colonists of Australia observed black swans. A century ago, a telephone that would fit in your pocket, take photographs, calculate the square root of a number, navigate to an unknown destination, and on which you could read any of a million novels, was not improbable; it was just not within the scope of imagination or bounds of possibility. Before the wheel was invented (by the Sumerians, ancient Iraqis, around 3500 BC) no one could talk about the probability of the invention of the wheel, and afterwards there was no uncertainty to discuss; the unknown unknown had become a known known. To identify a probability of inventing the wheel is to invent the wheel. To ask, either before or after the event, ‘What was the probability of such an event?’ is not an intelligible question.7
True ‘black swans’ are states of the world to which we cannot attach probabilities because we cannot conceive of these states. The dinosaurs fell victim to an unknown unknown – even as they died they did not know what had happened to them. Human extinction will more likely come about in another way. Martin Rees, a Cambridge scientist and the Astronomer Royal, has founded a Centre for the Study of Existential Risk, to identify such potential threats and suggest measures to mitigate them. He warns of the possibility of runaway climate change, pandemics, artificial intelligence and robots which run out of control. These are threats we can at least perceive. But the observation of a black swan was not a low-probability event; it was an unimaginable event, given European knowledge of swans. As the convict colonists boarded the First Fleet, no one would plausibly have offered, or accepted, a wager of the kind ‘I bet you one thousand to one all the swans in Australia are white’. Natural phenomena are more likely than social ones to be the result of stationary processes – the structure of the physical world changes less than do global business, finance and politics. But the impact of a pandemic is determined as much or more by the state of medical knowledge as by the pathogens of disease. The Black Death will not recur – plague is easily cured by antibiotics (although the effectiveness of antibiotics is under threat) – and a significant outbreak of cholera in a developed country is highly unlikely. But we must expect to be hit by an epidemic of an infectious disease resulting from a virus which does not yet exist. To describe catastrophic pandemics, or environmental disasters, or nuclear annihilation, or our subjection to robots, in terms of probabilities is to mislead ourselves and others. We can talk only in terms of stories. And when our world ends, it will likely be the result not of some ‘long tail’ event arising from a low-probability outcome from a known frequency distribution, nor even of one of the contingencies hypothesised by Martin Rees and colleagues, but as a result of some contingency we have failed even to imagine.
In 1896, Lord Kelvin, one of the greatest physicists of his age, wrote that ‘I have not the smallest molecule of faith in aerial navigation other than ballooning or of expectation of good results from any of the trials we hear of. So you will understand that I would not care to be a member of the aëronautical Society.’8 His observation was followed in an embarrassingly short time by the first controlled flight, covering 300 yards and just under a minute long. And today, two centuries after the First Fleet reached Botany Bay with no expectation of observing black swans, an Airbus A380 weighing 360 tonnes can carry 550 passengers over 9000 miles from England to Australia. Something that would have been incomprehensible even a hundred years ago. The next hundred years will be no less radically uncertain.
Through a glass, darkly
For more than half a century a single approach to rational choice under uncertainty has dominated economics and provided the basis for what is taught in universities and business schools as ‘decision science’. Agents optimise, subject to defined constraints. They list possible courses of action, define the consequences of the various alternatives, and evaluate these consequences. Then they select the best available option, if necessary anticipating how others will react to their choices. People make plans for consumption across their lifetime, from education, through child rearing, through retirement. Corporations select strategies to maximise shareholder value. Governments choose policies to maximise social welfare.
A moment’s introspection is enough to tell us that they don’t. They could not conceivably have the information required to do so. They do not know all the available options, and they are uncertain what the consequences of them will be. They do not even know whether what they wish for today will be what they still want if they achieve it tomorrow. Young people do not know what their career progression will be, or what they will earn over the next forty years, or whether and when they will marry or divorce, or what they will need in retirement, or whether they will live that long. No chief executive knows what will maximise shareholder value, or after the event whether it has indeed been maximised. And the notion that a government could calculate what maximises social welfare is simply ridiculous. The consequences of policies and actions are far too uncertain.
Real households, real businesses and real governments do not optimise; they cope. They make decisions incrementally. They do not attain the highest point on the landscape, they seek only a higher place than the one they occupy now. They try to find outcomes that are better and avoid outcomes that are worse. The major part of this book will describe how people manage and adapt to a radically uncertain world.
Why has this seemingly obvious critique been so widely ignored? The hegemony of optimisation as the goal of decision-making is made possible by ignoring radical uncertainty. Building on the success of probabilistic reasoning in illuminating games of chance, the approach of decision theory bifurcates uncertainty into the unknown and unknowable, and the unknown but capable of being characterised by a known probability distribution. The practitioners of this approach wash their hands of the former, describing the unknown and unknowable as ‘shifts’ and ‘shocks’, as unpredictable and inexplicable as the Yucatán asteroid. Other uncertainties are treated as resolvable. There is no room for radical uncertainty.
But people routinely need to make decisions with imperfect information. Most of real life lies in between the opposing poles of randomness and black swans; we know something, but not enough, and the knowledge which is held collectively is widely and unequally distributed. Regulators and counterparties (firms which traded with the now defunct bank) might have known Lehman was poorly managed and inadequately capitalised, although even the latter was the subject of contention. They might have known that the bank was likely to fail, but not how or when. We see, but through a glass, darkly.
It is easy to understand why economists and statisticians, in search of clear and comprehensive solutions, have sought wide extension of the scope of probabilistic reasoning. The underlying mathematics has a certain simplicity and beauty, and in practice can be applied by those who have acquired the requisite modest technical skill. Arguably the two most brilliant economists of the post-war period, Paul Samuelson and Robert Solow, occupied adjoining offices at MIT for over half a century. As Samuelson relates, ‘When young he [Solow] would say, if you don’t regard probability theory as the most interesting subject in the world, then I feel sorry for you. I always agreed with that.’9
The appeal of probability theory is understandable. But we suspect the reason that such mathematics was, as we shall see, not developed until the seventeenth century is that few real-world problems can properly be represented in this way. The most compelling extension of probabilistic reasoning is to situations where the possible outcomes are well defined, the underlying processes which give rise to them change little over time, and there is a wealth of historic information. The length of your daily commute is an example; and so are those risks, such as motor accident and mortality, which can be handled in insurance markets. For thousands of years, farmers anticipated the weather and knew that it followed an annual cycle although they had no idea why. But with careful records and computer modelling, forecasts have become more accurate and weather forecasting has become a successful business.
Meteorologists and their prognostications, however, have no influence over whether or not it will rain tomorrow. Probabilities become less useful when human behaviour is relevant to outcomes. We can consult statistics on the number of pedestrians killed crossing the road, or the life expectancy of a man aged sixty-five, but that does not help us much in deciding whether to cross the road, or how much to save for retirement. The probability of an accident or becoming a centenarian depends not just on aggregate statistics but on factors personal to us, and not necessarily known by us. And these statistics are themselves influenced by our beliefs: many fewer pedestrians are killed by cars today than in the 1920s despite the increase in traffic because we have learnt that roads are dangerous.10
Aggregate data help to reduce the significance of those individual factors. But the advisability of crossing the road depends on the nature of the road and our agility, eyesight and hearing. We can be reasonably confident we will not die tomorrow, or live to be 120, but this does not tell us much – or perhaps anything – about the probability that we will live to exhaust our savings. All these ‘wicked’ problems are in the territory of radical uncertainty. Knowledge of the underlying processes is imperfect, the processes themselves are constantly changing, and the ways in which they operate depend not just on what people do, but on what people think. Probabilistic reasoning may appear beautiful and appealing, but sadly its applicability to real-world problems is limited.
Sometimes the relevant state of the world, although a present fact, is not known to the decision-makers even after their best endeavours – is the man in the compound bin Laden? And sometimes the actual state of the world is a present or past fact, but one which is not known to anyone – what happened to the Mary Celeste? Or, in an issue of rather greater moment to the modern world, how many votes did Bush and Gore actually receive in Florida in the 2000 US presidential election?
Where the question is known, but the range of answers is unbounded, application of the mathematics of probability is questionable and the results ambiguous. When the question is known – ‘What will happen in the Middle East in the next five years?’ or ‘What will be the position of private property twenty years from now?’ – but the nature of the question means that the answers are ill defined, then there are no states to which we can sensibly attach probabilities.
Explaining uncertainty
The results of most medical treatments are uncertain. Doctors learn frequency distributions from their own experience and that of the medical profession as a whole. But even if extensive data are available the circumstances of every patient are unique. The modern requirement for informed consent obliges doctors to communicate this uncertainty to their patients. But their patients typically crave certainties. They place great trust in the judgement of doctors, and want to believe that doctors understand more than they do. One London doctor obtained feedback from a patient group on the wording of an information leaflet for patients in intensive care who might wish to participate in a trial involving different antibiotic therapies. The lay patient group did not like the wording ‘doctors wish to carry out this trial as they do not know which antibiotic therapy is best’ and preferred the wording ‘doctors wish to carry out this trial to help decide which antibiotic is best’. One patient’s comment was that ‘everything is uncertain in intensive care and the last thing I want is the doctors not to know what to do’. The doctor’s reaction was that ‘expressing uncertainty sometimes is not helpful, but context is all’.11
We have found no evidence that Harry Truman ever said ‘give me a one-handed economist’ and think it unlikely that the shrewd former President, who was alive to the importance of radical uncertainty, said anything of the kind. But politicians also look for certainties even when none are available. One of the authors was, as Deputy Governor of the Bank of England, asked to give evidence before the House of Commons Select Committee on Education and Employment on the subject of whether Britain should join the European Monetary Union. How, the MPs asked, could we know when the UK business cycle had converged with that on the Continent? The answer was that since business cycles are of the order of ten years in duration, and at least twenty or thirty observations would be needed to assess the issue, it would be two hundred years or more before we would know. Underlying the question was the assumption that the process driving business cycles was stationary, and that over time we could learn enough about that process to provide an answer. But it would be absurd to claim that economic cycles had been unchanging since the beginning of the Industrial Revolution. There was no basis for pretending that we could simply wait and learn more about a fixed process. ‘You will never be at a point where you can be confident that the cycles have genuinely converged, it is always going to be a matter of judgement.’12 Such radical uncertainties are irresolvable.
Economic processes generating growth or fluctuations do not remain stable for long enough to allow useful estimates of probabilities of economic variables. For most interesting macroeconomic questions, such as what will be the economic impact of Brexit, or the nature and timing of the next financial crisis, there is no basis on which we can easily attach probabilities to all the various possible outcomes or even define other than in vague terms what these outcomes are. The sensible answer to the question ‘Will there be another global financial crisis in the next ten years?’ is ‘I don’t know’. Both professional economists and economic agents, whether businesses or households, grapple with the question of ‘What is going on here?’ When experts claim knowledge they do not and could not have, they invite the response that people have ‘had enough of experts’.
Practical decision-making
The different dimensions of uncertainty mean that the strategies we adopt to cope with risk and uncertainty will depend upon the particular problem with which we are faced. Most hypothetical questions – what is the capital of Pennsylvania? – are of no concern to most of the population of the world, and mostly the ignorance that results does not matter. The authors of this book have not the slightest interest in the question ‘Which horse will win the 2020 Kentucky Derby?’ They do not know who the runners and riders are, far less their form, or when the race will take place. Nor do they intend to bet on the outcome, or to find out the name of the winner when the finishing list is posted.
When decisions do matter, rational people delegate them to those who have, or are willing to invest in acquiring, relevant information and the capacity to interpret that information. For all that has recently been said about ‘the wisdom of crowds’, the authors prefer to fly with airlines which rely on the services of skilled and experienced pilots, rather than those who entrust the controls to the average opinion of the passengers.13
There is no general theory of how best to make decisions. Much of the academic literature on decision-making under uncertainty tries to frame the challenge as a puzzle. All decisions, it is assumed, can be expressed as mathematical problems. And potentially capable of being solved by computers. Your smartphone will tell you what restaurants are nearby, how to get there, and perhaps what you ate last night; but not where and what you want to eat now. The probably apocryphal but nevertheless illuminating story about a decision theorist contemplating whether or not to accept a job offer from a rival university illustrates this well: upon being urged by his colleague to apply tenets of rational decision-making under uncertainty and maximise his expected utility, as his academic papers suggested, he responded with exasperation, ‘Come on, this is serious.’14
Humans have evolved to cope with problems which are not amenable to probabilistic reasoning – an issue to which we return in chapter 9. Our brains are not built like computers but as adaptive mechanisms for making connections and recognising patterns. Good decisions often result from leaps of the imagination. Creativity was the quality exhibited by that unknown Sumerian who invented the wheel, by Einstein, and by Steve Jobs. And, as Knight and Keynes emphasised, creativity is inseparable from uncertainty. By its nature, creativity cannot be formalised, only described after the event, with or without the help of equations.
The founding of California
Johann Suter, a wannabe businessman, abandoned his creditors and his family in Baden (now part of Germany) in 1834. After much travel he reappeared in 1839 on the west coast of America as John Sutter. Ambitious to establish an agricultural empire, he settled in what we call today the Bay Area. At the time, San Francisco was a modest trading post with a harbour, and home to around a thousand people.
In 1848, the Treaty of Guadalupe Hidalgo ended the Mexican War and led to the annexation of California by the United States. And in the same year, one of Sutter’s employees discovered gold on the property. Sutter tried to conceal the find, partly so that he could enjoy the full benefit himself, and partly because he sensed the negative implications for his farming interests. But concealment proved impossible. The San Francisco Examiner published a rumour of gold and in 1849 as many as a hundred thousand people are thought to have arrived in California. Some struck it rich, most did not. Others realised that a different, if less adventurous, route to success was to provide services to the ’49ers. One of them was Leland Stanford. Stanford built a successful trading business, and served a single two-year term as Governor of the fledgling state. But he was most famous for his contemporaneous role in creating the Central Pacific Railroad in 1861. The Central Pacific then built a stretch of line from Sacramento to Promontory Point in Utah, where in 1869 it joined the Union Pacific, and thus completed the first rail link between the east and west coasts of the United States. Stanford drove in a golden spike where the track surmounted the Rockies to celebrate the achievement.
And John Sutter? His fear that his land would be overrun by prospectors was well founded. He sold his interests to repay the debts incurred in his now struggling agricultural ventures. To add insult to injury, the courts revoked the land grant he had received under Spanish administration. He retired to the East Coast to nurse his losses and petition Congress for redress, and was still arguing the case at his death.
But the name Stanford is today associated less with the robber baron of the Gilded Age than with the university which bears his name. Stanford endowed what he envisaged would be an agricultural college, with a donation which might be the equivalent of $1 billion today. And a century later, the teaching and research of Stanford University, in fields far divorced from agriculture, would be central to the development of ‘Silicon Valley’.
Neither Sutter nor Stanford could have imagined the consequences of their decisions, and that is the essence of radical uncertainty. They followed a long line of explorers and entrepreneurs who had to make decisions in a fog of uncertainty. In the wake of the gold discoveries in America and the investment boom in railways The Economist wrote in 1853, ‘Astonishingly rapid now is the progress of society . . . but whither the progress is to lead, and where it is to end – except in the bosom of the Almighty, where it began – human imagination cannot conceive.’15 Is it possible that probabilistic reasoning could take the place of such imagination?
In the next chapter, we describe ‘the probabilistic turn’ in human thought and how the scope of these ideas was progressively extended. At the beginning of the twenty-first century, bank executives would not be alone in discovering that the estimates of probabilities in their models bore no relationship to outcomes in the world. Matters which they and their regulators thought were soluble – and solved – puzzles turned out to be mysteries after all. And everyday experience, for ordinary citizens as well as statesmen and for consumers as well as executives, is that life comprises many more mysteries than puzzles.
SOCRATES: ‘I dare say that you are familiar with Tisias. Does he not define probability to be that which the many think?’
PHAEDRUS: ‘Certainly, he does.’
—PLATO, Phaedrus1
The ‘probabilistic turn’ in human reasoning reportedly began when the Chevalier de Méré, an inveterate gambler, sought the advice of the mathematician and philosopher Blaise Pascal. Pascal in turn consulted an even more distinguished French polymath, Pierre de Fermat. The resulting exchange of letters between Pascal and Fermat in the winter of 1653–4 represents the first formal analysis of probability.2
Historians of mathematics have speculated on why the discoveries of Pascal and Fermat came so late in the history of human thought. Some of the finest and most original mathematicians ever known lived in classical Athens. And Athenians gambled. Why did they not succeed in relating their mathematical skill to their common pastime? After all, as mathematics goes, the theory of probability is not very difficult.
Plato sought and found truth in logic; for him there was a sharp distinction between truth, which was axiomatic, and probability, which was merely the opinion of man. In pre-modern thought there was no such thing as randomness, since the course of events reflected the will of the gods, which was determinate if not fully known. The means of resolving uncertainty was not to be found in mathematics, but in a better appreciation of the will of the gods. Hence actions which seem to us absurd, such as inspecting the entrails of sacrificial animals or consulting an oracle, were employed for millennia. And traces of this approach linger on today, among those who follow astrology, read tea leaves, or attach weight to the predictions of gurus who are believed to have privileged access to knowledge of future events.
So it is not just the mathematical expression of the concept of probability that is recent, but the concept of probability itself as the quantitative expression of the likelihood of one of a number of possible outcomes. Even in the eighteenth century, Edward Gibbon could write of Hannibal’s crossing of the Alps, ‘although Livy’s narrative has more of probability, yet that of Polybius has more of truth’ and (in relation to a claim that the army of defeated Emperor Jovian was supplied with provisions by the victorious Persians), ‘such a fact is probable but undoubtedly false’.3
What did Gibbon mean? The words ‘prove’, ‘probable’ and ‘approve’ have a common root. That relatedness is not apparent from the way we use these words today. But the relatedness was apparent to medieval writers – and to Gibbon – for whom ‘probable’ meant something like ‘approved by most right-thinking people’. In an era in which truth was established by religious or secular authority, such right-thinking people might properly decline to look through Galileo’s telescope on the grounds that the Church had decreed that what he claimed to see could not be there.4
When the Royal Society, Britain’s premier scientific body, was founded in 1660, it took as its motto ‘nullius in verba’ – today translated informally as ‘take nobody’s word for it’ – a forceful assertion of the primacy of experiment and discovery over argument from authority. The modern idea of probability was very much part of the development of scientific reasoning in the seventeenth century; such reasoning was a prerequisite for the Industrial Revolution and the unprecedented economic growth it generated. The advance of probability theory would contribute to that economic development through the creation of markets in risk.
The first venues for managing risk were the coffee shops of London. Coffee had recently been imported from Arabia to Europe, and gentlemen met to consume the newly fashionable drink, converse, and do business. In the historic City of London, the insurance market began in Tom’s coffee house, while securities were traded in Jonathan’s – today regarded as the origin of the London Stock Exchange. The restoration of the monarchy after the dull morality of the Puritans led to an upsurge in gambling.
Mrs White’s Chocolate House, in St James’s near the royal palaces, evolved into the first of London’s gentlemen’s clubs, and served principally as a gaming venue. (And it may not be coincidental that fashionable St James’s is today the centre of London’s hedge funds, while the more business-oriented financial activities are found in the City.) The most famous coffee shop of all was that of Edward Lloyd, where patrons speculated on the weather, the tides and the fate of ships at sea, and merchants could lay off some of the risks associated with foreign trade. Established in 1688, Lloyd’s of London is still globally pre-eminent in marine insurance. History casts a long shadow.
Mortality tables and life insurance
As Pascal and Fermat were exchanging learned correspondence, an English cloth merchant, John Graunt, was trawling the records of the cemeteries of London. Graunt noted the reported causes of death and his data were used to observe, if not to prevent, the spread of plague. He compiled records of the incidence of death in different age groups, and his analysis is the precursor of the tables actuaries use today to compute appropriate prices for annuities and life insurance. Graunt worked with the assistance of his patron and friend Sir William Petty, whose Statistical Account of England foreshadowed the national accounts compiled today by statisticians and extensively used by economists.5
Anxious to develop Graunt’s work, the Society identified the extensive records of births and deaths in the Polish city of Breslau (now Wrocław) as a unique and promising source of data. The analysis was entrusted to Edmond Halley, better known for the comet to which his name is attached that reappears at intervals of seventy-five to seventy-six years.6 Halley constructed the first mortality table, from which it was possible to estimate life expectancies.
The Equitable Life Assurance Society was founded in 1761, and took the name because it was the first life insurer to base its premiums on scientific principles designed to achieve fairness between different policy-holders, using a mortality table compiled from records of deaths in Northampton, England.7 Such tables represent one of the earliest attempts to take the application of probability beyond the gaming table and apply it to processes that are not the random product of chance events.
The ability to use data in this way depends on an assumption that the underlying determinants of mortality are stationary – that the incidence of causes of death varies little from year to year. From time to time, events upset this assumption, such as plague in the seventeenth century and Spanish flu and AIDS in the twentieth. Improvements in sanitation and public health, and advances in medicine, dramatically reduced mortality in the twentieth century. In recent times, life expectancy for the population has increased by around three months per year.8 As we write, however, this improvement appears to have halted or even gone into reverse, in Europe as well as in the USA, although more publicity has been given to the latter.9 Is this a blip in a continuing trend, or a fundamental change? A random deviation, or a shift or a shock? We cannot at present – or perhaps ever – say. There are things we do not know, and things we do not know we do not know. And sometimes things we do know that are just not so.10
Probability as frequency
Abraham de Moivre, another French mathematician, developed the mathematics of games of chance pioneered by Pascal and Fermat. Like many of his co-religionists, de Moivre fled to England during Louis XIV’s persecution of Huguenots in the 1680s. There he met Halley and became familiar with his work on frequency distributions. De Moivre linked the probabilistic mathematics of his former compatriots with the experimental investigations of his new English friends. He posed the question ‘What would be the frequency distribution of the outcomes of many games of chance?’ For example, suppose you tossed a fair coin a thousand times. On average, you would expect 500 heads. But you would rarely see exactly 500 heads. What was the probability of 499, or 510?
The numerical answer was, de Moivre showed, described by a bell-shaped curve now known as the normal distribution. The probability of exactly 500 heads was 2.523% – about one in forty. If you tossed a coin a thousand times and counted the number of heads, and you repeated that exercise many times, the number of heads would be determined by the theoretical probability given by the normal distribution. Of course, no sane person would think of doing this, but today you could ask a computer or robot to do it for you. You would count exactly 500 heads in about one trial in forty. The probability of 499 heads is very slightly less at 2.517%, so you should also expect 499 heads in about one trial in forty, and the probability of 501 heads is the same. You will score between 485 and 515 heads about two thirds of the time, and if you only encountered 100 heads you would have experienced an event even more improbable than the one Mr Viniar supposed he had encountered. Or you might conclude, as Mr Viniar should have concluded, that things were not as they seemed to his modellers.
Wherever there is a stationary process – for example, the variation of temperature or rainfall over the year – some statistical distribution can generally be found to fit.11 These observations of the capacity of an abstract theory to provide exact and accurate predictions are so remarkable that it is hardly surprising that subsequent generations have been prone to exaggerate the scope of these powerful ideas. By the early twentieth century, the value of probability theory was well established in understanding games of chance, and in the analysis of data which are generated by a stationary process. The achievements of the great classical statisticians of that era had provided tools useful in many areas of both social and natural sciences. Statisticians had a secure place within the scientific community. The probabilistic turn led modern economists and other social scientists to proceed firmly down the probabilistic road.
The problem of points
The question the Chevalier de Méré had put to Pascal, which led to the modern theory of probability, was ‘the problem of points’. Suppose a game of chance in the Chevalier’s salon is interrupted. What is a fair division of the stakes between the players, given the outcomes of the incomplete game? For example, two players contribute to a pot of 100 Louis d’or and agree that the winner of the most of seven games will scoop the pool. The Duke of A has won three games and the Marquis of B one. The Duke is summoned to see the King and the evening’s entertainment is abruptly terminated.
Before Pascal, the widely accepted solution to this problem gave three quarters of the pot to the Duke of A, recognising that he had won three out of four of the games actually played. This solution had been elaborated in the late fifteenth century by the Italian mathematician Luca Pacioli, widely regarded as one of the inventors of accounting, and at first sight seems plausible and fair.12 But the Chevalier was not convinced that Pacioli had reached the right answer, and the two great mathematicians confirmed his doubt. If play had continued, the Marquis would have needed to win all three remaining games to succeed. If the chance of either player winning each game is one half, then the probability that the Marquis will succeed in winning all three is only one eighth. It follows that the probability that the Duke would have scooped the pool was seven eighths. So, the argument went, the pot should be shared in these proportions.
The Fermat–Pascal solution introduces three notions which are fundamental to all subsequent work. There is the mathematical concept of probability itself – the chance of winning any particular game. There is the method of calculation of compound probability – the probability of winning three successive games is obtained from the probability of a single win, one half, raised to the power of three. And the solution introduces the idea of expected value – the amounts each player could have expected to win if the evening’s events had been repeated many times. And today we could programme a computer to simulate that scenario of multiple repetition and verify that the calculated expected value does indeed describe what would have happened if the evening’s events had occurred again and again. (And, in the Chevalier’s salon, they probably did.)
The solution of the problem of points was an early indication of the power of probabilistic reasoning. Pascal’s counter-intuitive answer is persuasive once you have understood his thinking. What matters is anticipating the future rather than analysing the past. If the Duke and Marquis had planned to play one hundred games, then the Duke’s three to one advantage at an early stage of the evening would have counted for little. But if there were to be only five games, the Marquis would certainly have lost – the result of the fifth game would be irrelevant, and it might not even have been played.
It pays to go Bayes
The final step in the development of the new theory of probability was the achievement of an unlikely hero – an obscure eighteenth-century country Presbyterian clergyman in England. The Reverend Thomas Bayes is by chance buried in what is now the centre of London’s financial district. Among his papers he left a theorem that is one of the most widely taught ideas in statistics today.13 Unknown in life Bayes may have been, but his name is known today throughout the world with branches of statistics and economics named after him. The term ‘Bayesian’, which describes not just a statistical technique but a school of thought, is the intellectual legacy of one man working in the Kent countryside.
Bayes’ theorem enables us to calculate conditional probabilities: what is the probability that A will happen, given that B has happened? Although Pascal and Fermat had not achieved the generality of the Kent clergyman’s analysis, the Chevalier’s problem of points is a problem of conditional probability.14 It is hard to imagine an environment and company less congenial to the Reverend Bayes than that which he would have encountered in the salon of the Chevalier de Méré. But let us take a flight of imagination and place him there, keeping score on a ‘Bayesian dial’ above the elegant mantelpiece. On the clock face is a pointer which registers the probability that each would win the pot, and which can swing from the complete certainty of zero probability at one extreme to complete certainty of 100% probability at the other. Since the game is fair, the mark is initially set in the middle at 50%. When the Duke won the first game the dial swung in the Duke’s favour – to about 67%, as the clergyman hurriedly made the calculations required by his theorem. And when the Marquis won the second game, the dial reverted to its initial 50–50 position. But then the Duke won the third and fourth games and the dial moved again, so that when the King interrupted the evening the reading registered 87.5% in favour of the Duke.
The Bayesian dial is a visual representation of what is known as Bayesian reasoning. We deal with uncertainties by attaching ‘prior probabilities’ to uncertain events. Since the odds at the Chevalier’s gaming table were fair, the prior probability that each player would win was 50%. But then the players constantly update their prior probabilities in the light of new information. The dial’s first move records the probability that A will win the match given that he has won the first game, and then subsequently adjusts to the probability that he will win overall conditional on A having won the first game, but B having won the second, and so on as the evening progresses.
Hall
The Monty Hall problem15 is a famous illustration of the power of Bayes’ theorem, loosely based on the 1960s American quiz show Let’s Make a Deal, in which contestants would bid for prizes hidden behind curtains, and named after its host. The puzzle was originally posed by the American statistician Steven Selvin – and has been subsequently the subject of extensive correspondence and literature. The contestant is shown three boxes, and in one Monty has placed the keys to a car which the contestant will win if he or she chooses that box. The other two boxes are empty. After the contestant has made a selection, Monty opens one of the other boxes, which is empty. He offers a choice. The contestant can stick with the original choice, or switch to the other box.
The intuitive answer is that initially the keys were equally likely to be in each of the three boxes; and now, with only two boxes to choose from, it is equally likely to be in either of those that remain. So there is no reason to switch. But untutored judgement is wrong. Monty knows which box has the car keys. If the keys are in the box you chose initially – probability one in three – it does not matter which of the other boxes he opens. But if you made a wrong choice – probability two out of three – Monty must be careful to select the one remaining box which is empty, and the keys will be in the box he chooses not to open. So it is more likely (with probability two out of three) that the keys are in that unopened box than that they are in the box you chose (with probability one out of three). Monty has unknowingly given you vital information which tells you that the probability that the keys are in the other box is two thirds, and you should therefore switch.
If you find this hard to believe – and almost everyone does – then imagine that there are not three boxes, but one hundred. Once you have made your choice, Monty opens ninety-eight boxes, all of them empty. It is still possible that the car keys are in your chosen box. But far more likely that they are in the one remaining box which Monty did not open. And if you are still not convinced, there are several websites on which you can play the Monty Hall game against a computer.16 You will soon learn that it is best to switch. The problem of points and the analysis of the Monty Hall show are illustrations of the value of probabilistic mathematics. Each offers wholly convincing arguments for unexpected results.
The Indifference Principle
The solutions to the problem of points and the Monty Hall game rely on what has become known as the Indifference Principle – that if we have no reason to think one thing more likely than another, we can attach equal probabilities to each. We assumed that the Duke and Marquis were equally likely to win each of the remaining games, and perhaps there was a frequency distribution of past results of similar games to guide our conjecture. In the Monty Hall problem, we judged that if there were three identical boxes the probability that the keys were in any one of them was one third.17
John Maynard Keynes is known to everyone for his many contributions to public policy in Britain and internationally during the inter-war period and the Second World War. Before the Great War, however, Keynes had completed a fellowship dissertation – in effect, his doctoral thesis – at King’s College, Cambridge. That work became the basis of A Treatise on Probability, published in 1921. It contains a chapter on the Indifference Principle. Keynes’ conclusive rejection of the more general application of the principle can be summarised in a single illustration:
If, to take an example, we have no information whatever as to the area or population of the countries of the world, a man is as likely to be an inhabitant of Great Britain as of France, there being no reason to prefer one alternative to the other. He is also as likely to be an inhabitant of Ireland as of France. And on the same principle he is as likely to be an inhabitant of the British Isles as of France. And yet these conclusions are plainly inconsistent. For our first two propositions together yield the conclusion that he is twice as likely to be an inhabitant of the British Isles as of France. Unless we argue, as I do not think we can, that the knowledge that the British Isles composed of Great Britain and Ireland is a ground for supposing that a man is more likely to inhabit them than France, there is no way out of the contradiction.18
If we know nothing about world geography, the only reasonable answer to the question ‘What is the probability that a man is an inhabitant of France?’ is, ‘I do not know’.
Keynes wrote of the Indifference Principle: ‘No other formula in the alchemy of logic has exerted more astonishing powers. For it has established the existence of God from the premiss of total ignorance.’19 Keynes certainly had in mind the famous ‘wager’ of Pascal, the founder of probability theory: ‘God is, or He is not. Reason can decide nothing here . . . you must wager. It is not optional . . . Let us weigh the gain and the loss in wagering that God is. Let us estimate these two chances. If you gain, you gain all; if you lose, you lose nothing. Wager, then, without hesitation that He is.’20 Pascal’s was the first calculation which brought together probabilities with a subjective evaluation of possible outcomes, in the face of the most radical of all uncertainties.
Both the problem of points and the Monty Hall game are puzzles – completely specified problems with known rules and clear-cut answers. We are told, for example, how many hands the Duke and Marquis intended to play, and we know or infer that Monty Hall knew which box contained the car keys. The answers to puzzles are often – as in this case – highly sensitive to problem definition. The Monty Hall result depends on the (sometimes unacknowledged) premise that Monty knows which box contains the keys. If he does not, the problem is quite different. Monty might then have opened the box which unlocks the car, and presumably the contestant would then have left empty-handed. And if Monty does not know what each box contains, it is only chance that leads him to open an empty box: the judgement that each closed box is equally likely to contain the keys is then correct. But the fun from watching the game was the anguish of the participants facing the choice – to switch or not, with members of the audience shouting out their advice. (In Let’s Make a Deal, raucous audience participation was an essential part of the show’s now difficult to understand appeal to its viewers.)
But once everyone understands the problem, then how can the show sustain its interest? Can the viewers be confident that the original rules are still being applied? Real worlds are always complex. Many commentators and teachers use the Monty Hall problem to emphasise that a puzzle, or model, can only be ‘solved’ if the assumptions made are completely specified. And this observation is correct. But in a world of radical uncertainty, problems are rarely completely specified. The mathematics of probability requires that the sum of the probabilities of all possible events adds up to 1. So if we know that the car keys are equally likely to be in one of two boxes, the probability that they are in any one is 0.5; if three boxes, the probability becomes one third. And if the keys are twice as likely to be in one box as the other – and must be in one or other of the two boxes – then the respective probabilities are two thirds and one third. But what if, in a radically uncertain world, we are unable to describe all possible events, far less judge their relative probabilities? In subsequent chapters, we will show how significant this problem is for the wide application of probabilistic thinking.
Bayes in the consulting room
The Monty Hall problem is light entertainment, but the diagnosis of cancer is a matter of life and death. Campaigning organisations urge screening for breast and prostate cancer. These tests are inevitably imperfect, sometimes giving unwarranted reassurance – false negatives – and sometimes raising unjustified concerns – false positives. Suppose mammography detects breast cancer in 90% of women with the disease (this figure is called the sensitivity of the test) and also correctly confirms that women are cancer-free in 90% of cases where there is no disease (this figure is called the specificity of the test). These figures are at the high end of estimates of the effectiveness of mammography.21
Of course, most women do not have breast cancer. If the overall incidence in the female population is 1%, what is the probability that a woman, whose mammogram tests positive, does in fact have breast cancer? The answer surprises most people – including most physicians. In a population of one thousand women, ten can be expected to have cancer, of whom nine will be identified by the test. Of the remaining 990 women, however, 99 – one in ten – will receive positive results. So there will be a total of 108 positives, nine of which correctly identify cancer, while 99 do not. The conditional probability that a woman who tests positive has the disease is one in twelve; a positive test correctly diagnoses cancer in only one in twelve cases.22
This calculation is based on an example used by the German psychologist Gerd Gigerenzer, who has for more than a decade conducted his own campaign against campaigners for routine screening. Random screening for breast and prostate cancer may do more harm than good because overdiagnosis of these conditions leads to needless worry and unnecessary invasive procedures. In order to be effective, screening should be limited to those who have a higher probability of disease than the population at large. Or we need tests with better specificity and sensitivity. Gigerenzer has accumulated evidence that medical practitioners, ignorant of Bayes’ theorem, seriously exaggerate the risks to their patients and the validity of these tests.23 One life saved through early diagnosis is far more salient in their minds than the much larger number of patients who are victims of treatment they do not need.
Gigerenzer displayed judgement and experience in his analysis of the effectiveness of breast cancer screening. His example deploys a model in which the calculation of the incidence of cancer could be treated as a puzzle and solved. Of course, Gigerenzer did not suggest that he had measured the true incidence of breast cancer, or the statistical validity of test results. But his analysis shows, powerfully, that the opinion of experts who understand medicine but not probability can be gravely misleading.
We can rarely be confident in generalising our models to the world – it is easy to think of reasons why women who are more susceptible to breast cancer are more likely to seek mammograms than women who are not. In games of chance, such as the wagers that prompted the Chevalier de Méré to contemplate the problem of points or the Monty Hall problem, everything is either known or unknown, deterministic or random. But that dichotomy does not exist in most real worlds. We know something, but never enough. That is the nature of radical uncertainty.
In his analysis of random screening for cancer, Gigerenzer did not make the mistake of supposing that a probability derived from a thought experiment was a probability which could be applied to the real world. He did not claim that he had calculated the probability that any actual person had contracted breast cancer. But, as we saw in chapter 1, Mr Viniar did make that mistake when he claimed to have observed a 25 standard deviation event. He confused a probability as calculated within a model with a probability in the world of which the model claimed to be a representation.
To make a statement about probability in a real world it is necessary to compound the probability derived from the model itself with the probability that the model is itself true. And there is no means of knowing whether the model is true; indeed it is difficult even to attach meaning to the concept ‘the probability that a representation of the world is the world’. This failure to distinguish ‘bad luck’ – an unlikely event within the confines of the model – from the failure of the model itself is widespread, as we will see in later chapters. We shall call this problem of model failure the Viniar problem, in honour of the former Goldman Sachs executive.24
This is what I see and what troubles me. I look on all sides, and I see only darkness everywhere. Nature presents to me nothing which is not matter of doubt and concern . . . The true course is not to wager at all.
—BLAISE PASCAL, Pensées1
By the early twentieth century, the uses of probability were well established in understanding games of chance, such as cards, roulette, or Let’s Make a Deal. The theory had also proved valuable in the analysis of data generated by a more or less stationary process, such as mortality, for which extensive frequency data were available. As states, and private bodies such as insurers, began to record information in systematic form it was no longer necessary, as John Graunt had done, to peruse gravestones in search of knowledge. And when the processes generating outcomes were stationary and well understood, such as tossing a fair coin, frequency distributions could be deduced from probabilistic reasoning.
From the earliest days of probabilistic thinking, attempts were made to apply such reasoning outside the domain of the observable frequencies of games of chance and human mortality, to use probabilistic language and mathematics in the description of unique events such as the Yucatán asteroid or the bin Laden raid. And from the earliest days of probabilistic thinking, such extension was resisted. Opponents of extension for long had the upper hand. In his 1843 System of Logic, the British philosopher John Stuart Mill criticised the French mathematician Pierre-Simon Laplace for applying probability theory ‘to things of which we are completely ignorant’.2 Another French mathematician, Joseph Bertrand, went further.3 He lambasted his countrymen for making absurd assumptions in the application of probabilities to problems outside the domain of games of chance. We believe that the sun will rise tomorrow, he said, because of ‘the discovery of astronomical laws and not by renewed success in the same game of chance’.4 Even this belief depends on the astronomical laws remaining stationary. If we cannot rely on the stability of such laws then it is impossible to use past frequencies to infer probabilities of future events. Bertrand was mindful of what David Hume had written more than a century earlier: ‘That the sun will not rise tomorrow is no less intelligible a proposition, and implies no more contradiction, than the affirmation, that it will rise. We should in vain, therefore, attempt to demonstrate its falsehood.’5 And it may have been in response to that famous formulation of the problem of induction by the irreligious Hume that the Reverend Bayes picked up his pen to describe conditional probabilities and to suggest that inferences could be made from data even if the underlying processes were not fully understood.6
Subjective probabilities
By the late nineteenth and early twentieth century, the development of the mathematics of probability by great statisticians such as R. W. Fisher, Jerzy Neyman and W. J. Gossett had created a corpus of understanding and knowledge so powerful that the pressure to extend its application was hard to resist. So some users of probabilistic reasoning sought to apply it to unique events – such as the result of the Kentucky Derby – which were not the outcome of any stationary process. Or to use probabilities to navigate wide-ranging uncertainty such as the risk exposures of Goldman Sachs. And this was necessary if Bayesian reasoning was to have much application outside the gaming room.
If I think Dobbin is very likely to win the Kentucky Derby, I might say that I think the probability that Dobbin will pass the winning post first is 0.9. What does this statement mean? One interpretation is that if the race were to be run one hundred times in identical circumstances of weather and track conditions, and with exactly the same runners and riders, then Dobbin would win on ninety occasions. But in any year, the Kentucky Derby will be run only once, and in earlier and subsequent races there will be different runners and riders, different track conditions, and different crowds cheering their favourites. So the statement ‘the probability that Dobbin will win is 0.9’ is not a claim about frequency, an assertion that Dobbin will win the race on 90% of the occasions on which the Kentucky Derby is run; it is a statement of the speaker’s belief that Dobbin is a strong contender.
When ‘John’, the CIA representative at the White House meeting, said ‘The probability that the man in the compound is bin Laden is 95%,’ he was not saying that on 95% of similar occasions bin Laden would be found there. And when people say of an historic but imperfectly understood event ‘I am 90% certain that the Yucatán asteroid caused the extinction of the dinosaurs’, this is not a claim that on 90% of occasions on which the dinosaurs became extinct the cause of their extinction was an asteroid landing in the Gulf of Mexico, but an expression of their confidence in their opinion. These assertions of confidence or belief – ‘the probability that Dobbin will win is 0.9’, ‘the probability that the man in the compound is bin Laden is 95%’, ‘I am 90% certain that the Yucatán asteroid caused the extinction of the dinosaurs’ – are today described as statements of subjective, or personal, probability. In this book we will use the term subjective probabilities throughout. The adjectives ‘subjective’ or ‘personal’ acknowledge that the assessment is not objective but a matter of individual judgement, and that different people may attach different probabilities to the same past, present or future event, both before and after it has occurred.
The triumph of subjective probability
As we described in chapter 1, John Maynard Keynes and Frank Knight emphasised the significance of radical uncertainty, and denied that probabilities could be applied outside the realm of known or knowable frequency distributions such as games of roulette or observations of mortality or weather. There could hardly be a sharper contrast of personalities than that between these two, both flag bearers for radical uncertainty and opponents of the application of subjective probabilities.7 Keynes was a liberal scion of the English upper middle class, who moved effortlessly between the intellectual and agnostic world of Cambridge and the bohemian literary milieu of Bloomsbury; Knight had graduated from a small Christian college in Tennessee before attending the state university, and then completed a PhD at Cornell before taking a teaching post in Iowa. Politically conservative, he moved to the University of Chicago in 1927. Knight is often described as the founder of the Chicago School of Economics, with its resolute focus on individual rational choice and free markets.
But there was a contemporary of comparable stature who took a different view. Frank Ramsey, a philosopher and mathematician who also made contributions to economic theory, was a friend and colleague of Keynes at King’s College, Cambridge.8 His brilliant career was cut short by his death from post-operative complications at the age of twenty-six. Although notions of personal probability had been implicit for many years, Ramsey was the first to describe ‘subjective probability’ in a more formal way.9 Ramsey further proposed that the mathematics which had been used for the analysis of probabilities based on frequencies could be applied to these subjective probabilities. Similar analysis was developed independently by Bruno de Finetti, an Italian statistician who bizarrely linked his academic work on probability to his personal support for fascism.10
Ramsey and de Finetti won, and Keynes and Knight lost, that historic battle of ideas over the nature of uncertainty. The result was that the concept of radical uncertainty virtually disappeared from the mainstream of economics for more than half a century.11 The use of subjective probabilities, and the associated mathematics, seemed to turn the mysteries of radical uncertainty into puzzles with calculable solutions. And it would be at the University of Chicago that the triumph of subjective probability over radical uncertainty would be most enthusiastically celebrated.
Many great economists contributed to the creation of the Chicago School, but the figure best known to a wider public was Milton Friedman, Professor of Economics from 1946 to 1977 and one of the most influential economists of the twentieth century. Friedman’s Price Theory – a Provisional Text may be regarded as the primer of the doctrines of the Chicago School. In it he wrote:
in his seminal work, Frank Knight drew a sharp distinction between risk, as referring to events subject to a known or knowable probability distribution, and uncertainty, as referring to events for which it was not possible to specify numerical probabilities. I’ve not referred to this distinction because I do not believe it is valid . . . We may treat people as if they assigned numerical probabilities to every conceivable event.12
Friedman’s followers distanced themselves – at least in this respect – from Knight’s legacy. They even explained that the revered founder of the school could not have meant what he said. In an article published in 1987 in the Journal of Political Economy, the house journal of the Chicago School, Stephen LeRoy and Larry Singell explained: ‘The received interpretation of Knight’s classic risk-uncertainty distinction – as concerning whether or not agents have subjective probabilities – constitutes a misreading of Knight. On the contrary, Knight shared the modern view that agents can be assumed always to act as if they have subjective probabilities.’13 It is impossible to accept this assertion given Knight’s description of uncertainty and entrepreneurship. LeRoy and Singell argue that ‘to deny the existence of subjective probabilities is to deny that agents are able to choose consistently among lotteries’.14 But that is exactly what Keynes and Knight did deny. And with good reason, as we will now see.
The probability of an attack on the Twin Towers
‘We may treat people as if they assigned numerical probabilities to every conceivable event.’ So what was the probability that terrorists would fly passenger planes into the World Trade Center on 11 September 2001? Nate Silver, a well-known political pundit in the United States and a devotee of subjective probabilities and Bayesian reasoning, has attempted to answer that question. According to Silver, ‘most of us would have assigned almost no probability to terrorists crashing planes into buildings in Manhattan when we woke up that morning . . . For instance, say that before the first plane hit, our estimate of the possibility of a terror attack on tall buildings in Manhattan was just 1 chance in 20,000.’15 But what is the question to which this number is the answer? Is it the probability of an attack that morning? That day? That year? At all? There should be very large differences in the answers to these distinct questions; the probability of an attack on the morning of 11 September must be much lower than the probability that an attempt to conduct such an attack will be made at some time. And are we estimating the probability of ‘terrorists crashing planes into buildings in Manhattan’ or ‘the possibility of a terror attack on tall buildings’? There are many forms of terror attack on tall buildings not involving planes, such as the 1993 bomb in the basement of the North Tower. Without a clear problem specification, there is no reason to anticipate meaningful, consistent or useful answers to questions about probability.
Silver goes on to specify the probability of a plane hitting the World Trade Center by accident: ‘This figure can actually be estimated empirically,’ he asserts, putting the chance at 1 in 12,500. He reports two accidents prior to 2001 involving planes colliding with Manhattan buildings, in 1945 and 1946 respectively. So there were around 25,000 days between 1946 and 2001 on which no planes crashed into New York skyscrapers. During this time, aircraft movements increased by several orders of magnitude, but air traffic control advanced beyond recognition. We do not know how one can conclude from the data cited that the probability of such an accident on any particular day is 1 in 12,500, although we understand the calculation Silver made. He divided 25,000, the number of days between 1946 and 10 September 2001, by two, the number of air accidents involving high buildings in Manhattan between 1945 and 10 September 2001.16
The two-child problem
In the absence of any other information, the probabilities that a child is a boy or a girl are more or less equal. So, in the absence of any other information, the probability that the first child in the Smith family is a boy is one half and that the first child is a girl is also one half. And, in the absence of any other information, the probabilities that the second child in a two-child family is a boy or a girl are also equal and each is one half. These assertions are not based on ‘the indifference principle’ but on the findings of biological research, confirmed by observed frequencies. Two-child families are very common in modern developed economies and the frequencies of the sequences BB, GG, BG and GB – where the first letter identifies the gender of the first child and the second letter the gender of the second child – are more or less the same. This is a matter of biology making the gender of successive children in a family more or less independent, again supported by observation.
Boys and girls are born in more or less equal numbers. And although the numbers of births in England and France are also similar – about 700,000 annually – the probability that the first child in a two-child family is English and the second is French is very low, much lower than the probability that both children are English or French. EE and FF are very common, FE and EF are not. This obvious point illustrates why it is always dangerous to talk about probabilities without understanding the processes which generate the observed data, as many were surprised to discover in the global financial crisis.
Now suppose that you are told that the Smiths have two children and you know that one is a girl. What is the probability that the other child is also a girl? This problem seems to have been first posed in 1959 by Martin Gardner, the American mathematics journalist and puzzle compiler, and has remained controversial – and unresolved – ever since, ‘notorious’ in the view of one author.17 As the Wikipedia entry on the subject notes, almost everyone who has written about the problem remains convinced that their different answers are right.
There are four equally probable sequences of births: BB, GG, BG and GB. One – BB – is ruled out by the information that one child is a girl. The other three remain equiprobable. In only one of the remaining three does the girl have a sister (GG). So the relevant probability is one in three. This seems compelling.
But look at the issue in a different way. Suppose you had been told nothing about the gender of the first child. Then it would be easy to agree that the probability that the other child was a girl was one half. But since a child is equally likely to be a boy or girl, and the gender of the second child is independent of the first child, the information that one of the two children is a girl tells you nothing about the probability that the other child is a girl. Hence the relevant probability is one in two. This argument also seems compelling.
But at most one of these propositions can be right. So is the probability that the girl has a sister one in two or one in three? The answer may depend on precisely how the information that one child is a girl was obtained. Without such knowledge the problem is insufficiently defined. You invite the new neighbours, the Smiths, round for tea and they tell you they will bring their two children. The first child to run up the path is a girl. In the absence of any other information, it is reasonable to assume that this observation tells us nothing about the gender of the second child, just as the gender of the first-born tells us nothing about the gender of the second-born. So the answer to the question is one half, the known frequency of female children.
But suppose you are recruiting for the Boy Scouts or Girl Guides. You attend a Girl Guide meeting and invite those girls present who have exactly one sibling to approach her, if the sibling is a girl, about membership. What is the probability that the girls have a sister to recruit? You are now looking only at two-child families with at least one girl, which rules out the inclusion of any BB households. In the absence of any other information, the probability is one third. But the problem is not fully specified. GG households may be over-represented. Do girls join the Guides to get away from their brothers, or their sisters, or because they have heard good reports from their siblings? Does one effect offset the other? Perhaps. Or perhaps not. We simply do not know. And what if you meet the child on some unplanned occasion? This might be similar to seeing the first child up the path – or it might not. Perhaps fathers are more likely to take their sons to a football match, and mothers their daughters on a shopping expedition. Or perhaps not. In conditions of radical uncertainty, subjective probabilities are necessarily sensitive to trivial information and details of problem specification, and it therefore makes little sense to formulate or act on them.
You never have to swing
‘To deny the existence of subjective probabilities is to deny that agents are able to choose consistently among lotteries,’ write LeRoy and Singell. The idea – which has been present, often implicitly and sometimes explicitly, since subjective probabilities were first employed – is that an observer can deduce subjective probabilities by presenting people with the opportunity to bet on various outcomes. The term ‘pignistic probability’ was coined by Philippe Smets to describe the process of claiming to deduce subjective probabilities from observed gambling behaviour.18 The phrase is derived from the Latin word pignus, meaning a wager. ‘I think that the probability that Dobbin will win the Kentucky Derby is 0.9’ means that I will bet on Dobbin if the odds are better than that and against Dobbin if the odds are worse. Some readers may be surprised that anyone who thinks Dobbin will win the race would bet against Dobbin, and even more surprised at the suggestion that it might be irrational for them to decline an opportunity to do so. This is a first indication that many people do not think naturally in terms of subjective probabilities and that the meaning of ‘rationality’ is contested.19
The Kentucky Derby is America’s most famous horse race, held every summer at Churchill Downs near Louisville with exactly twenty runners. But in February 2019, the authors were approached by a devotee of Milton Friedman seeking to establish our subjective probabilities of every conceivable event. ‘What is the probability that Dobbin will win this year’s Kentucky Derby?’ he asked. When we demurred he became more insistent. Would you back Dobbin to win at 5 to 1? No, we responded, but then he offered 50 to 1. When we accepted, he lowered the odds, and so the dialogue continued until he established the price – odds of 20 to 1 – at which we were exactly indifferent between accepting and refusing. Starting from this figure he used the pignistic method to deduce our subjective probability of Dobbin’s victory – in this case 0.047.20
Neither we nor he knew the entire list of potential runners but he went through some other possibilities. What about Hercules at 100 to 1? he enquired. And so the discussion went on until he had established our subjective probability for every conceivable runner in the race. At that point, he pulled out a spreadsheet and added up all the subjective probabilities he had computed. As we had hoped, he was able to confirm that they totalled exactly one.
Ramsey and de Finetti would have been proud of us, or at least relieved. The winning argument which Ramsey provided to counter Keynes was that anyone who did not attach a consistent set of subjective probabilities to all uncertain events would be certain to lose money if they bet at those probabilities.21 If the total of the probabilities which we had attached to the prospects of Dobbin, Hercules and all the other runners in the Kentucky Derby had been either less than one or more than one, our interlocutor from Chicago would have been able to make money out of us. If the total had been less than one, he could have placed a bet with us on every horse in the race and been certain to win more than he had staked. If the total had been more than one, he could have accepted our bets on all runners and again been certain to make a profit. But since they added up to exactly one, he was able only to congratulate us on our rational adherence to a consistent set of personal probabilities.
Of course this exercise did not actually occur. And like most people we know, we would have shown the inquisitor the door long before he had been able to compile his spreadsheet. Far from demonstrating the power of Ramsey’s concept of rational behaviour in the face of uncertainty, the thought experiment reveals the absurdity of the suggestion that people act as if they attach probabilities to every conceivable event. Rational people will decline to participate in any proposed wager when their information is imperfect and may differ from that held by other people. Pascal may have been right to observe that when the issue was the existence of God, to wager was ‘not optional’. But betting on the Kentucky Derby is optional. We have no relevant knowledge of the names of the runners in the forthcoming Kentucky Derby, or their form, and no interest in pursuing the matter further. It is extremely unlikely that our subjective probabilities would add up to one because we have no reasonable basis on which to formulate such probabilities and no intention of obtaining any such basis.
‘I give you two to one that the Smiths have two girls.’ ‘No, but if you offer five to one we have a deal.’ ‘You are a betting man, Mr Churchill’ – he was, in fact, a regular and unsuccessful player of games of chance – ‘so I wager you a sovereign that Germany will win the war.’ It is not likely that Churchill’s reaction to the proposed wager would have been polite. We would expect few takers if we opened a book on the composition of the Smith family. These are not the kind of transactions in which people engage, except in jest.
And one of the several reasons why this sort of wagering is not normal or acceptable social behaviour is relevant to the use of this kind of analysis in financial markets. The people who are willing to take the other side of such bets are likely those who have different, and better, information than we do, and in daily life we regard it as discreditable that they exploit that advantage for financial gain. Or else the gamblers are fools who believe they know more than they do, or have unwarranted confidence in their judgement. Even Sky Masterson and Nathan Detroit, the inveterate gamblers of Guys and Dolls, declined to bet on the sales of Mindy’s cheesecake and the colour of Nathan’s tie. As Sky’s father had warned him, ‘you’re going to wind up with an earful of cider’ if you gamble when information is unequally distributed.22
We gamble with our lives when we overtake the vehicle in front, board an aircraft, or influence our metabolism by swallowing a pill. But we do not make these choices with the aid of some consistent underlying structure of subjective probabilities, which can be illuminated by offering a variety of bets. Households and businesses cope with radical uncertainty by formulating the context within which we make observations or decisions. Households piece together their knowledge of the Smith family, statesmen and historians their understanding of the evolution of the Second World War. And they do not act until they have sufficient confidence in the narrative they have constructed. There is no Bayesian dial.
If many experienced and well-informed observers give very different answers to the same question – is the man in the compound bin Laden? – then any honest person who had no additional specific information would respond ‘I do not know’. Neither of us has ever heard anyone say something like ‘the probability that the Smiths have two boys is 0.6’ and we never expect to. We have, however, often heard them say things like ‘I think their child is a girl’ or ‘I don’t know whether their child is a boy or a girl’. If that question matters there is usually a simple means of resolution, which is to make further enquiry. And if for some reason this is impossible, and the answer still matters, the appropriate course of action is one which is robust to both possibilities. If we have to entertain the child tomorrow, we find a toy or a video appropriate to either gender.
The notion that observing how people gamble gives insight into rational behaviour under uncertainty is strange. After all, bookmakers and casinos consistently make money at the expense of their customers. Most people wager only occasionally for cheap amusement. They enjoy an afternoon at the racecourse, they support the raffle at the village fete, they like to dream that they might win the National Lottery. Prudent investors buy and sell only a very small proportion of the universe of available securities, for the sensible reason that they do not feel sufficiently well informed about the characteristics of most of the securities in that universe to take a view. And when intelligent investors do buy or sell, they require what Benjamin Graham christened a ‘margin of safety’ between price and their assessment of value.23 Graham was the British-born American investor who through his writings made famous the strategy of investing based on long-term fundamental values. His follower, Warren Buffett, the most successful investor in history, put it more colourfully: ‘I call investing the greatest business in the world . . . because you never have to swing. You stand at the plate, the pitcher throws you General Motors at 47! U.S. Steel at 39! and nobody calls a strike on you. There’s no penalty except opportunity lost. All day you wait for the pitch you like; then when the fielders are asleep, you step up and hit it.’24
And that is why when Buffett was asked how he responded to auctions of businesses conducted by investment banks, he replied with the musical words of George Jones: ‘when your phone don’t ring, it’ll be me’.25 If ‘we can treat people as if they attached numerical probabilities to every conceivable event’, and if such probabilities formed the basis of their economic decisions, then you do ‘have to swing’ and people would indeed be willing to take one side or the other of every possible bet. But the prediction that people routinely engage in such transactions is plainly false, and no prudent individual would even think of behaving in that way.
A very few professional gamblers are successful because they have observed anomalies, or studied the processes of apparent games of chance particularly carefully – Edward Thorp and the Ritz patrons – and the organisers of gambling establishments are anxious to identify them and exclude them from their casinos. But most regular gamblers are sad people, some in the grip of addiction, some suffering from persistent delusions about their own skill. It is true that when experimental subjects are asked to come up with subjective probabilities using these pignistic methods they can sometimes be persuaded to do so, usually with the aid of pressure from their professors and modest financial compensation for their cooperation. However this politeness in the face of silly requests provides no reason to believe that the numbers derived from such experiments bear any relation to an underlying set of consistent subjective probabilities. And as we shall see in chapter 7, the empirical evidence is that they do not.
Once it is acknowledged that most people do not bet on most things, and that it is simply not true that everyone would be willing to take one side or another of any proposed lottery, the argument deployed by Ramsey against Keynes simply fails. In a world of radical uncertainty, most people do not choose among lotteries, far less enter them, and for good reasons. They do not stake their fortunes on the fall of the cards, the throw of a die, or the spin of a roulette wheel. They shun randomness. They are reluctant to make commitments in situations they do not understand, especially when others may have a better understanding of them. Shrewd business people appreciate the importance of radical uncertainty. Of course, there are people who will take a bet on anything, but that is a mark of weirdness, not rationality. Enrico Fermi, the brilliant physicist whose work was central to the Manhattan Project, supposedly opened a book on whether the July 1945 test explosion in the desert would ignite the atmosphere and if so whether it would destroy only New Mexico or the whole world. It was not the Nobel Prize winner’s finest moment.26
‘When I use a word,’ Humpty Dumpty said, in rather a scornful tone, ‘it means just what I choose it to mean – neither more nor less.’
—LEWIS CARROLL, Through the Looking-Glass, 18711
Golf is a popular sport across the world. In 2019, a new rulebook was introduced which aimed to simplify the regulations and speed up play.2 Several of the new rules require that an event is ‘virtually certain’. For example, ‘You will be found to have caused your ball to move only if that is known or virtually certain (that is, it is at least 95% likely that you were the cause)’. What does this number mean? The rulebook states that ‘virtually certain means that . . . all reasonably available information shows that it is at least 95% likely that the event in question happened’. This amplification adds nothing. As the BBC’s golf correspondent commented, ‘This is 100% subjective.’3 Either you moved the ball or you didn’t.
The Royal and Ancient Golf Club had fallen into a common and modern trap of bogus quantification. The authors of the rule believed that attaching a number to their judgement gave it an objectivity and scientific precision which a qualitative assessment would have lacked. Chicago’s Frank Knight, who understood radical uncertainty well, took a different view:
The saying often quoted from Lord Kelvin4 . . . that where you cannot measure, your knowledge is meagre and unsatisfactory; as applied in mental and social science is misleading and pernicious. This is another way of saying that these sciences are not science in the sense of physical science and cannot attempt to be such without forfeiting their proper nature and function. Insistence on a concretely quantitative economics means the use of statistics of physical magnitudes, whose economic meaning and significance is uncertain and dubious . . . In this field, the Kelvin dictum very largely means in practice, if you cannot measure, measure anyhow!’5
Knight can hardly have failed to notice, though he refrained from mentioning, that Kelvin’s dictum was engraved on the building which houses the social science faculty of the University of Chicago.
The new rules of golf conflated two ideas – the confidence of the adjudicator in his judgement, and the likelihood that the judgement is correct – and described the result as a probability. Discussion of uncertainty involves several different ideas. Frequency – I believe a fair coin falls heads 50% of the time, because theory and repeated observation support this claim. Confidence – I am pretty sure the Yucatán event caused the extinction of the dinosaurs, because I have reviewed the evidence and the views of respected sources. And likelihood – it is not likely that James Joyce and Lenin met, because one was an Irish novelist and the other a Russian revolutionary. My knowledge of the world suggests that, especially before the global elite jetted together into Davos, the paths of two individuals of very disparate nationalities, backgrounds and aspirations would not cross.
In the context of frequencies drawn from a stationary distribution, probability has a clear and objective meaning. When expressing confidence in their judgement, people often talk about probabilities but it is not clear how the numbers they provide relate to the frequentist probabilities identified by Fermat and Pascal. When they ask whether Joyce met Lenin, the use of numerical probability is nonsensical.
Harrisburg or Philadelphia?
Is Philadelphia the capital of Pennsylvania? Which city, San Antonio or San Diego, has the larger population? About two thirds of respondents in a recent survey opined that Philadelphia was indeed the capital of Pennsylvania.6 And about two thirds of those respondents expressed 100% confidence in their answer. The minority who thought that Philadelphia was not the capital of Pennsylvania were similarly confident – two thirds of them were certain that they were right.
There were two significant differences, however, between the group which answered yes and the group which answered no. Those who thought Philadelphia was the capital believed that most other people would agree with them. Those who disagreed did not expect that others would share the same view. The second difference is that those who answered ‘no’ gave the correct answer. Although Philadelphia is the largest town, and economic hub, of Pennsylvania, the state capital is Harrisburg. Presumably many of those who answered ‘no’ knew this, or at least had some reason for believing that the ‘obvious’ answer was wrong. When the same people were asked whether Columbia was the state capital of South Carolina (it is), once more two thirds of respondents answered yes. Both yes and no voters were less confident, however, and yes voters were a little more inclined to think that others would agree with them.
Rather more seriously, the same study asked dermatologists to assess whether lesions were malignant or benign. About two thirds of answers were correct. But weighting opinion by the degree of confidence expressed by the dermatologist added nothing to the accuracy of the judgements. Dermatologists who thought their colleagues would give a different opinion were slightly more likely to be correct in their own diagnosis. People who disagree with the obvious answer may do so because they are better informed, or more thoughtful; but perhaps they are simply making a mistake.
And does San Antonio have a larger population than San Diego? (It does: about 1.5 million people live in the Texan city against 1.4 million in the Californian one.) Asked to judge which of a selection of paired US cities was bigger, there was little difference between the performance of US and German students (who presumably knew less about US geography), and the same was true when paired German cities were used.7 Small amounts of information made little – or sometimes perverse – difference to the quality of answers.
In these experiments, respondents were not allowed to give what would have been for most of them the appropriate answer to questions like ‘What is the capital of South Carolina?’ or ‘Is San Diego larger than San Antonio?’ which is ‘I don’t know: if it matters I will look it up’. For issues such as these, of course, it doesn’t matter. But it matters very much to the patients of dermatologists whether their lesion is malignant or benign, and whatever his or her provisional opinion, a competent doctor would order a biopsy of any suspicious lesion to permit further and more conclusive judgements. Intelligent people do not make important decisions on matters about which they are ignorant when additional data are readily available. And any bar-room conversation, or presidential tweet, will remind you that the degree of confidence with which a proposition is expressed is not the same as the probability that the proposition is true.
Thus there is a difference between probability and confidence. I am more confident that Paris is the capital of France than that Dobbin will win the Kentucky Derby, but what could it mean to say I am 50% more confident? And, in everyday language, likelihood means something different still. It is unlikely that Joyce and Lenin met, but the presence of both in Zurich in 1917 is central to Tom Stoppard’s play Travesties (Joyce was writing Ulysses in the sanctuary of neutral Switzerland while Lenin was waiting for the train to the Finland Station). Perhaps this further information shifts the reading on the Bayesian dial from one in a million to one in a thousand; perhaps both Joyce and Lenin used the same newsagent and with these additional data the Bayesian dial might swing to one in a hundred. But Joyce smoked heavily and Lenin detested the habit – the dial swings again.
But the exercise is ridiculous. And the numbers are arbitrary – why not a probability of 1 in 123,456 or 1 in 1,387? – and hence meaningless. And the statement ‘the probability that Philadelphia is the capital of Pennsylvania is 0.7’ is absurd. Philadelphia is either the capital of Pennsylvania or it is not, and the correct answer is a matter of ascertainable fact. But someone ignorant of US politics and geography might reasonably think and say, ‘It is likely that Philadelphia is the capital of Pennsylvania’, applying the general rule that the capital of a country or region is often its principal city; Paris is the capital of France, Munich the capital of Bavaria, and Boston the capital of Massachusetts, although New York is not the capital even of New York state, far less of the United States. And our knowledge of the world would lead us to think it more likely that Lenin met Rosa Luxemburg (the leader of the German communist revolution of 1918) than that he met James Joyce (if you are interested, Lenin and Luxemburg did meet when Lenin and his wife changed trains in Berlin in 1908).8 Philadelphia is not the capital of Pennsylvania, and anyone who offers odds on the answer to such a question is a knave (and anyone who accepts them a fool). You will wind up with an earful of cider.
The ‘Linda problem’ is one of the most frequently reported experiments in behavioural economics. In his bestseller Thinking, Fast and Slow, Daniel Kahneman describes it thus: ‘Linda is thirty-one years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was deeply concerned with issues of discrimination and social justice, and also participated in anti-nuclear demonstrations. Which of the following is more likely? “Linda is a bank teller” or “Linda is a bank teller and is active in the feminist movement”.’9
The most common answer (given by 85% to 90% of undergraduates in major universities)10 is that Linda is more likely to be a feminist bank teller than a bank teller. That answer is wrong in terms of probabilities because the probability of two events A and B occurring together cannot exceed the probability of A occurring alone. Since some bank tellers are not feminists, feminist bank tellers are necessarily observed less frequently than bank tellers. But, to the surprise of Kahneman and his colleagues, many people continue to assert that the second description is the more likely, even after their ‘error’ is pointed out. Our experience is that even audiences of actuaries, whose professional background is in the application of probabilities, do this. They do not acknowledge their alleged ‘irrationality’.
What is going on here? The subjects were not asked about probabilities but about likelihood, and they answered the examination question Kahneman asked rather than the one he thought he was asking. When we ask whether it is likely that Joyce met Lenin, or that Philadelphia is the capital of Pennsylvania, they do not reason probabilistically but interpret the question in the light of their broad contextual knowledge. That was the lesson Sky Masterson’s father had conveyed to his son, and it is one well understood by Kahneman’s respondents. People do not think of the Linda problem in terms of frequencies, or as an exercise in probabilistic reasoning. They see the description of Linda as a story about a real person, and the biography of Linda which ends only by identifying her as a bank teller is not, without more information, a satisfactory account. Faced with such a narrative in real life, one would seek further explanation to resolve the apparent incongruity and be reluctant to believe, far less act on, the information presented. In later chapters we will describe the central role which narrative and contextual reasoning rightly plays in managing uncertainty.
‘Jabberwocky’
The first lines of the poem ‘Jabberwocky’, from Lewis Carroll’s Through the Looking-Glass, raise difficult questions of probability:
’Twas brillig, and the slithy toves
Did gyre and gimble in the wabe:
All mimsy were the borogoves,
And the mome raths outgrabe.11
What is the probability that toves are nocturnal? What is the probability that they are mammals? But there is only one sensible answer to questions about the nature and habits of toves, which is ‘I do not know’. ‘Jabberwocky’ is generally described as nonsense verse, although any imaginative reader will come away with some sense of meaning, which is why the poem has remained popular for more than a century. Even if the words are not intelligible, they are more than a random arrangement of letters; indeed, it has been claimed that they are drawn from a private language from Carroll’s childhood.12
We anticipate that serious-minded colleagues will berate us for drawing lessons for the methodology of social science even from such an enduring source of delight for children as Alice in Wonderland.13 We disagree; in creating a simple, self-contained world which resembles life but parodies it, Carroll was conducting an exercise very similar to the recent development of economic models. Here is Robert Lucas, the Chicago-based father of modern macroeconomics, describing the exercise in which he believed he and his colleagues were engaged:
We are storytellers, operating much of the time in worlds of make believe. We do not find that the realm of imagination and ideas is an alternative to, or retreat from, practical reality. On the contrary, it is the only way we have found to think seriously about reality. In a way, there is nothing more to this method than maintaining the conviction . . . that imagination and ideas matter . . . there is no practical alternative.14
The creation of this completely specified analogue world directly parallels the exercise undertaken by Lewis Carroll, or by Tolkien in describing Middle-earth (or by the modern producers of Game of Thrones or the creators of computer games such as Fortnite). By inventing their own language and characters, Carroll and Tolkien left their readers in no doubt that any relationship between their models and the real world could only be one of analogy; indeed children can enjoy these books without making any such connection. But by using words such as ‘output’, ‘inflation’ and ‘money’ which appear to have real counterparts, rather than ‘toves’ and ‘borogoves’, Lucas and his followers elided this distinction between their artificial world and the complex real world, and many users of their analysis were misled.
Mathiness
The belief that mathematical reasoning is more rigorous and precise than verbal reasoning, which is thought to be susceptible to vagueness and ambiguity, is pervasive in economics. In a celebrated attack on Nobel Prize winner and New York Times columnist Paul Krugman, the Chicago economist John Cochrane wrote, ‘Math in economics serves to keep the logic straight, to make sure that the “then” really does follow the “if,” which it so frequently does not if you just write prose.’15 But there is a difficulty here which appears to be much more serious in economics than it is in natural sciences: that of relating variables which are written down and manipulated in mathematical models to things that can be identified and measured in the real world. This is an aspect – perhaps the principal aspect – of a problem which Paul Romer, 2018 Nobel laureate, has described as ‘mathiness’.16 Romer points to concepts such as ‘investment specific technology shocks’ and ‘wage markup’ which are no more observable, or well defined, than toves or borogoves. They exist only within the model, which is rigorous only in the same sense as ‘Jabberwocky’ is rigorous; the meaning of each term is defined by the author, and the logic of the argument follows tautologically from these definitions.
In Through the Looking-Glass, Alice sensibly concluded that she needed to know more if she was to understand her situation, and had the good fortune to have an oracle close to hand:
‘You seem very clever at explaining words, Sir,’ said Alice. ‘Would you kindly tell me the meaning of the poem “Jabberwocky”?’
‘Let’s hear it,’ said Humpty Dumpty. ‘I can explain all the poems that ever were invented – and a good many that haven’t been invented just yet.’
So Alice begins reading.
‘That’s enough to begin with,’ Humpty Dumpty interrupted: ‘there are plenty of hard words there. “Brillig” means four o’clock in the afternoon – the time when you begin broiling things for dinner.’
‘I see it now,’ Alice remarked thoughtfully: ‘and what are “toves”?’
‘Well, “toves” are something like badgers – they’re something like lizards – and they’re something like corkscrews.’
‘They must be very curious creatures.’
‘They are that,’ said Humpty Dumpty: ‘also they make their nests under sun-dials – also they live on cheese.’17
If Alice had fallen into the world of personal probabilities, she would have brought to it assessments of prior probabilities of the habits of toves, and her Bayesian dial would swing back and forth in the light of Humpty Dumpty’s advice. If brillig means four o’clock in the afternoon, it seems unlikely that toves, which are reported to be gyring and gimbling at that time, are indeed nocturnal creatures. It is less clear how Humpty Dumpty’s explanation helps her decide whether or not toves are mammals; indeed the implausibility of his description casts doubt on the veracity of all information supplied by Mr Dumpty. We know that many students of economics today experience similar confusion as their professors describe the internal logic of a model tenuously related to any real world.
Inevitable ambiguity
But not all instances of mathiness are as extreme as Romer’s examples. For example, output is a variable, often the principal variable, in many macroeconomic models. The empirical counterpart to aggregate output is generally assumed to be GDP, gross domestic product.18 GDP is a very different kind of measure from, say, temperature or velocity, which are empirical facts which can be observed with the aid of suitable instruments, and in respect of which any competent observer will come up with the same answer.19
There is no such thing as aggregate output. What statisticians record as aggregate output is the sum of the output of individual goods and services, weighted by the market price of these goods and services. An obvious difficulty is that for many goods and services no such market price exists. Police and fire services, defence provision, and local roads are everywhere provided without charge to most beneficiaries, as are modern services such as Facebook, Google and Spotify. In many countries health and education are provided outside the market. It has been recognised since the earliest days of national income accounting that financial services pose a particularly serious problem.
One of the largest quarterly increases (this is not a misprint) on record in the reported contribution of the financial sector to UK GDP occurred in the fourth quarter of 2008, when the sector was rescued from collapse.20 Moreover, the composition of output changes, sometimes dramatically, from year to year, and this means that the growth rate of an economy’s GDP, to which much attention is devoted, is the product of a further calculation of an index number calculated at base quantities and prices.21
Central banks around the world target measures of inflation. But what is inflation? Statistical agencies measure, each month, the cost of buying a prescribed basket of goods and services. That basket represents an average of everyone’s consumption, based on surveys of household expenditure. But everyone buys a different bundle of goods. Both rich and poor people have very different consumption patterns from the average.22 Every year, sometimes more often, the basket must be revised to reflect current consumption patterns. It didn’t include smartphones but now it does. Of necessity, the basket always lags behind changing patterns of consumption.
Money is a fundamental economic concept. But central banks report many different quantitative measures of ‘the money supply’ and the expression M in a mathematical model is as imprecise as the confused references to ‘money supply’ in much popular writing. And what is meant by ‘money’ is temporally and geographically specific. Money is dollars in the US, and euros in Europe. Not so long ago, money was gold and silver. For the inhabitants of Yap in the Caroline Islands, money was Rai, heavy circles of limestone with a hole in the middle. Some people think that crypto-currencies such as Bitcoin and Ethereum are ‘money’. Numbers are essential to economic analysis. But economic data and economic models are never descriptive of ‘the world as it really is’. Economic interpretation is always the product of a social context or theory.
Expressing uncertainty
When we are wondering whether the man in the compound is bin Laden or what happened to the Mary Celeste, whether the second Smith child is a girl or whether Joyce met Lenin, probabilities are unhelpful. Any expression of probability is a claim to a knowledge of the underlying issue which, by the nature of the uncertainty surrounding these problems, the speaker cannot have. In these circumstances, it may often make sense to describe the degree of uncertainty in non-probabilistic ways. It is intelligible to say ‘it is likely that Philadelphia is the capital of Pennsylvania’ even though it is not, and intelligible to say ‘this evidence made it more likely than before that bin Laden was the man in the compound’ although we know, after the relevant decision was made, that bin Laden was the man in the compound. And it is intelligible to say ‘I would not be surprised to learn that Philadelphia, or Pittsburgh, or Harrisburg, or one of many other towns, was the capital of Pennsylvania, but I would be surprised to learn that San Francisco was the capital of Pennsylvania’. Or ‘I am not confident that the man in the compound is bin Laden, but confident that he is not Elvis Presley’. Or ‘I am virtually certain that the crew of the Mary Celeste was not eaten by sea monsters’.
These descriptions of likelihood, confidence, surprise and certainty are often used in everyday language, interchangeably with probabilities. But they are not probabilities. They give us rankings, representing an ordering rather than a numerical scale. When Bo Derek bowled over Dudley Moore in the film 10 (he rated her ‘11’), she demonstrated the fatuously arbitrary nature of Moore’s schema for appraising female beauty. Moore could judge one woman more lovely than another, but no more.
Vagueness and ambiguity
Many practical problems are ill defined. Information needs to be interpreted in the light of the context in which that information is obtained. Different people may reasonably arrive at different interpretations of the same question, even in extremely simple cases such as the two-child problem. Perhaps the most serious difficulty this raises for economists is the meaning of ‘expectations’. In an uncertain world the expectations of households and firms, not to mention participants in financial markets, play a key role in defining economic outcomes. ‘Expectations’ therefore are central to many economic models. But what exactly are expectations? How are they measured? How are they determined? In chapters 19 and 20 we discuss the less than satisfactory answers economics offers to these questions.
Language is a useful means of communication only when its terms command the same meaning to the speaker and the hearer. Whether something is intelligible is itself uncertain. ‘What is the probability that bidh e sileadh seo feasgar?’ The only sensible answer is ‘I do not know’ – unless you are among the infinitesimal proportion of the world’s population which speaks Scottish Gaelic and can respond that there is a high probability that it will rain this afternoon. A problem can be understood only in the light of what you already know or believe.
If, as in the two-child problem, people can continue to dispute the description of a situation – whether that description is verbal or numerical – even though they agree about the known facts of that situation, the formalised description fails to add to our knowledge. In contrast to the Monty Hall problem, in which you can verify the ‘correct’ answer by repeating the game many times – and derive an objective, frequentist, probability – there is no means of resolving the dispute between protagonists in the two-child problem. The seeming precision of any numerical estimate is illusory. In the absence of further information, the only satisfactory answer to the question ‘Is the Smiths’ other child a girl?’ is ‘I do not know’. Of course, you could always ask Mr or Mrs Smith, or raise with Linda questions about her role in the bank and interest in feminism.
There is often vagueness or ambiguity in the description of future states of the world. Concepts are called vague when the ‘law of the excluded middle’ – either it is so, or it is not so – is not satisfied. Either it is Saturday, or it is not Saturday. But we are less confident whether it is warm, or not warm. Such vagueness is not necessarily a matter of loose or sloppy reasoning. Many descriptions are useful, but necessarily vague in this sense. ‘War’ or ‘recession’ are useful concepts but they are intrinsically ill defined, in that the states of war and not war, or recession and not recession, are not capable of precise definition. The Vietnam War was not a war declared by the US Congress in the manner required by the US constitution (the Gulf of Tonkin Resolution, approved following an attack on the American naval ship Maddox which may never actually have occurred, gave the President authority to use armed force to resist aggression), but few would dispute the label of war.23 But are the conflicts in Ukraine or Syria ‘wars’?
Vagueness can be reduced or eliminated by exact definition, but such definition is itself arbitrary. The World Bank distinguishes ‘high-income’ from low- and middle-income economies.24 But from time to time it changes that definition (at the time of writing it was annual gross national income per capita of more than $12,056), and many people would be surprised to find that Barbados, Poland and the Seychelles are ‘high-income’ countries along with Norway, Switzerland and the United States. Although the term ‘ambiguity’ is often employed to describe many kinds of uncertainty, we prefer to limit its use to genuine linguistic ambiguity. The word ‘bank’ has a different meaning depending on whether the context is fishing or financial regulation. Henry Kissinger’s ‘there is only one China and Taiwan is part of that China’ is a clever illustration of the diplomacy that means whatever the listener wants to hear. St Athanasius gave a truthful but misleading answer when his pursuers asked him ‘Where is the traitor Athanasius?’ and he responded, ‘Not far from here.’
Ambiguities of language would be unimportant in the present context were it not for the ambiguities associated with the words used in economics. The word ‘ambiguity’ is itself ambiguous, and so is the term ‘random’ – its meaning depends on a precise specification of the population from which the random selection is made, which is why the meaning of a ‘randomly selected’ child is unclear. But whether the issue is vagueness or ambiguity, it is impossible to converse intelligently about subjective probabilities in the absence of a shared understanding of the state of the world under discussion and the language in which it is described.
Vagueness and ambiguity may be observed not just in the terms used in describing a problem, but in the connection between actions and outcomes. The Monty Hall problem has a definite solution which can be identified clearly once the implicit as well as the explicit rules of the game have been spelt out (and hence made capable of replication by a computer). And a computer (or a human) can deduce the rules of chess, given a sufficient number of completed games. It can do so because the rules of chess are precisely defined and objectively agreed. The computer, and the human, also have the option of reading the manual. But President Obama’s problem had no analogous rules. It was inherently underspecified. As were the strategic options facing Ken Olsen or Steve Jobs. There was no rulebook.
Behind these efforts to escape radical uncertainty is the belief that there is a scientific truth – a description of ‘the world as it really is’ – waiting to be discovered as new information gradually becomes available. Data can help us update an initial, or prior, probability distribution into a new ‘posterior’ probability distribution. But that prior distribution is by its nature subjective; so, therefore, must be the posterior distribution. As Edward Leamer, the distinguished American econometrician, has emphasised, ‘statistical inference is and must forever remain an opinion’.25 Deciding which information is relevant to a decision is a matter of opinion – or, as we would prefer to describe it, judgement.
Communicating uncertainty
People want to know what the weather will be tomorrow, but the weather is uncertain. Modern weather forecasters make statements of the kind ‘there is a 40% probability that it will rain tomorrow’ and this is sometimes useful information. But what people really want to know is whether they should carry an umbrella or plan a picnic. The repeated experience of both authors is that many people are unwilling to accept that precise knowledge of the future is simply not available, and rather than be told ‘on the one hand, on the other’, they would prefer to consult the charlatan who ‘knows’ the answer, and who will certainly have an explanation of why events turned out differently.
Climate systems are complex and non-linear. An 80 mph wind is more than twice as damaging as a 40 mph wind. And outcomes are very sensitive to initial conditions, which will never be known exactly. These properties create what is known, appropriately, as a chaotic system for which truly accurate forecasts will never be possible; 40% is essentially a statement of frequency, best interpreted as ‘on 40% of occasions on which respected meteorologists say this, it will rain’.26 The weather forecast is the product of experience, confidence and judgement.
There is, however, a further problem. The statement ‘it will rain’ is ‘vague’, and for meteorologists means that at some point in the relevant area to which the forecast applies there will be some precipitation during the relevant time period. The UK Met Office explains: ‘by “any precipitation” we mean at least 0.1mm, which is about the smallest amount that we can measure’.27 But to be told, even with certainty, that somewhere in the UK tomorrow there will be rain – possibly an amount so small that you would not even notice it – is not a basis for deciding whether to take an umbrella or cancel your daughter’s wedding.
If it matters (and we often have occasion to use the phrase ‘if it matters’ in this book) you can assemble a group of people – event planners, weather forecasters, the mother of your prospective son-in-law – who will advise on the best way to proceed with your daughter’s wedding. Obama assembled relevant and complementary experts in planning the Abbottabad raid. And the nervous father of the bride can even insure against a disastrous downpour. But he cannot eliminate uncertainty. Nor would it solve his problem to characterise it probabilistically. He can protect against the adverse consequences of uncertainty, and hope to enjoy the unanticipated pleasures which arise from imperfect knowledge of the future. He hopes that the event will go as planned. Actually, he hopes that it will be better than planned. But the thoughtful wedding planner relies on a robust and resilient adaptation strategy rather than a forecast.
Is the weather like the economy?
Like climate systems, economic and social systems are non-linear. As a result, the evolution of the economy, like the climate, is difficult to forecast. And economic forecasting is necessarily harder than weather forecasting because there is a stationarity in the underlying physics of weather systems which is missing in the underlying structure of economic systems. There are no fixed laws of motion governing the path of the economy.
Weather forecasts matter because decisions by farmers and prospective fathers-in-law depend on their expectations. And if weather forecasts are as good as they have now become, the expectations of farmers and others will broadly equate to the predictions of meteorologists. Economic expectations affect the behaviour of businesses, households and governments. But economic agents, rightly, attach rather little weight to economic forecasts. We cannot therefore work on the basis that expectations reflect ‘the consensus forecast’ – if indeed there is such a thing – and need to measure expectations directly or model the process by which they are formed.
Although the quality of economic forecasts remains poor, planning for the economic future is necessary. Businesses must take investment decisions. Central banks need to take decisions today on interest rates, the effects of which will become apparent only with a lag. Today’s decision must be based on a judgement about the likelihood of different future out-turns. In days gone by, central banks would often say as little as possible about their reasons for decisions – indeed, before 1994 the US Federal Reserve did not even announce its decisions. But today communication, not only of decisions but of the reasons for those decisions, is accorded great importance. The behaviour of financial markets depends on expectations about how the central bank will respond to future events. That communication takes many forms. Minutes of the decision-making body and speeches by its members create a narrative within which outsiders interpret decisions on interest rates.
Like the Met Office, a central bank must convey inescapable uncertainty to people who crave unavailable certainty. The Bank of England was the first central bank to employ a visual method to display its judgement about the degree of uncertainty surrounding the impact of its decisions on its target – the annual inflation rate of consumer prices. The aim of the Bank’s Monetary Policy Committee (MPC) was to set interest rates in order to keep inflation as close as possible to its target of 2% a year. For a given level of interest rates, the uncertainty about the resulting path of inflation was displayed in a ‘fan chart’ – the figure below depicts the chart from the Bank of England’s Inflation Report of May 2013.
The Bank’s description of the fan chart was, in terms of frequencies, similar to the Met Office’s description of its own expression of probabilities:
If economic circumstances identical to today’s were to prevail on 100 occasions, the MPC’s best collective judgement is that inflation in any particular quarter would lie within the darkest central band on only 30 of those occasions. The fan chart is constructed so that outturns of inflation are also expected to lie within each pair of the lighter red areas on 30 occasions. In any particular quarter of the forecast period, inflation is therefore expected to lie somewhere within the fan on 90 out of 100 occasions.28
The aim of the fan chart was to shift attention away from point forecasts (‘next year inflation will be 2.3%’) which had dominated macroeconomic forecasting and to introduce a narrative of uncertainty. During the financial crisis, the fan was widened to communicate greater uncertainty even though there was no basis for quantifying precisely by how much. Quite deliberately, the fan charts did not contain a line for a central forecast – the aim was for the reader to come away with a visual impression of the degree of uncertainty. And at least initially fan charts were used by the financial press, and even television, to emphasise the uncertainty about future economic events. Provided fan charts are interpreted as a way of telling a story through a picture rather than a statement of numerical probabilities, they form a useful way of communicating uncertainty (as it is perceived by central banks) to a wider audience.
Probabilities are used today in economic, scientific and general conversation. Yet radical uncertainty is not well captured by probabilistic reasoning. As Keynes put it: ‘It is difficult to find an intelligible account of the meaning of “probability”, or of how we are ever to determine the probability of any particular proposition; and yet treatises on the subject profess to arrive at complicated results of the greatest precision and the most profound practical importance.’29 A century later, Keynes would have been astonished by how many such treatises there were.
Many candid persons, when confronted with the results of Probability, feel a strong sense of the uncertainty of the logical basis upon which it seems to rest.
—John Maynard Keynes1
From the beginnings of probability theory, mathematicians realised that a further logical step was necessary to translate that theory into advice as to when to gamble and when to keep your money in your pocket. The concept of expected value was part of the Pascal–Fermat solution to the problem of points. If the pot contained 100 Louis d’or, and the probability that the Duke would win at the moment of termination was seven eighths, the expected value of his winnings was 87½ Louis d’or. When the values and probabilities of all possible outcomes are known, one can compute the ‘expected value’ of a bet. And this is a starting point for judging its attractiveness. If a gamble entails equal chances of winning $200 or losing $100, the expected value is the sum of 0.5 × $200 and 0.5 × minus $100, which amounts to $50.
Problems with expected value
You are offered the choice of two envelopes and are told that one contains twice as much money as the other. You make your choice, open envelope one, and find that it contains $100. The referee asks if you would prefer envelope two. Since one envelope contains twice as much money as the other, but you do not know whether you have chosen the larger or the smaller, you know that the second envelope contains either $200 or $50, so you stand to gain $100 or lose $50 by switching from envelope one to envelope two. If you apply the Indifference Principle, and judge each of these outcomes equally likely, this sounds a good deal – expected value of $25 – so you switch.
But suppose you had initially chosen envelope two, which contains either $50 or $200. If it had contained $50, you would have stood to gain $50 or lose $25 by switching. If $200, you would either gain $200 or lose $100. In both cases, the possible gain is twice the possible loss. So if you had chosen envelope two, you would now want to switch to envelope one. Yet this conclusion cannot be right. Your initial choice is random, and it cannot be the case that if you selected envelope one you will always want to switch to envelope two – while if you chose envelope two you will always do better to switch to envelope one. But no one has ever come up with a clear and simple explanation of why the recommendation to switch is wrong. The hidden assumption is that there is a 50–50 chance of gaining or losing by switching irrespective of the amount in the envelope. But is that right? Who is putting the money in the envelope, and what are their financial resources? There appears no coherent way to identify the possible states of the world that characterise the problem, and hence no sensible basis for assigning probabilities. And this is true even though the rules of the puzzle appear to have been fully described.
The question could be tackled by making assumptions which would completely define the problem. For example, one might assume that the larger amount was between $1 and $1 million with all amounts in between equally probable. However there is no reason other than mathematical convenience to make these assumptions. There are no limits to the range of possible outcomes, and no reason to think that all possible outcomes are equally likely. Stick or switch? We simply do not know. The two-envelope problem is a striking illustration of the difficulty of applying probabilistic reasoning when the range of possible outcomes is not known completely, i.e., when there is radical uncertainty.
And there are other good reasons why decision-makers might not focus on expected value. Paul Samuelson posed to a colleague the wager which offered a 50% chance of winning $200 and a 50% chance of losing $100. The colleague replied that he would not take the bet, but would be interested if Samuelson promised to repeat the offer one hundred times. From the perspective of expected value, this response is a mistake – the colleague is turning down a wager with an expected value of $50.
But it is easy to understand why someone might respond in the manner of Samuelson’s colleague.2 The single wager involves a 50% chance of losing $100. We do not know whether $100 was a large sum for the individual concerned, though we would speculate that it was unlikely that such a loss would deprive the family of Samuelson’s colleague of their supper. If you accept the multiple bet however, you might lose $10,000 – $100 × 100 – which most people would certainly regret. However, such an outcome is very unlikely – nearly a 25 standard deviation event. The expected value of your winnings over the hundred trials is $5000 and there is a less than 1% chance that you will lose any money at all. The single wager and the multiple wager are entirely different propositions. One entails a high probability of an immediate but manageable loss. The other involves a large probability of gain, a low probability of any loss, and an extremely small probability of substantial loss at some time in the future. Is accepting one and rejecting the other really irrational? Attitudes towards risk should not be judged by their consistency with a particular set of arbitrary axioms. An extremely small probability of loss is not the same as no risk or loss, and a very high probability of winning is not the same as certainty. People may, and do, differ in their attitudes towards such gambles.
Before we judge Samuelson’s colleague irrational we would need to know a great deal more about the context and the individual. George Shackle – an English economist whose writings on uncertainty defied the American consensus of the post-war period – tells of the palace guard pondering whether to join the revolution, knowing that he faces likely death if he discharges his duty and the revolution succeeds, but that he will also die if he joins the insurgents and the coup fails. But to defend the palace and see the coup fail may give rise to large rewards. Knowledge of the frequency of successful revolutions is of little help.3 Only this revolution matters.
The choices we make between uncertain events are typically far more complex than those observed in elementary games of chance. The Viniar problem – the mistake of believing you have more knowledge than you do about the real world from the application of conclusions from artificial models – runs deep.
The triumph of ‘the American school’
Nineteenth-century economics was developed in the context of the utilitarianism of the English philosophers Jeremy Bentham and John Stuart Mill. Individuals sought to maximise their utility and moral actions served to maximise the sum of such utilities – ‘the greatest happiness of the greatest number’. The Oxford economist F. Y. Edgeworth, a pioneer of the use of mathematical reasoning in economics in the late nineteenth century, visualised the ‘hedonimeter’ which would measure pleasure and pain as objectively as a thermometer would measure temperature. These writers went too far, and no one today believes in the possibility of hedonimeters, or that shoppers peruse the aisles using their smartphones to make calculations which maximise their utility.
But analysis of an essentially utilitarian kind came into modern economics from a different source. It was shown – most effectively by Samuelson – that if households made choices among goods in accordance with a set of plausible axioms which were claimed to be definitive of rationality, then they were acting as if they were maximising some objective mathematical function which one might as well call utility. Consistency of choices was critical among these axioms. This approach proved fruitful in the understanding of many real-world problems. It allowed economists to analyse many questions concerning how changes in prices, reflecting changes in supply conditions or economic policies, would affect the allocation of resources in a market economy. And economics textbooks are full of examples of the successful application of such techniques. Several leaps were required to extend this thinking from consumer choice between goods to decision-making under uncertainty. Samuelson at first resisted, but then applauded, such extension. And that change of heart was how he was able to criticise his reluctant-to-wager colleague for his inconsistency. Consistent behaviour requires that if you accept (or reject) a gamble once, you should accept (or reject) the same gamble every time it is offered. Just as consistent behaviour requires that if you prefer today to travel to work by car rather than train, you will choose the car today, and tomorrow, and the day after.
The analogy between commuting patterns and wagering is not very convincing. Nevertheless, this development of the axiomatic approach to ‘rational’ choice won wide – eventually almost universal – acceptance, with little recognition of the fundamental implausibility and empirical irrelevance of the assumptions involved. Supermarket shoppers filled their trolleys as if they maximised their utility. And decision-makers faced with radical uncertainty behaved as if they maximised their subjective expected utility.
This extension of the axiomatic approach from the analysis of consumer choice to decision-making under uncertainty was the result of the work of several US-based scholars. John von Neumann was a polymathic genius who worked on the Manhattan Project and subsequently helped to develop the hydrogen bomb. In their classic work The Theory of Games and Economic Behavior, von Neumann and his Princeton colleague Oskar Morgenstern sought to establish that probabilistic reasoning could provide a coherent and rigorous framework for rational decision-making in a world of uncertainty. Jimmie Savage, who had been a research assistant to von Neumann, went to Chicago in 1946 and held a chair of statistics there from 1954 to 1960.4 He developed most fully the conditions under which axiomatic reasoning could be equated with the maximisation of expected utility, conditions which rely heavily on the analogy with a world of certainty.5 As a young academic at Chicago he met the equally youthful Milton Friedman and together they authored an article, described as written by Friedman on the basis of ideas generated by Savage, which is seminal in the treatment of uncertainty in economics.6
In Savage’s world we are invited to see the future as a collection of gambles, or lottery tickets. But the lotteries were not just private wagers or games of chance. Whether the decision-maker is anticipating next week’s weather, the progress of a career, the economic rise of China, or the advance of technology, he or she visualises all possible outcomes and attaches probabilities to them. Savage knew that, as a description of behaviour in real worlds, this was absurd. In his own classic work The Foundations of Statistics published in 1954, he described such analysis of the future as the ‘look before you leap’ principle and wrote:
Carried to its logical extreme, the ‘look before you leap’ principle demands that one envisage every conceivable policy for the government of his own life (at least from now on) in its most minute details, in the light of a vast number of unknown states of the world, and decide here and now on one policy. This is utterly ridiculous . . . because the task implied in making such a decision is not even remotely resembled by human possibility. It is even utterly beyond our power to plan a picnic or to play a game of chess in accordance with the principle, even when the world of states and the set of available sets to be envisaged are artificially reduced to the narrowest reasonable limits.7
Savage’s intention was to explore a basis for the existence of personal subjective probabilities without implying that the method had universal or even general relevance to decision-making. Indeed, he emphasised that it applied only to ‘small worlds’.8 The distinction between a small world in which people can solve problems by maximising expected utility and the large world in which people actually live is crucial, and we shall refer to it frequently in later chapters. Savage went on to explain that he believed his approach might be used ‘to attack relatively simple problems of decision by artificially confining attention to so small a world that the “look before you leap” principle can be applied there’.
Savage was careful not to claim that his analysis could be applied outside the narrow confines of his ‘small worlds’. The problem of points and the Monty Hall problem both relate to small worlds – games of chance which are repeatable and repeated. Savage’s caution over the scope of his analysis was not shared by economists who have since been happy not only to adopt the assumption that in a world of uncertainty individuals optimise by maximising their expected utility, but to claim that the resulting models have direct application to policies appropriate for large worlds.
The collaboration with Savage defined Friedman’s views on the appropriate tools for analysing risk and uncertainty, views which proved influential among his colleagues and students. While Savage was initially modest about the scope of his approach, Friedman had few doubts on this – or almost any other – matter. We have described Friedman’s Price Theory – a Provisional Text as the primer of the doctrines of the Chicago School. Friedman went on to explain there: ‘just as we can suppose that an individual acts as if he attached a definite utility to every possible event if it were to occur, so we can suppose that he acts as if he attached a definite probability to each such event. These “personal probabilities” are assumed to obey the usual laws of the mathematics of probability.’9
But Friedman was following neither the letter nor the spirit of Savage’s analysis, which employed restrictive assumptions relevant only to ‘small worlds’. Yet Savage himself must share responsibility. In his own writings Savage was clear about the limitations of probabilistic reasoning, but in dealing with his colleagues he pushed subjective probabilities and Bayesian analysis to the point where ‘if one were not in substantial agreement with him, one was inimical, or stupid, or at the least inattentive to an important scientific development’.10 Personal relationships between Savage and his colleagues deteriorated and in 1960 he left Chicago for Michigan. And Friedman’s followers distanced themselves – at least in this respect – from Savage’s reservations.
When Milton Friedman retired from Chicago in 1976, Gary Becker acquired the mantle of academic leader of the Chicago School. And Becker’s aspirations for the application of his ideas were as ambitious as Friedman’s. ‘All human behavior’, he wrote, ‘can be regarded as involving participants who maximize their utility from a stable set of preferences and accumulate an optimal amount of information and other inputs in a variety of markets. If this argument is correct, the economic approach provides a unified framework for understanding behavior that has long been sought by and eluded Bentham, Comte, Marx, and others.’11 This was ambitious indeed.
From expected value to expected utility
In the eighteenth century, Daniel Bernoulli12 sought to resolve the ‘St Petersburg paradox’ which had been formulated by his cousin Nicolaus13 and so named because his solution was first published in the proceedings of the Imperial Academy of Sciences of St Petersburg. Imagine a gamble in which a coin is tossed again and again until it shows a head. You win $1 if the head occurs on the first toss, $2 if the first head appears on the second toss, $4 if three tosses are required – and so on. How much would you pay to play?
Simple arithmetic shows that the expected value of this game is the total of: the prize if heads appears on the first toss, multiplied by the probability of that happening (1 × ½ = 0.5); plus the prize if the head appears on the second toss (2 × ¼ = 0.5); and so on. The prize is increasing at the same rate as the probability of winning that prize is falling, so the answer to every similar sum is 0.5. The number of such calculations is infinitely large, and therefore so is the expected value of your winnings. The calculation of expected value includes a small probability of winning absurdly large amounts: thirty-one tosses would make you a billionaire, forty the richest person in the world – and the potential winnings escalate from there. But there is a 50% chance that you will end up with only $1 and a 75% probability of $2 or less. Nevertheless, if your only concern was to maximise the value of your expected winnings, you ‘should’ be willing to pay almost any amount for an opportunity to play the game. But no one would in reality pay more than a small sum. The attractions of the remote prospect of astronomical wealth are far outweighed by the near certainty of loss. No rational individual would, in our judgement, trade their entire resources, or very much at all, for such a gamble.
In general, the more you have of something, whether money, food or viewings of your favourite movie, the less is the pleasure you derive from an additional unit. Few people would imagine that Jeff Bezos14 is a hundred times happier than an ordinary billionaire, or enjoys a hundred thousand times the pleasure of a common-or-garden dollar millionaire. If utility increases less rapidly than wealth – the relationship is non-linear – then gains will be valued less than losses of similar monetary amount are resented. Bernoulli’s resolution of the St Petersburg paradox was that a gamble is worthwhile if and only if it maximises expected utility rather than expected wealth. And so decision-making using probabilistic reasoning came to be equated with maximisation of expected utility. Pascal, with his wager on the existence of God, had foreshadowed the idea of deciding on a gamble by multiplying the gain or loss, measured in terms of happiness rather than money, by the chance of that gain or loss occurring.
In secular choices, the difference between expected value and expected utility may depend on how wealthy you are. You might not accept a bet with equal chances of gaining $200 or losing $100 if you cannot afford to lose $100. A rich man might happily take the wager, but a poor man might not bet if the potential loss meant his family would starve. The affluent Duke regarded gaming winnings as a mere trifle, and for him there was little difference between the two concepts. But perhaps the impecunious Marquis, who had contributed 50 Louis d’or to the pot, could not easily afford to go home empty-handed.
Some individuals are greedy, others less so. St Francis’s happiness was complete if he had sufficient clothes to conceal his nakedness and a crust of bread to eat. The extra happiness he obtained from an increase in his worldly goods declined rapidly. But for a rapacious banker who finds fulfilment only in the size of his bank balance, expected wealth and expected utility are the same. The difference between the expected utility and expected financial gain from a wager is described as a measure of risk aversion – the greater the risk aversion, the more reluctant a gambler will be to take on a bet.
Yet even in small worlds the model of subjective expected utility maximisation seems to be a poor guide to how we do behave. In the experiments of behavioural economics, the subjects – mostly American students – are induced to enter artificially created small worlds by monetary payments or in order to please their professors. And they break the rules of subjective expected utility. Repeatedly and persistently.
The Bayesian dial in the classroom
In 2016, Michael Woodford and colleagues at Columbia University published the results of an exercise to determine how students respond to new information.15 The students made random draws from a box containing both green and red rings. The proportion of green and red rings in the box changed over time. Participants in the experiment were told that from time to time there would be a change in the underlying probability of drawing a green rather than a red ring. They were asked to estimate the probability that the next ring to be drawn would be green and report their draw-by-draw estimate using a mouse to adjust a slider on a computer screen. The most important finding of the experiment was, perhaps, the extraordinary patience of the student participants in submitting to a pointless task for an extended period for meagre return.16 But the students failed to live up to Woodford’s expectations. The slider should, Woodford thought, have moved back and forth with each draw of a ring, in line with each twitch of the Bayesian dial. But it did not. ‘Our subjects depart from the optimal Bayesian benchmark in systematic ways . . . but [they] usually leave their decision variable unchanged for periods of time, despite the receipt of many new pieces of information in the meantime. We conclude that their failure . . . reflects imperfect attention, limited memory or related cognitive limitations.’17 Woodford simply assumed that the ideal benchmark is the Bayesian solution, and an auxiliary hypothesis of human failure (described by Woodford as ‘rational inattention’, a failing with which we find it easy to sympathise) was required to reconcile the model with the experimental results.
The philosopher Anthony Appiah coined the term ‘cognitive angels’ to describe idealised agents who can maximise expected utility correctly, and contrasted them with real people who take time to compute and make errors in the process. Richard Thaler, winner in 2017 of the Nobel Prize in Economics, similarly distinguished ‘econs’ and ‘humans’.18 We do not regard the pursuit of expected utility maximisation – in a world of radical uncertainty – as characteristic of an angel. It is unlikely that the students at Columbia were angels in any sense of the word; they were human. They learnt about Bayesian reasoning in the classroom but did not apply it in their lives because it was rarely useful – in planning their lives and their careers they simply did not have the information needed to compute their expected utilities.19 And Woodford was not able to point to bad decisions made by his ‘rationally inattentive’ students; he could only criticise their method of reasoning. They should, he thought, have steered by the Bayesian dial.
The Bayesian dial in the Oval Office
And so we might envisage President Obama sitting at his desk in the Oval Office, beneath a Bayesian dial. When the meeting begins, the dial is arbitrarily set at 50%, on the misguided grounds that, in the absence of any information at all, the probability that bin Laden is in the compound is 0.5.20
As the intelligence reports come in, the reading on the dial swings to and fro. Some agents are confident, others are not; some are more convincing than others. Finally, time is up and the meeting must end. All heads, including the President’s, look up at the dial. The prior probability of one half has been replaced by a new posterior probability. Perhaps it is 31%, or perhaps it is 72%.
And now the President asks his advisers to judge how the Pakistan military will respond to the arrival of American helicopters in the city which is their centre of operations. The Bayesian dial is reset at 50% for this new puzzle. As divergent views on this new uncertainty are expressed the dial swings back and forth. For each reaction, there are many possible American responses.
And what, the President asks, if some of the equipment malfunctions? – the problem which had defeated Jimmy Carter’s attempt to free the Tehran hostages. The tree of possibilities sprouts more branches and aides bring in a large whiteboard to record the ever-multiplying array of possible outcomes. And once all the combinations of possibilities have been identified, the President must attach his subjective expected utility, or his estimate of the social welfare of the American people, to each possible outcome. This done, a quick calculation generates an expected value for the outcome of the mission.
Of course, it was not like that at all. No one has ever enjoyed so much access to data, and so much expertise to tell him what he might need to know, as is available to the President of the United States. But even with such resources, an exercise of this kind is impossible. Obama was not optimising. He was not maximising his subjective expected utility, or that of the nation. He could not conceivably have held the information which would have enabled him to do so. How could he, in the face of so many ill-defined uncertainties?
Steve Jobs was not watching a Bayesian dial: he was waiting until he recognised ‘the next big thing’. And Winston Churchill also played a waiting game as he saw the United States gradually dragged into war – and did his utmost to accelerate American entry. We do not know whether Obama walked into the fateful meeting with a prior probability in his mind: we hope not. He sat and listened to conflicting accounts and evidence until he felt he had enough information – knowing that he could expect only limited and imperfect information – to make a decision. That is how good decisions are made in a world of radical uncertainty, as decision-makers wrestle with the question ‘What is going on here?’
In contrast, bank executives relied on the judgements of their risk professionals, who in turn relied on Bayesian techniques, and the results were not encouraging. Woodford’s students, even though they were familiar with the principles of Bayesian reasoning, did not approach their task in this way – even though the experiment was designed to stimulate them to do so. Woodford’s students were not making bad decisions. They simply did not use Bayesian reasoning to process new information. An alternative interpretation of the experimental results is that the students were developing a sequence of narratives, and challenging and revising the narrative at discrete intervals as they went along. Far from being systematically biased, the students were systematically struggling to come to terms with radical uncertainty in the manner in which thoughtful people normally come to terms with it. (Or, perhaps, waiting for the session to end and to collect their $10.)
When we express doubt about the practical relevance of the Bayesian dial, we are not for a moment suggesting that people should not modify their views in the light of new information. We think they should manage radical uncertainty as President Obama did – listening to evidence, hearing pros and cons, inviting challenges to the prevailing narrative, and finally reaching a considered decision. And Obama might have been forced, as Carter had been, to change his decision when he learnt of problems in the execution of the agreed plan which had not been anticipated. In the fortunate event this proved unnecessary.
The meaning of risk
The Oxford Dictionary defines risk as ‘the possibility that something unpleasant or unwelcome will happen’, and this is the meaning which would be understood by the board of J. P. Morgan, a typical household, a racing driver or a mountain climber.21 Risk in its ordinary meaning concerns unfavourable events, not beneficial ones.
Risk is asymmetric. We do not hear people say ‘there is a risk that I might win the lottery’ because winning the lottery is not something they would describe as a risk. They do not even say ‘there is a risk I might not win the lottery’ because they do not realistically expect to win the lottery. The everyday meaning of risk refers to an adverse event which jeopardises the realistic expectations of the individual household or institution. And so the meaning of risk is a product of the plans and expectations of that household or institution. Risk is necessarily particular. It does not mean the same thing to J. P. Morgan as it does to a paraglider or mountain climber, or to a household saving for retirement or the children’s education.
In 1979, Daniel Kahneman and Amos Tversky, the two Israeli psychologists working in America who were popularised in Michael Lewis’s bestseller The Undoing Project, offered ‘prospect theory’ as an alternative account of behaviour under uncertainty to the conventional ‘rational’ view based on the Friedman–Savage axioms. Uncertainty was ‘coded’ relative to some reference point around which gains were valued less than losses of similar amount were resented. However, Kahneman and Tversky introduced the further concept of ‘decision weights’. Low-probability events command an importance greater than their probability would suggest. This explains why people enter lotteries they have a negligible chance of winning. Yet there are similarly low-probability events which play no part whatever in our decision-making. The authors have taken no precautions against falling asteroids.
Very often, the risks that concern us are not risks to the status quo, but risks to our plans to change that status quo. We formulate business strategies and plans for retirement. We invest our savings or undertake new projects, from holidays to building works. And we do all these things with expectations as to the outcome – expectations which take a narrative rather than probabilistic form. We have never heard anyone say there is a 70% chance that this year’s holiday will be worth £100 more than they have paid for it; we have often heard them say that they expect this year’s holiday to be their best ever, or tell us when they come back that they were disappointed.
The reference narrative
We believe the best way to understand attitudes to risk is through the concept of a reference narrative, a story which is an expression of our realistic expectations. For J. P. Morgan, the overarching reference narrative is one in which the bank continues profitable growth. A large corporation will have many strategies for achieving that overarching objective in particular areas of its business and there will be a reference narrative relating to each business unit. Some of these business unit reference narratives may be very risky, but the corporation may tolerate such risks provided they do not endanger the reference narrative of the organisation as a whole.
Households will similarly have high-level goals of happiness and security, and many subsidiary narratives – in which they buy a house, pay for the children’s education, enjoy a comfortable retirement. For the Formula One world champion, risk may be the things that would prevent him winning the race; but for a less accomplished driver, risk would be failure to achieve a decent place, and for the authors, risk would be spinning off the track at the first bend. And the risks faced by the mountain climber are the events that would prevent him or her reaching the summit. The meaning of risk is specific to the individual, household or institution concerned.
A reference narrative governed the meeting at which President Obama ordered the SEALs to Abbottabad. The helicopters would land in the compound, the men would fight their way into the building. We suppose, but do not know, that the unspoken premise was that bin Laden would be killed in the attack. Dead or alive, he would be flown out of Pakistan in US custody. That reference narrative describes, more or less, what actually happened.
But many things might have derailed that narrative. The operation might have suffered the equipment and logistical failures which had grounded the 1979 mission to rescue the Tehran hostages. Bin Laden might not have been in the compound, because US intelligence was faulty or because he was absent at the time of the raid. The President and his advisers debated these risks and discussed appropriate responses. The most difficult issue was how to handle a situation where the operation was quickly detected by the Pakistani military authorities and confronted with an armed response. The overriding objective was to ensure that the reference narrative was robust and resilient. The key to managing risk is the identification of reference narratives which have these properties of robustness and resilience.
And since different people start with different reference narratives, the same risk may be assessed by different people in different ways. Risk may not be the same for those who work in an organisation as it is for the shareholders of that organisation. The relevant risk for the IBM executives who resisted the development of small computers in the 1970s was that their personal reference narrative, which was based on the corporation’s established business model – and hence their own positions and expertise – would be devalued.
Risk is failure of a projected narrative, derived from realistic expectations, to unfold as envisaged. The happy father anticipating his daughter’s wedding has in mind a reference narrative in which events go ahead as planned. He recognises a variety of risks – the prospective bridegroom has cold feet, a torrential downpour drenches the guests. There is an implied measure of risk in such assessment – an outcome can fall short of expectations by a narrow margin or a wide one. The scale of that risk may or may not be quantifiable, before or after the event. But this interpretation is very different to the view that has come to dominate quantitative finance and much of economics and decision theory: that risk can be equated to the volatility of outcomes.
Risk aversion and risk appetite
One reason why this view of risk as volatility has been popular among economists is that it fits well with the notion that the difference between expected utility and expected wealth is a quantitative measure of risk aversion. Risk as volatility can be compounded with risk aversion to yield a monetary value of the cost of risk. This calculation enables risk to be priced as a commodity, and bought and sold between people who have different preferences for risk, just as fruit can be bought and sold among people who have different preferences for apples and pears.
The difference between expected utility and expected wealth does provide an explanation of some aspects of behaviour in the face of uncertainty. It elucidates why a rich person might invest in a speculative enterprise while someone less wealthy would not. Or why you should insure against your house burning down: the expected disutility – the financial and emotional loss you will suffer from the conflagration, multiplied by its admittedly low probability – is larger than the cost of the premium. So the expected utility of the transaction is positive even if its expected value is negative. Conversely, the expected value to the insurer is positive and by pooling risks – the equivalent of repeating Samuelson’s game one hundred times – the company achieves a high probability of making a profit overall.
But this explanation seems to offer only a partial account of behaviour towards risk. Friedman and Savage had struggled to explain why people who insured would also gamble.22 Another problem is that the explanation of insurance works only for losses which are large relative to the existing wealth of the insured. Otherwise there is virtually no difference between expected utility and expected gain or loss. It follows that it makes no sense to insure something you could afford to lose. Yet many people who could afford to replace their holiday luggage or their mobile phone choose to take out insurance against possible loss. British electrical appliance retailers made extraordinary profits from selling insurance against repairs to the products they sold until they were effectively banned from doing so.23 And well-off households were as likely to buy these policies as poor families which might struggle to meet the costs of repairing their washing machine. Inexpensive insurance policies which carry a large excess, or deductible, ought to be popular with optimising households, but insurance companies have found such policies difficult to sell. And our experience is that none of our friends are convinced to modify their behaviour by our economic explanations of their irrationality. One of us struggled unsuccessfully for forty years to persuade his college not to insure its silver. The college could afford to lose the silver and would not and probably could not replace it if it did.
Insurance is based not on calculations of expected value, but on the desire to protect the reference narrative of the insured. The reference narrative is one in which we arrive on holiday with all our luggage, the mobile phone is in our pocket, the washing machine is working and the College silver is available for feasts. And those who gamble are also thinking about narratives rather than probabilities and expected utility. They may be entertaining the dream of winning the lottery; or they may be among the sad people we see tethered to slot machines or hopefully clutching slips in betting shops. Wholly rational individuals like to think about the idea that they might win millions, even if they do not really expect to do so, and they know that their dream cannot materialise if they do not buy a ticket. Entering the lottery may be part of a social ritual, as is buying a raffle ticket, whether at the village fete or at the black-tie dinners favoured by hedge fund managers. There may be some confusion at work in these transactions – we suspect that some people do not recognise that the insurer does not return their bags when they are lost in transit, but only pays for the purchase of a new set of clothes. Yet the motivation behind the insurance is easy to understand. Purchasers of such costly policies are not buying additional expected utility but some protection against derailment of their reference narrative.
And insurance often protects the reference narrative of employees rather than the organisation they work for. The members of the College Finance Committee knew they would be blamed if uninsured silver was stolen, but not thanked for saving the cost of the premium. One of us recalls discussing with executives of a very large British company the rationale for corporate insurance policies since the company’s balance sheet was larger than that of most insurance companies. The response was that insurance gave the company some protection against a knee-jerk reaction by directors and shareholders in the event of disaster hitting the business. Not enough, as it subsequently transpired; the business in question was an oil company with interests in the Gulf of Mexico. The primary purpose of risk management is often to protect the reference narrative of individuals within the organisation rather than the organisation itself.
Risk aversion
The account of human behaviour towards risk provided by expected utility theory is an impoverished one. Oscar Wilde gambled with, and sacrificed, his social position and literary career by not only seeking the services of rent boys but by prosecuting the Marquess of Queensberry for denouncing his immoral behaviour. Wilde’s folly is only one of many examples of successful people who court danger in low life. The pleasure that some derive from mountain climbing and paragliding cannot be the product of cogitation beneath a Bayesian dial. And this type of risk-seeking seems domain-specific. Some people seek risks on mountain tops, others in fast cars, some on the trading desk. And knowing that someone drives racing cars may not give useful information about their investment goals.
Expected utility theory tells us that St Francis, whose wants are easily satisfied, would be very risk averse; the money-obsessed banker far less so. Yet most people would think it highly risky to relinquish worldly goods and rely on the benevolence of strangers. And they would be right. Eric Blair, who was educated at England’s leading public school, chose to live as a tramp and a dishwasher in Paris restaurants under the persona of George Orwell. He nearly died on two separate occasions from illnesses contracted in these unhealthy environments, narrowly escaped death first on the battlefield and then by execution during the Spanish Civil War, and finally succumbed to tuberculosis at the age of forty-six. Orwell sought risk, and in doing so enriched his own understanding and that of others. But St Francis may have felt secure in the reference narrative established by his belief that his actions were in accordance with the will of God.
Those greedy bankers, by contrast, may be insatiable in their demands for personal wealth but cautious in assuming personal risk. The senior executives who led financial institutions towards collapse in 2008 largely walked away from the wreckage as rich men. But their bonus plans pale into insignificance beside that of Elon Musk, of Tesla and SpaceX, who demanded and received from the car company a scheme which could net him $55 billion – his current wealth is estimated at $20 billion, enough for most people. But Musk is the greatest business risk-taker of our age – and with his own money as well as other people’s.
Anticipating risk
In a world of radical uncertainty, there are limits to the range of possibilities we can hold in our minds. We cannot act in anticipation of every unlikely possibility. So we select the unlikely events to monitor. Not by some meta-rational calculation which considers all these remote possibilities and calculates their relative importance, but by using our judgement and experience. Sometimes this selection reflects the salience of the events: every week we hear about new lottery winners; we do not often read about victims of falling asteroids, and there is probably not much we could do about them anyway. Such behaviour can be described as acting as if the relevant probabilities were higher or lower than they may objectively be – if, indeed, there is any basis for calculating these objective probabilities. But this interpretation fails to recognise the rational explanation that rational people derive benefit (the dream of the lottery win) or incur disutility (the fear of the asteroid) from events which do not in fact occur. That is how terrorists have been able to impose costs far greater than the actual physical damage they inflict – and they know it.
There is much more to our attitudes to risk than can be explained by expected utility. The ‘risk as feelings’ perspective of George Loewenstein – an American who is one of the few economists to have made empirical studies of risk-taking behaviour and may be regarded as a founder of neuroeconomics, the study of responses in the brain to economic choices – emphasises the hopes and fears that individuals experience at moments of anticipation and decision. The dream of a lottery jackpot. The exhilaration mixed with trepidation as the mountain climber tackles the notorious (Sir Edmund) Hillary step, the last major obstacle in the ascent of Everest. The complex mixture of feelings experienced by Fermi and his Los Alamos colleagues as they awaited the first nuclear explosion in the New Mexico desert. As we take the Hillary step (neither of us has or intends to) there is the present fear of failure, or worse, and the prospective exhilaration of reaching the summit. Fermi and his colleagues experienced one set of emotions as they set in train events of literally world-shaking significance, and expected another when they knew the outcome. Risk is something all of us feel emotionally, and we will see in chapter 9 that there are good evolutionary reasons for this.
Once we move away from the small worlds of repeated events, known frequency distributions, and pay-offs which are small relative to existing wealth, there is simply no basis for the claim that rational decision-makers should maximise subjective expected utility. Radical uncertainty is fatal to the attempt to draw an analogy between consumer choice and decision-making under uncertainty. We cannot define all possible future outcomes. Our knowledge of present and future states of the world is imperfect and even if we attached probabilities to them we would be foolish to act on these probabilities when it is likely that others have better information and understanding. The optimising model of behaviour under uncertainty does describe some common aspects of human behaviour. In ‘small worlds’, such as simple games of chance, maximising expected utility can be a useful guide to how we should behave. But even in such worlds individuals might reasonably have objectives other than the maximisation of their expected utility from their winnings. The Duke of A found gaming an agreeable way to spend a spare evening. The Marquis of B frequently derived pleasure from the hope that on this occasion he would win. And buyers of lottery tickets enjoy the thought of receiving a life-changing jackpot even though they do not seriously expect to receive it. The exchange between Samuelson and his colleague was not capable of being settled by any demonstration that one answer was ‘better’ or more rational than another.
If some of the examples we have cited seem extreme, and they are, they reinforce that central Knightian insight into the links between radical uncertainty and creativity. If St Francis and George Orwell and Elon Musk defy the precepts of rationality as described by expected utility theory, we might reasonably wish there was more such ‘irrationality’. At a more mundane level, people we like and admire buy lottery tickets, drive fast cars and climb mountains; they insure their bags against loss, the College silver against theft, and their oil wells against blowout. We hesitate to describe them as irrational. And that invites the more general question – what is the meaning of rationality in a radically uncertain world?
One of the greatest reasons why so few people understand themselves is that most writers are always teaching men what they should be, and hardly ever trouble their heads with telling them what they really are.
—BERNARD MANDEVILLE, Fable of the Bees1
The approach to decision-making under uncertainty developed by von Neumann and Morgenstern and elaborated by Friedman and Savage in the 1940s sets out a definition of ‘rationality’ based not on observation or introspection, but on a set of a priori axioms. This way of thinking we will describe as ‘axiomatic rationality’. It has the logical consequence that there is something which might be described as ‘subjective expected utility’ which individuals who are ‘rational’ are maximising. Obedience to these axioms, it was claimed, defined ‘rational’ behaviour. This is not a particularly obvious way to define ‘rationality’ and it is certainly not the only possible approach. It is, however, one which has come to dominate economics.
But a few lone souls disputed that view from the beginning. In the early 1950s, the French economist Maurice Allais went on to the attack. Suspicious of the growing domination of economics by US scholars, Allais published his findings as ‘a critique of the postulates and axioms of the American school’.2 Allais presented his critique in 1953 in Econometrica, then as now a major economics journal, but he wrote in French. His article is preceded (very unusually) by a note (in English) from the Norwegian editor, Ragnar Frisch. Frisch, along with Jan Tinbergen of the Netherlands, is often described as the founder of econometrics and the pair were recipients of the first Nobel Prize in Economics in 1969.3 Frisch commented:
One evening (at the Paris colloquium in May, 1952) when a small number of the prominent contributors to this field of study found themselves gathered around a table under the most pleasant exterior circumstances, it even proved to be quite a bit of a task to clear up in a satisfactory way misunderstandings in the course of the conversation. The version of Professor Allais’ paper, which is now published in ECONOMETRICA, has emerged after many informal exchanges of views, including work done by editorial referees. Hardly anything more is now to be gained by a continuation of such procedures. The paper is therefore now published as it stands on the author’s responsibility. The editor is convinced that the paper will be a most valuable means of preventing inbreeding of thoughts in this important field.4
Allais presented the others at the colloquium with a number of different lotteries, and showed that their choices among them violated the assumption that his distinguished colleagues were maximising their expected utility. Allais and Frisch had been joined at that Paris colloquium by Bruno de Finetti, who may by then have regretted his admiration for Mussolini, and by the Americans Milton Friedman, Paul Samuelson and Jimmie Savage, at what must have been a remarkable occasion (described more fully in the appendix). And, for a moment, the arguments of Allais caused the proponents of the ‘American school’ at least to stop and think.
The school had critics even on its home turf. At Harvard in the early 1960s, Daniel Ellsberg observed what he called ‘ambiguity aversion’ – people might prefer certainty to maximising subjective expected utility. (Ellsberg later acquired much greater fame as the former Defense Department official who passed to journalists the ‘Pentagon Papers’, which revealed much of the hidden truth about the Vietnam War to the New York Times and Washington Post.)5 And in 1978, the American cognitive scientist and pioneer of artificial intelligence at Carnegie Mellon University Herbert Simon received the Nobel Prize in Economics for ‘his pioneering research into the decision-making process within economic organizations’. Simon indeed pioneered ways of making decisions in a world of radical uncertainty. But as we will see below, only a seriously misinterpreted version of his work was incorporated into mainstream economics (although George Loewenstein, whose work in neuroeconomics we introduced in the last chapter, holds the chair at Carnegie Mellon named after Simon).
While Ellsberg was ferrying purloined documents to the Washington Post, Kahneman and Tversky were beginning their joint programme of research. Michael Lewis would claim, almost fifty years later, that this collaboration ‘changed the world’. This assertion is a considerable exaggeration, although the collaboration did change academic economics. But after Kahneman was awarded the Nobel Prize in Economics in 2002 (Tversky had died, aged fifty-nine, six years earlier), the work of the pair received far wider attention. Many more economists studied what became known as ‘behavioural economics’, which offers a list of widely observed ‘biases’ in people’s behaviour. These studies claim that we suffer from optimism and over-confidence, and we overestimate the likelihood of favourable outcomes. We are guilty of anchoring: attaching too much weight to the limited information we hold when we start to analyse a problem. We are victims of loss aversion: treating losses with a concern not given to equivalent gains. And so on.
While Allais, Ellsberg and Simon regarded their observations as a rebuttal of the view of decision-making under uncertainty put forward by Friedman and Savage, the approach pioneered by Kahneman and Tversky adopted a markedly different stance. The subject of their critique is the decision-maker, not the model of decision-making. If the world does not conform to the model, the failure is not a failure of the model but a failure of the world, or to be precise, of the people the model is intended to describe.
Rational behaviour
‘Biases’ can be identified only when contrasted with a counterfactual of unbiased or ‘rational’ behaviour. Since the word ‘rationality’ is powerful, it should be used with great care. But what does it mean to act rationally? Ordinary usage suggests two characteristics of rational judgement or action. First, the judgement or action would be based on beliefs about the world which were reasonable. Not necessarily correct beliefs – as we have seen, in a world of radical uncertainty we may not know even after the event what the true state of the world was. But a belief that a bus will arrive at a stop within the next ten minutes is a reasonable belief, even if it proves to be wrong.
A second requirement of rationality is an element of internal logic or consistency. The judgement or action is appropriate given the beliefs about the world which give rise to it. This proposition requires care in interpretation. It may be difficult to distinguish errors in reasoning from mistakes in belief. The Dutch-American decision theorist Paul Schoemaker6 tells the probably apocryphal story of the man who won ‘El Gordo’, the world-famous Spanish lottery, after dreaming of the number seven seven times and concluding that seven times seven – forty-eight according to him – was therefore his lucky number. But even if he had recalled the seven times table correctly, his action would have been irrational.
It is possible to disagree with our interpretation of ‘rationality’, although it is consistent with a line of thought which can be traced back two millennia to Aristotle’s characterisation of practical rationality as deliberative excellence.7 But that very possibility of disagreement makes an important point. The axioms of choice under uncertainty do not enjoy any monopoly on the term ‘rationality’. Maurice Allais’ companions at the Paris dinner reported by Ragnar Frisch revealed preferences incompatible with those axioms. On what basis can we conclude that the men who attended the Paris symposium, among the cleverest people on the planet, were failing to act ‘in accordance with reason or logic’? Rational behaviour is not defined by conformity with a set of axioms set down even by such distinguished thinkers as John von Neumann and Milton Friedman.
Styles of reasoning
At the end of the nineteenth century, Charles Sanders Pierce, a founder of the American school of pragmatist philosophy, distinguished three broad styles of reasoning.
Deductive reasoning reaches logical conclusions from stated premises. For example, ‘Evangelical Christians are Republican. Republicans voted for Donald Trump. Evangelical Christians voted for Donald Trump.’ This syllogism is descriptive of a small world. As soon as one adds the word ‘most’ before either evangelical Christians or Republicans, the introduction of the inevitable vagueness of the larger world modifies the conclusion.
Inductive reasoning is of the form ‘analysis of election results shows that they normally favour incumbent parties in favourable economic circumstances and opposition parties in adverse economic circumstances’. Since economic conditions in the United States in 2016 were neither particularly favourable nor unfavourable, we might reasonably have anticipated a close result. Inductive reasoning seeks to generalise from observations, and may be supported or refuted by subsequent experience.
Abductive reasoning seeks to provide the best explanation of a unique event. For example, an abductive approach might assert that Donald Trump won the 2016 presidential election because of concerns in particular swing states over economic conditions and identity, and because his opponent was widely disliked.
Deductive, inductive and abductive reasoning each have a role to play in understanding the world, and as we move to larger worlds the role of the inductive and abductive increases relative to the deductive. And when events are essentially one-of-a-kind, which is often the case in the world of radical uncertainty, abductive reasoning is indispensable. Although the term ‘abductive reasoning’ may be unfamiliar, we constantly reason in this way, searching for the best explanation of what we see: ‘I think the bus is late because of congestion in Oxford Street’. But the methods of decision analysis we have described in earlier chapters are derived almost entirely from the deductive reasoning which is relevant only in small worlds.
Rational people sometimes make mistakes. But we would expect that rational people would normally agree that their judgements were mistaken when errors in either their beliefs or their logic were pointed out to them. We have considerable sympathy with the concept of irrationality put forward by the Israeli economist Itzhak Gilboa: ‘A mode of behavior is irrational for a decision-maker, if, when the latter is exposed to the analysis of her choices, she would have liked to change her decision, or to make different choices in similar future circumstances.’8 Someone who was waiting for a bus in the belief that the normal timetable was operating would probably agree that they had been unfortunate or even foolish once it was explained that today was a public holiday with no service. But if they remained at the stop after learning this, they would be irrational.
Yet even in small worlds, subjects are often slow to rethink their positions. The Monty Hall problem continues to perplex; debate over the ‘correct’ answer to the two-child problem remains unresolved. Martin Gardner and others have made careers out of devising such puzzles. Some puzzles are interesting and challenging because we know there is a definite answer on which everyone will agree if only we can work it out. Others, such as the two-child problem, are difficult because they are not sufficiently well defined to admit of an agreed solution. Most problems we confront in life are typically not well defined and do not have single analytic solutions.
But logic derived from reasonably maintained premises can only ever take us so far. Under radical uncertainty, the premises from which we reason will never represent a complete description of the world. There will be different actions which might properly be described as ‘rational’ given any particular set of beliefs about the world. As soon as any element of subjectivity is attached either to the probabilities or to the valuation of the outcomes, problems cease to have any objectively correct solution.
The invisible gorilla
The American psychologists Daniel Simons and Christopher Chabris conducted a famous experiment in which subjects were asked to watch a short video of two groups passing a basketball, one group wearing white and the other black.9 They were asked to count the number of passes made by the group wearing white shirts. We recommend you watch the video and count the passes, being careful to ignore the activity of the black-shirted players.10
Did you see the person dressed in a gorilla suit who enters the picture, walks slowly across the screen, thumps her chest, and moves off screen after about nine seconds? If you did not, you are not alone – about 70% of the subjects in the experiment did not notice the appearance of the gorilla. And most were astonished to discover that they had missed the gorilla when the video was replayed to them. Kahneman argues that the experiment reveals that humans are ‘blind to the obvious, and we are also blind to our blindness’.11 But how should we interpret this result? Is it the result of a human failing? Or a human strength? Surely it is sensible when asked to carry out a specific task to blot out any extraneous observations irrelevant to that task, and the experiment demonstrated the power of human capacity for concentration.
When confronted by the challenges of living in a complex world, we know that there are many stimuli that we would do well to ignore in order to concentrate on the matter at hand. Indeed, the phenomenon of ‘blindness’, far from being a failing, may be regarded as a positive virtue. The Hungarian-American psychologist Mihaly Csikszentmihalyi has found that individuals are happiest when in ‘flow’, completely focused on difficult but rewarding activities.12 Participants in high-level sport use the phrase ‘in the zone’. The former England cricketer Michael Brearley, now a leading psychoanalyst, has spoken about this experience: ‘Absorbed in the moment, we feel freed from everything insignificant and petty, from the shackles and complexities of our own personality and of a flustered everyday life, from extraneous thinking’.13 Brearley was an outstanding captain of the England team in part because he was not watching the crowd, wondering what he would have for supper, thinking about his impending visit to his mother-in-law, or reviewing Margaret Thatcher’s radical economic policies. He was dealing – brilliantly – with the task at hand. He had limited his focus to the immediate problems his exceptional talents could solve.
Biases in context
The claim to identify biases in human behaviour presupposes knowledge of what unbiased behaviour looks like. The behavioural economist claims to know the right answer, which his inept subjects fail to identify. But only in small worlds are right and wrong answers clearly identified. Most of the observed ‘biases’ in behavioural economics are not the result of errors in beliefs or logic, although some are. Most are the product of a reality in which decisions must be made in the absence of a precise and complete description of the world in which people live, in contrast to the small worlds in which the students whose choices are studied in experimental economics are asked to participate.
In those latter exercises, there is always something which the experimenters think is the ‘right’ answer. Kahneman uses as an example of bias a drawing similar to the image on page 142.14 His subjects are asked to judge which of the three figures on the page is the largest, and most choose the one furthest back. Of course, the figures are drawn so as to be the same size on the page. But almost everyone can understand why almost everyone makes this mistake. We engage in a sophisticated interpretation of a two-dimensional picture as a three-dimensional reality, in spite of the injunction not to, because this is what we do in the large world of life. What may seem to be cognitive illusions in one context represent a reasonable response in another. There are many similar optical illusions, almost all of which are the result of context and which can mostly be dispelled by changing context. And economists who label certain types of behaviour as cognitive illusions may be missing the point that the people they observe are not living in the small world which they themselves inhabit (or the small world they model).
The problem of how we move between the small world of two-dimensional representation and the real three-dimensional world has a long history. The Greeks and Romans, capable geometers, understood perspective; the Egyptians, and medieval painters before the Renaissance, did not. They drew objects in line with their physical nature rather than how their eyes actually perceived them from a particular vantage point. In the early fifteenth century, Brunelleschi and other Renaissance artists and architects rediscovered perspective. Brunelleschi’s sketch of his plan for the church of Spirito Santo in Florence was an early illustration. The church was built to his design and five centuries later, after the discovery of photography, we can recognise how faithfully his drawing anticipated what we see when we walk through the doors. And we appreciate the scale of Brunelleschi’s insight by understanding how the effect is achieved: the pillars seem smaller as they recede; narrower as they rise; and appear to lean slightly outwards. But it required communication between artists of genius to achieve a full appreciation of the complex reality of visual perception.
When subjects are asked to read out loud the text in the following triangle:
many people fail to spot the repetition of the word ‘the’. But who is really making the mistake here – the experimenter or the subject? Making sense of slightly erroneous text is something we do all the time. The rational response to seeing the text depends entirely on the context. If you are auditioning for a play, and see a repetition of the definite article, it is likely that you spotted a typographical error. You should ignore the repeated word to maintain the sense of the text and your own chances of getting the part. If, however, you have been asked by an optician to read the text hanging on the wall in order to test your eyesight, it would be sensible to read that text literally. Opticians display nonsense text for precisely that reason. In a behavioural experiment, where the context is unclear, the experimenter is no more able to decide what is right or wrong than the participant. Human failure is in the eye of the beholder and the context determines the appropriate response.
Kahneman reports answers which he and Tversky obtained to the following question about words in the English language: ‘Consider the letter K. Is K more likely to appear as the first letter in a word or as the third letter?’15 According to Kahneman, most people wrongly respond that K appears more often as the first letter. It is easier to think of words that begin with a particular letter than to acknowledge words that have that letter in the third position. Kahneman and Tversky christened this the ‘availability heuristic’. It uses the simplest memory search to come up with an answer.
But the experiment did not provide any serious motivation for answering the question, or even for defining properly the question being asked. Most people might reasonably answer ‘I don’t know, but if it is important I will try to find out’. And then they might ask, ‘Before I do that, would you define the question more precisely?’
It is not at all obvious what is meant by an English word. Kaama, sometimes caama, is the English rendering of the Bantu term for a variety of hartebeest found in South Africa, but rarely encountered in most parts of the English-speaking world. Did the questioner mean the number of words in a dictionary, or the frequency of words in a text, which would be weighted by the extent of use? The claim to know the relative frequency of the letter K in words turns out to be based on an article published in 1965 which listed the frequency of letter placement in twenty thousand English words.16 With the aid of modern search techniques, the website BestWordList, based on a compilation of Scrabble dictionaries, has twice as many words which begin with the letter K as have that letter in third place – the opposite of Kahneman’s claim.17 Our answer to Kahneman’s ill-defined question remains ‘we don’t know’. Just as rational individuals governed by reason and logic decline to take part in most gambles, rational individuals governed by reason and logic avoid giving answers to such questions in real life if they do not know the answer.
But the subjects of the Kahneman–Tversky experiments were not allowed to say that they knew too little about the content or context of the set puzzles to solve them; they were instructed to tick a box on a questionnaire. There wasn’t any context to the problems posed in the experiments, or none that made sense. And most exercises in behavioural economics do not explain why the subject is being asked to answer the question. The experimenters did not really want to know how many English words had K as the third letter. It is hard to imagine why anyone, even Scrabble players, would want to know that. Devoid of a meaningful context, these experiments tell us little about large worlds.
In large worlds, behaviour is driven by the purpose of the activity. Am I counting the basketball passes or searching for a gorilla? Is this test designed to measure my knowledge of English or my eyesight? Why do I want to know how many words have K as their third letter? When Kahneman ascribes to human failure the fact that his subjects fail to follow literally the ridiculous instructions given in the problem of the three figures illusion or in the ‘bird in the hand’ experiments, he is failing to disclose the relevant background, which is ‘I am going to pose some silly problems designed to show that people often apply their sophisticated abilities to infer context (to make a three-dimensional interpretation of a two-dimensional representation, or to understand the writer’s intention from the misspelt text) rather than doing exactly what they are told’. The subjects are – reasonably – assuming that they are being asked to interpret a cartoon or make sense of a text rather than to adhere literally to bizarre instructions.
Such behaviour is not irrational if rationality is defined by reasonable beliefs and internal consistency. Kahneman and Tversky describe their findings as documenting systematic errors in the thinking of most people which, they argue, contradict the assumptions of social science in the 1970s that people are generally ‘rational’. But they do not present a definition of ‘rationality’ relevant to large worlds, in which problems have no well-defined solutions. Although Kahneman and Tversky acknowledge that normal human behaviour is often guided by intuition, impressions and emotions, they regularly return to versions of the observation that ‘there are distinctive patterns in the errors people make. Systematic errors are known as biases, and they recur predictably in particular circumstances.’18 The fact that such deviations are said to be widespread and predictable should make us sceptical of the claim that they are errors.
We are constantly engaged in abductive reasoning, using our knowledge and experience to make sense of complex situations. Sherlock Holmes claimed to have been the master of deductive reasoning – the website which accompanied the BBC series Sherlock used to be titled ‘the science of deduction’. But it was Aristotle, not Arthur Conan Doyle, who wrote the book on deduction – logical reasoning from stated premises. Holmes was actually skilled in abduction, filtering disparate evidence in search of the best explanation. We use abductive reasoning when we judge perspective and make nonsensical text intelligible. That skill has enabled humans to make the leaps of imagination involved in tackling ill-defined problems which constitute scientific discovery or the artistic innovation epitomised by Brunelleschi and his contemporaries.
Behavioural economics has contributed to our understanding of decision-making in business, finance and government by introducing observation of how people actually behave. But, like the proselytisers for the universal application of probabilistic reasoning, practitioners and admirers of behavioural economics have made claims far more extensive than could be justified by their findings.
Kahneman offers an explanation of why earlier and inadequate theories of choice persisted for so long – a ‘theory-induced blindness: once you have accepted a theory and used it as a tool in your thinking, it is extraordinarily difficult to notice its flaws’.19 We might say the same about behavioural economics. We believe that it is time to move beyond judge-mental taxonomies of ‘biases’ derived from a benchmark which is a normative model of human behaviour deduced from implausible a priori principles. And ask instead how humans do behave in large worlds of which they can only ever have imperfect knowledge.
Nudge
Failure to appreciate the fact that people are struggling to know what it is to be rational in a world of radical uncertainty leads to the conclusion that their ‘mistakes’ should be corrected by policy interventions, and recommendations of this kind have been suggested by Richard Thaler. Thaler was careful in his use of the word ‘rationality’. His Nobel lecture contained only a handful of references to ‘rational’ or ‘rationality’ whereas the citation by the committee that awarded the prize used the words forty-seven times.20 But Thaler was clear what he meant by rational behaviour – he urges his students in his MBA class to ‘maximize expected utility’ and avoid the biases of those who require to be nudged into more appropriate choices.
Some of his suggested interventions to ‘nudge’ people towards more appropriate behaviour appear sensible. For example, automatically enrolling people into pension schemes, and allowing them subsequently to opt out, rather than the other way round, may be helpful in simplifying what might otherwise seem an overly complicated decision and help people avoid big mistakes.21 We have sympathy with such policies – up to a point. Most people who are asked whether they should be saving more, taking more exercise, and eating and drinking less, will give the answer they think is expected of them, although it is not clear what we learn from such enquiries.
We are inclined to apply the Gilboa test: would people agree that the actions into which they are ‘nudged’ are indeed in their best interests, and that their un-nudged behaviour was irrational, once the ‘right’ decision is explained to them? It is likely that many people would acknowledge that they should eat more vegetables, or wear safety helmets when they cycle, even if they find it difficult, un-nudged, to act on these perceptions. But a philosophy of nudging carries the risk that nudgers claim to know more about an uncertain world than they and their nudgees do or could know. As we explained in chapter 1, it is extremely difficult to assess how much any particular individual should invest in a pension plan. And the prescriptive tone of much of what is written in behavioural economics makes apparent the reality of the danger of well-meaning illiberalism. Tversky was interested in what he called ‘natural stupidity’, and prone to find it in those who disagreed with him.
Bounded rationality
Building on the observation that complexity makes it impossible to evaluate the consequences of all possible outcomes and select the most advantageous, the economist Herbert Simon introduced the concept of ‘bounded rationality’.22 We cannot possibly assess the consequences of all conceivable choices. The hypothetical exercise which set Obama beneath the Bayesian dial and in front of a whiteboard depicting endlessly branching arrays of possibilities could only ever be a fantasy. The problem of making good decisions in large worlds is generally not the difficulty of calculating the logical consequences of agreed premises and a well-defined set of alternative actions – a task a computer can now perform better than humans. It is the problem of context – the impossibility of knowing all the feasible choices and the full detail of the environment in which these choices will take effect. The human brain is not a computer implementing an axiomatic decision-making process, and as a result is a better decision-maker in many complex situations. Simon recognised that radical uncertainty prevented people from behaving in the optimising manner defined by a priori axioms. And so he argued that ‘more than minor tampering with existing optimization theory is called for’. He was anticipating, but not preventing, the subsequent development of a large literature based on such minor tampering.23
Simon was interdisciplinary in his interests and research, and was also a pioneer of artificial intelligence. He suggested that one way in which people might approach decisions in a radically uncertain world was to use a rule of thumb to search for a ‘good enough’ outcome. Such behaviour was described as ‘satisficing’, and in practice can deliver superior outcomes to actions selected by optimising behaviour. The reason is that to pretend to optimise in a world of radical uncertainty, it is necessary to make simplifying assumptions about the real world. If these assumptions are wrong – as in a world of radical uncertainty they are almost certain to be – optimisation yields the wrong results, just as someone searching for their keys under the streetlamp because that is where the light is best makes the error of substituting a well-defined but irrelevant problem for the less well-defined problem he actually faces. As Mr Viniar had done, along with most of the financial services industry and its regulators.
Economists have adapted the phrase ‘bounded rationality’ to mean something very different from Simon’s description as the consequence of radical uncertainty. They have instead used it to describe the cost of processing information, which then acts as an additional constraint in an optimisation problem. Bounded rationality, in this sense, adds to the optimisation calculation the costs and benefits of obtaining the information which we choose not to have. Of course, this is not what Simon meant. Nor, indeed, does it make much sense as a description of any process with practical application. The implications of bounded rationality are not represented by adding computational costs to an optimisation problem. Bounded rationality as proposed by Simon reflects the challenges of making decisions governed by reason and logic under radical uncertainty in which no computable solution is available. Simon is reported to have joked that he should take legal action against his successors who misused his terminology and neglected his insights.24
Gary Klein is an American psychologist who began his career with the US Air Force and subsequently studied the behaviour of experienced, practical decision-makers. His subjects were military personnel, firefighters, paramedics: people who are called upon to make decisions, usually under pressure, often with little time to spare. In such activities, there are people whose abilities are recognised as exceptional – the commanders you want to lead you into battle, the fire chiefs whose judgements are venerated by their crews, the paramedics you hope will attend when you suffer an accident. Klein’s central finding is best summarised in his own words:
With experienced decision-makers, the focus is on the way they assess the situation and judge it familiar, not on comparing options. Courses of action can be quickly evaluated by mentioning how they will be carried out, not by formal analysis and comparison. Decision-makers usually look for the first workable option they can find, not the best option. Since the first option they consider is usually workable, they do not have to generate a large set of options to be sure they get a good one. They generate and evaluate options one at a time and do not bother comparing the advantages and disadvantages of alternatives.25
Klein describes the reality of decision-making in complex situations, which require the search for a workable solution rather than a process of optimisation. Both of us have experience of the academic committee which cannot reach a decision because it is always possible that there might be a better option than the one which is on the table: ‘the best is the enemy of the good’. Real people do not optimise, calculate subjective probabilities and maximise expected utilities; not because they are lazy, or do not have the time, but because they know that they cannot conceivably have the information required to engage in such calculation. Nevertheless good decision-makers, like Klein’s firefighters and paramedics, or Warren Buffett or Steve Jobs, are rightly respected for their judgement. Simultaneous with the work of Kahneman and Tversky, but to less public attention or acclaim, the German psychologist Gerd Gigerenzer has led a group of researchers at the Max Planck Institute in Berlin.26 Gigerenzer and his colleagues are focused less on ‘biases’ than on the ways in which real people make actual decisions on the basis of necessarily limited information. The group has emphasised the value of simple heuristics – or rules of thumb – in enabling us to resolve situations characterised by radical uncertainty. Gigerenzer and his colleagues have promoted a toolbox comprising ‘fast and frugal’ heuristics.
Evolution has helped humans develop and apply different skills relevant to coping with a radically uncertain world, and we are fortunate that this is so, because radical uncertainty is today more extensive than ever. The choice of heuristic depends both on the context of the problem faced and also on the results of evolution in selecting heuristics which are successful. Bounded rationality, in this way of thinking, can be seen as ecological or evolutionary rationality – a method of coping with radical uncertainty that improves our chances of survival. Natural intelligence is not described by optimisation capabilities, but is the result of an evolution of the traits necessary to tackle complex and ill-defined problems. Experts who optimise using complex models often fail when confronted with a new challenge whereas ordinary humans do better. Long Term Capital Management collapsed but Berkshire Hathaway became the largest investment company in the world. It seems that ecological rationality has performed better than optimising rationality. Why is this so?
Computation is not thinking . . . You are much more like your house cat than you are ever going to be like Siri.
—BRUCE STERLING1
Behavioural economics has identified a raft of ways in which humans depart from axiomatic rationality. These behaviours are described as ‘biases’, signs of human failure. The claim is that the highly developed cognitive abilities of our species exhibit common and pervasive deficiencies. It is as though God had given us two legs so that we could run or walk, but made one leg shorter than the other so that we could not run or walk very well. An intelligent creator would not do that, and evolution did not.
There is an alternative story to that told by behavioural economics. It is that many of the characteristics of human reasoning which behavioural economics describes as biases are in fact adaptive – beneficial to success – in the large real worlds in which people live, even if they are sometimes misleading in the small worlds created for the purposes of economic modelling and experimental psychology. It is an account which substitutes evolutionary rationality for axiomatic rationality.
Coping with uncertainty in all its dimensions has been an important part of human evolution. Over thousands of years of radical uncertainty humans have learnt many coping strategies and developed a capacity to make decisions in the face of imperfect knowledge of worlds that they encounter for the first time, and may never encounter again. To cope with the world as it is, we have developed thought processes to deal with problems that are ill defined, ambiguous and radically uncertain. Human minds approach problems in ways that are markedly different from those of computers. In particular, whereas computers are efficient in solving well-defined puzzles, humans excel at finding ways to cope with open-ended mysteries. And the human capacity for, and pleasure in, storytelling is a central element of that ability.
We cope with the future by organising our lives around reference narratives. These reference narratives are not necessarily worked out in specific detail but they provide a basis for planning and a framework for day-to-day choices. Like Klein’s firefighters or Woodford’s students, we change the reference narrative in response to disconfirming events, but infrequently and discontinuously. And we do not construct these narratives in isolation. We discuss them with family and friends. We take advice from professionals. We benefit from the collective intelligence accumulated and readily available in the various communities in which we live. We are not defective versions of computers trained to optimise in small-world problems, but human beings with individual and collective intelligence evolved over millennia.
Evolution is smarter than economists
The discovery of the theory of evolution was a seminal moment in human thought. But throughout the century that followed the publication of Charles Darwin’s work, the application of evolutionary theory in biology, and even more outside it, lacked rigour. Only in the 1960s were the mechanisms of biological evolution more adequately described, after Francis Crick and James Watson unravelled the structure of DNA and scientists such as W. D. Hamilton and John Maynard Smith developed more sophisticated mathematical models of evolutionary processes. Evolution was the result of mutation, selection and replication of genes. Genetic mutations which enhance the ability of the gene to replicate itself would spread through the population. Richard Dawkins’ inspired metaphor of the ‘selfish gene’ thrust such thinking into popular consciousness.
It is the gene, not the individual, which is selfish in Dawkins’ metaphor, and the difference is important. Obviously, the gene has no consciousness or direction, but evolution leads to the results which would be observed if the gene were able to promote itself selfishly. ‘The selfish gene’ is an illuminating ‘as if’ hypothesis.2 Because we share genes with our offspring and our relatives, kin selection prompts us to help them, even at a cost to ourselves. Hamilton set out the mathematics of the selfish gene and suggested in a tongue-in-cheek exposition of the implications of his theory that: ‘we expect to find that no one is prepared to sacrifice his life for any single person but that everyone will sacrifice it when he can thereby save more than two brothers, or four half-brothers, or eight first cousins’.3 But as kinship becomes more distant, genetic relatives will be less and less supportive of each other.
Altruism, kinship and mutuality
You find yourself in an unfamiliar location, unsure of how to find your destination. You ask a stranger for help. You expect the stranger will give you directions, and this expectation is generally fulfilled.4 If it is not, the usual reason is that person does not know the way either. Why are strangers so ready to guide us? After all, it is unlikely that we will ever see that individual again, far less that he or she will be able to benefit from our reciprocation of their assistance. How does spending time to provide guidance to unrelated and unknown individuals help us? People who are not economists do not find the explanation of this behaviour troubling. The common sense answer is that most human beings are nice and helpful, and it is more pleasant to live in a society where people help each other in this way. So long as the cost of providing assistance to people you do not know is not very great, you will generally provide it.
But reconciling this everyday observation with the underlying evolutionary theory has been found to be problematic. How does this niceness assist our genes to reproduce themselves? If the biological mechanism of genetic selection were the only mechanism of evolution, then evolutionary theory would seem to provide some support for economic models based on populations of rational individuals independently maximising their own utility. It seems only a short stretch from the selfish gene to the selfish individual. And from the beginnings of evolutionary thinking it was obvious that the idea had many applications beyond the development of biological variety which was the subject of Charles Darwin’s book On the Origin of Species. The social philosopher Herbert Spencer, now almost forgotten, was a leading intellectual figure in the late nineteenth century. Spencer coined the term ‘survival of the fittest’, and his ten-volume ‘System of Synthetic Philosophy’ attempted to explain how evolutionary concepts could be applied to almost every discipline. A modern application of evolutionary theory to economics came in the early 1950s from Armen Alchian, a member of the Chicago School, who claimed that firms will behave as if they maximised profits, even if they had no intention of doing so.5 Survival of the fittest was, he argued, inherent in a competitive market. The observation that there are mechanisms of evolution other than the biological, and that competitive markets may be one such evolutionary mechanism, was correct and important.
The discreditable history of eugenics, a pseudo-science adopted by Nazis, white supremacists and other racists, means that even today those who offer evolutionary accounts of social behaviour encounter fierce resistance. The biologist E. O. Wilson, whose scientific career has been devoted to the study of social insects such as ants and who argued for unity between biological and social sciences,6 experienced opposition to his theories so extreme that demonstrators waved a swastika and poured water over his head as he delivered a lecture.
The reconciliation of biological evolution with human niceness is that the gene may propagate itself in a population ‘as if’ the gene were selfish, but that need not imply that individuals are selfish. A group of people who are nice to each other might prosper relative to a group who were nasty to each other. And so the genes for niceness would spread. But the British mathematical geneticist John Maynard Smith showed that sometimes nastiness rather than niceness might flourish within groups.7 Events in the 2007–08 financial crisis illustrate the problem, while also hinting at its solution. Investment banking groups Bear Stearns and Lehman Brothers made money for the nasty (their employees) at the expense of the nice (their customers), until nastiness within the groups themselves, and their earlier nastiness towards other groups, led to their collapse when they received little sympathy or support in their hour of need.8 And numerous other firms would not have survived the 2007–08 financial crisis if survival of the fittest had not been so weakly applied to financial institutions. Nasty individuals prospered, and their actions brought about the near collapse of both the nasty and the nice. Since humans operate in groups, success within and relative to other groups will influence the outcome of the biological process of gene replication. Once we acknowledge that individuals operate within organisations, which range from Lehman Brothers to closed monasteries devoted to the worship of God, then we must also acknowledge that the measure of ‘fitness’ which human evolution favours is much more broadly defined than success in procreation.
We are human animals, distinguished from other species by our capacity for communication and language, and that social interaction changes the bleak picture of individualistic behaviour implied by simple interpretations of the selfish gene. Children of English-speaking parents tend to speak English, and the children of French-speaking parents French, for reasons that have nothing to do with their DNA. The economic advantages of cooperating in groups are so large that traits which are conducive to success in group interaction – such as the ‘language instinct’, or an inclination to be helpful to other members of the group – are favoured by both genetics and culture.
Paleontologists speculate that social kinship groups – mutually supportive clusters of people who need not be closely related to each other – came into being in the Upper Paleolithic period, between 30,000 and 50,000 years ago.9 The advantage of being better able to cope with radical uncertainty was one of the primary drivers of the emergence of unreciprocated altruism in these societies; their cultures evolved to expect nice behaviour and punish nasty behaviour. The larger and more diverse the pool of people who might provide help, the less vulnerable are individuals and households to unanticipated events.
Our knowledge of the behaviour of Paleolithic groups is obviously limited and our best insight comes from anthropological studies of those remote tribes whose lifestyles differ little – at least until recently – from those of our distant ancestors. The Maa-speaking people of East Africa manage uncertainty through a system of risk-sharing which is distinct from, though related to, modern conceptions of debt or insurance. Their osotua framework is based on a reciprocal commitment to help one another in future unspecified circumstances, and these obligations are inherited:
Osotua relationships are started in many ways, but they usually begin with a request for a gift or a favor. Such requests arise from genuine need and are limited to the amount actually needed . . . Once osotua is established, it is pervasive in the sense that one cannot get away from it. Osotua is also eternal. Once established, it cannot be destroyed, even if the individuals who established the relationship die. In that case, it is passed on to their children.10
The implicit contract of the osotua relationship is enforced by the norms of the community, which are designed to increase the security of the reference narratives of households. Radical uncertainty – imperfect knowledge of future states of the world and of the consequences of actions – means that contracts contingent on all possible outcomes could not be written even if there were mechanisms for formulating and enforcing them. The economic benefits derived from extending kinship beyond close genetic relationship are large. Reductions in the costs of managing risk not only offer direct benefit but facilitate innovation, since every innovation involves risk. The ability to conduct productive activity in larger groups yields greater opportunities for the division of labour through specialisation and exchange. The rest, as they say, is history – the modern world has taken innovation, the pooling of risks and the division of labour to levels unimaginable by any previous generation. Since 1800, national income per head in the US has risen more than twenty-five-fold and in Britain almost twenty-fold, and life expectancy has doubled.11 Economic and social life has been transformed. None of that would have been possible without the collective intelligence which has produced constant advances in technologies and business processes and extended the division of labour; none of it possible without better public and private health care and the social risk-sharing which helps people survive personal and natural catastrophes. Modern humans rely on social kinship networks to buffer many risks: serious illness, redundancy, relationship breakdown. And since Bismarck’s creation of social insurance in late nineteenth-century Germany, the state has been there to help manage these risks, extending much further the size of the group which provides reciprocal assistance.
Thus the association of evolution with far right causes, including racism and extreme market fundamentalism, and with the aggressive selfishness which tramples others underfoot to make way for ourselves and our offspring, could hardly be further from the mark. Human evolution gave us the capacity – exceptional among species – to communicate with each other, learn from each other, persuade each other. Humans typically function in groups. Other primates which form groups exhibit some of the traits of altruism, cooperation and empathy which axiomatic descriptions of ‘rational’ behaviour struggle to explain. Up to a point; the primatologist Richard Wrangham has described how even among chimpanzees males are aggressive and selfish and only the sexually promiscuous bonobos display the degree of niceness which prompts humans to show strangers the way.12 But the capacity of humans to communicate with each other through language is one of the factors – perhaps the most important factor – distinguishing us from other species. This emphasis on communication reinforces the notion that what may be ‘biases’ in individual problem-solving behaviour in well-defined puzzles are actually advantageous in the group resolution of the ill-defined problems posed by uncertainty.
The Socratic dialogue is a long-established method of seeking truth by exposing the competing arguments of protagonists. The objective in all these processes is to find, through group interaction, a narrative to which all can subscribe – and to set a course of future action in the light of that narrative. The observations of participants contribute to that narrative, and the meaning of these observations is derived from the context in which they are made.13 Evolution gave us a capacity to reason which, as a 2017 book by two French researchers in cognitive science, Hugo Mercier and Dan Sperber, explains, ‘is not geared to solitary use’.14 Evolution has produced the collective intelligence and social norms and institutions which are ‘the secret of our success’; these social capabilities provide the reason that humans dominate the planet.15
Multiple levels of evolutionary selection
If social groups developed the division of labour and the mutualisation of risk-sharing, and subsequent millennia took these socio-economic innovations to unsurpassed levels, the outcome was equally unsurpassed levels of prosperity. And the emergence of broadly defined kinship groups had many other economic and social advantages. Much of modern life would be difficult without a degree of trust, and economic life would be almost impossible. The World Values Survey shows a strong positive correlation across countries between per capita income and answers to the question ‘Do you think that most people can be trusted?’16 Recognition of the importance of social and cultural evolution long precedes Darwin; it certainly can be found in the work of the thinkers of the Scottish Enlightenment. ‘Nations stumble upon establishments, which are indeed the result of human action, but not the execution of any human design,’ wrote Adam Ferguson in 1782.17 And Adam Smith’s contemporaneous observation that ‘man is led by an invisible hand to promote an end which was no part of his intention’ is widely quoted today by people who know nothing else of economics.18 These eighteenth-century Scottish Enlightenment figures had realised that social and cultural practices were themselves the product of evolutionary processes.
Societies have established moral codes or religious practices to discourage non-cooperative behaviour. They have created institutions, from social ostracism to prisons, to reinforce sanctions against non-cooperators. And businesses, and many other institutions and organisations, succeed if and only if their characteristics are conducive to their survival. Competitive markets – and even religions and moral codes operate in competitive markets – display the processes of modification, replication and selection which are the characteristics of evolution, although such evolution has nothing to do with our genes.
There are, therefore, many different kinds of evolution, and outcomes are the product of natural selection at many levels. We observe co-evolution, in which different mechanisms of evolution operate in parallel. For example, even though most adults find milk difficult to digest, lactose tolerance is widespread among populations living in areas where dairy farming is common, because genetic predisposition and cultural practice have evolved together. Although the reasoning that says ‘since I am a New Zealander and New Zealand has more cows than people then it is advantageous for me to be lactose tolerant’ is correct, such reasoning is not the explanation of why most New Zealanders are lactose tolerant. Most New Zealanders are descendants of European immigrants. As a result they inherited the genetic mutation which facilitates lactose tolerance and brought with them the practice of dairy farming. And when they realised how favourable the country was for dairy farming they brought the ancestors of New Zealand’s five million cows. Among New Zealanders of Polynesian or Asian descent, lactose intolerance is still relatively common.19 But over time, intermarriage and natural selection will erode these genetic differences.
Evolution creates predispositions – to consume a diet rich in dairy products or to trust other people – which influence behaviour. Such predispositions can be overcome with greater or lesser difficulty by conscious effort, as the parable of the scorpion and the frog relates:
A scorpion asks a frog to carry it across a river. The frog hesitates, afraid of being stung, but the scorpion argues that if it did so, they would both drown. Considering this, the frog agrees, but midway across the river the scorpion does indeed sting the frog, dooming them both. When the frog asks the scorpion why, the scorpion replies that it was in its nature to do so.20
People of European genetic origin drink milk, and people everywhere try to help strangers, because ‘it is in their nature to do so’, not because of any calculation that it is in their interest to do so. And they construct and teach moral codes and penalise people who violate those codes for similar reasons. Most behaviour is the product of both nature and nurture. The biological determinism that it is ‘all in our genes’, and the behaviourist claim that the mind is a ‘blank slate’ on which anything can be written, are both untenable.21
The difference between doing something because it is in one’s self-interest and doing the same thing because it is ‘in one’s nature’ is material. ‘If you can fake sincerity you’ve got it made’, but the act of fake sincerity is difficult to sustain.22 More to the point is Archbishop Whately’s comment that ‘honesty may be the best policy, but he who adopts that policy is not an honest man’.23 The wife-and-husband psychologist and anthropologist Leda Cosmides and John Tooby claim that we have specific cheater-detection mechanisms designed to identify fake sincerity and feigned honesty. Their proposition remains controversial.24 But most of us have learnt to escape the life insurance salesman and to mistrust the used car dealer. When we refuse the sales pitch, or trust that our colleagues will not steal our wallet, we are acting in ways that are typically, but not necessarily always, in our best interests. In a radically uncertain world we do not know whether such actions are or are not optimal – the life insurance salesman might on this occasion be proposing an irresistible offer, or one of our colleagues might be desperate to feed his gambling habit or her drug addiction. Uncertainty is radical everywhere. And the irrational ‘biases’ identified by behavioural economists as being ‘in our nature’ are not, in any ordinary meaning of the term, irrational. They are traits that are advantageous outside the ‘small worlds’ of the casino and the psychology laboratory. And they have evolutionary origins.
Loss aversion
Evolution has fitted humans to deal with the many kinds of radical uncertainty encountered in large worlds. Different attitudes to uncertainty influence the chances of survival of individuals and groups. In some environments, such as business and sport, to play safe is to relinquish the possibility of success. It may even be an advantage to overestimate one’s chances of success. In other environments, it may make sense to avoid risks. One reason why the human species has survived is that our ancestors were not eaten by predators, and the authors were able to write this book because they were not knocked down while crossing the road. In the modern world we don’t often need to escape lions and tigers; but the reactions which prompt us to avoid dark streets, jump out of the way of oncoming vehicles, and flee from terrorist attackers are generally sound. There are chemical and neurophysiological bases for these responses. They were reinforced from an early age by the warnings delivered to us by our parents. A predisposition to avoid large losses is a useful attribute.
These actions are not the result of any calculation. Not just because we don’t have the time, or the information, to make any calculation of subjective expected utility, although it is relevant that we don’t. But also because, as Taleb has emphasised, evolution favours those who survive, and they are not necessarily those who maximise expected value.25 Perhaps rational economic man dies out because no one would want to mate with him.
If we lived in simple, stationary, small worlds, then optimisation and skill in solving the puzzles of small worlds would be the key to evolutionary success. But we do not, mostly, live in small worlds. In the real world, extreme events – the tails of distributions – are relevant to survival. When crops fail or plague is endemic, only the very fittest survive; but in ordinary dull life only the most unlucky or careless fall victim to plane crashes or murderous partners. The average person died in the Black Death26 but does not die in a road accident.
Evolution has given us the traits and institutions which enable us to survive, mate, and pass the same traits and institutions on to our children. And sometimes this need for survival directs us to find the best possible outcome, sometimes the best on average, sometimes to avoid the worst. And most often to muddle through. The firefighters whose accomplishments Klein admired did not find optimal solutions, but again and again found solutions which were good enough. And Roosevelt and Churchill succeeded in the same manner.
For an individual, choosing the strategy most likely to succeed maximises expected winnings. But a group made up of such optimising individuals is eventually wiped out by infrequent calamities. As a result, the groups whose genes come to dominate are those who apply ‘mixed strategies’, varying their habitat.27 The American political scientist James Scott describes the reality of this in the history of ‘scientific’ forestry. Planting the ‘best’ trees led to monocultures which were in due course wiped out by previously unknown parasites.28 The Irish potato blight was able to devastate that country’s agriculture – leading to at least a million deaths from disease and starvation and to substantial and prolonged emigration from the island – because the potato had been identified as the optimal crop for that country’s conditions and so the country’s food production was poorly diversified.29 Humans are all better off because we are all different, and because there is no single way to be rational; we give thanks for our current state to St Francis and Oscar Wilde and Steve Jobs and to millions of people who became skilled at their own specialist but routine tasks.
Confidence and optimism
To adherents of axiomatic rationality and behavioural economists alike, optimism is a ‘bias’, leading to errors in calculations of subjective expected utility. We are not so sure. Admiral James Stockdale, the American naval officer who was imprisoned and tortured in Vietnam,30 attested effectively to the evolutionary value of confidence and optimism. Prisoners of war with no knowledge of what was happening in the outside world experienced the mental anguish of radical uncertainty along with the physical anguish of their ill treatment. He observed: ‘You must never confuse faith that you will prevail in the end – which you can never afford to lose – with the discipline to confront the most brutal facts of your current reality, whatever they might be.’31 Stockdale contrasted his own survival with the fate of those who imagined specific outcomes that would lead to their release. Their morale was crushed by the failure of their predictions to materialise.
As Britain was faced with the threat of a German invasion in 1940, Winston Churchill told Parliament in one of his most famous speeches: ‘We shall go on to the end. We shall fight in France, we shall fight on the seas and oceans, we shall fight with growing confidence and growing strength in the air, we shall defend our Island, whatever the cost may be. We shall fight on the beaches, we shall fight on the landing grounds, we shall fight in the fields and in the streets, we shall fight in the hills; we shall never surrender.’32 Like Stockdale, Churchill was suffused with optimism but unable and unwilling to define the basis of that optimism. Churchill’s ringing defiance in the face of adversity was the product of his relentless confidence and self-belief, not the outcome of considered reasoning. Sometimes, but only sometimes, this self-assurance was justified. It led to his hair-raising exploits in the Boer War, his enthusiasm for disastrous policies such as the Gallipoli expedition, and his persistent, unsuccessful resort to the gaming tables. And excessive self-confidence can be a dangerous trait in a political leader. But in the right circumstances – those of 1940 – Churchill’s optimism and confidence were vital.
Steve Jobs similarly failed to conform to the conventional depiction of ‘rational’ behaviour under uncertainty. Just as Churchill became premier with no specific plan for how the war would develop, Jobs returned to Apple content to wait for ‘the next big thing’. Jobs’s biographer, Walter Isaacson, writes of his subject’s ‘reality distortion field’. The phrase was adopted from Star Trek by one of Apple’s first software designers, who identified his CEO’s approach as ‘a confounding melange of a charismatic rhetorical style, indomitable will, and eagerness to bend any fact to fit the purpose at hand’ – characteristics similar to those identified by Churchill’s biographers.33 Strikingly, however, the first half of Isaacson’s book, which deals with the period prior to Jobs’s 1997 return to Apple, contains sixteen references to the ‘reality distortion field’, the remainder contains only three. As the New York Times commented after Jobs’s death: ‘Before he was forced out in 1985, Mr Jobs was notoriously hands-on, meddling with details and berating colleagues . . . in his second stint at Apple, he relied more on others, listening more and trusting members of his design and business teams.’34
Evidently, optimism is productive, but more so when contained and channelled. Overconfidence is generally a disaster at the gaming table but vital to the leader inspiring team-mates, business colleagues or troops. Churchill’s great 1940 speech was an expression of his own personality and his own views. But it was delivered to Parliament and to a much wider audience. At that crucial juncture, Churchill’s achievement was to persuade his Cabinet colleagues that it was both necessary and possible to continue the war, to provide the British public with the inspiration to do so, and to assure other countries – both hostile Germany and sympathetic America – of British resolve.
Richard Branson, the ebullient founder of the Virgin Group, was a more successful gambler than Churchill. According to unauthorised biographer Tom Bower, Branson’s initial venture was on the verge of financial failure – he was not interested in the nuts and bolts of cash flows and budgets.35 Branson and a colleague took £500 from the till of their Notting Hill record shop and spent the night at the Playboy Club, a Park Lane casino. Branson’s claim to have a successful system seemed unfounded until, at 5 a.m., he placed their remaining chips on a final bet and won back substantially more than the pair had lost. And so a business empire was born.36
Certainly, Branson’s behaviour was reckless, Churchill’s bravado often foolish, and Jobs’s career included repeated failures. But neither they nor the world would have been better off if they had learnt to control their ‘biases’ and suppress their ‘irrationality’. And that observation exposes the limitations of the concept of axiomatic rationality. Churchill, Jobs and Branson lived in a large world, not the small world in which rational behaviour can be reduced to a mathematical calculation in the context of a well-defined problem and complete knowledge of the environment. Their achievements remind us of the insight which Frank Knight described a century ago, too long forgotten; the connection between radical uncertainty and entrepreneurship. As Keynes observed, the spirit of enterprise dies when mathematical expectation takes over. Risk-taking behaviour which might appear inconsistent with axiomatic rationality is the central dynamic of a capitalist society – a key part of ‘the secret of our success’.
Dual systems
Daniel Kahneman, the towering figure in behavioural economics, has written of ‘system one’ and ‘system two’, differentiating intuitive reaction from the rational process of conscious thought. The ‘biases’ of behavioural economics arise when system one leads us to results which the more considered judgement of system two would reject. There is a widespread belief in folk psychology about the different influences of left brain and right brain. It is not clear whether the distinction between system one and system two is intended as metaphor or as a description of actual mental processes. Modern neuropsychology largely rejects these theories of duality.37 Different parts of the brain appear to play different roles in our thinking and decision-making; some become more active when we take risks, others when we make love. But there is a single process of cognition, engaging not only brain but body; in the 1980s the neurophysiologist Benjamin Libet established that we begin to act – as in removing our hand from a hot stove – even before we begin the cerebral activity which directs the action.38 The brain is an entity, not a committee.
In a famous study, the neuroscientist Antonio Damasio reported on a patient whose brain damage rendered him effectively unable to experience emotion.39 The outcome was not that the subject was a hyper-rational denizen of a large world – he could function only in a small world. In everyday life he was unable to make any decisions at all. He would agonise for extended periods over matters of no real importance, such as the time of his next appointment. His problem was that there is a more or less unlimited amount of information potentially relevant to any decision. Trying to process all this information led to paralysis in his decision-making.
All of us potentially face a similar problem. If we try to analyse all possible outcomes of all possible actions that we might take we will decide nothing, because radical uncertainty means that the branches on the tree of Bayesian reasoning multiply indefinitely. What will the weather be like next Wednesday? Will the bus arrive on time? And that is even before we start to ask what will be the level of stock prices in 2025, or the state of relations between China and the United States in 2030. Such is the nature of radical uncertainty, and why humans have evolved ways of making choices that differ from the systematic evaluation of all possible outcomes.
We use words like reflex, instinct, emotion and intuition to describe what we do when we pull our hand away from the hot stove, rush to the aid of a distressed child or injured stranger, mistrust a potential new employee or business partner. These are not ‘irrational’ responses we would be well advised to suppress, but behaviours which evolution has honed for us and social learning has reinforced in us to enable us to cope with a radically uncertain world. Humans benefit from evolutionary or ecological rationality, which is different from axiomatic rationality, and more relevant to the large worlds in which we all function.
Still, there is some validity in the system one/system two distinction. We will come back to that in chapter 15, in which we distinguish evolutionary rationality – which is the basis of our judgements and actions – from communicative rationality, the language we use to explain our judgements and actions to other people. Humans are distinguished from other mammals by their capacity for communication and coordination.40 This propensity towards cooperation is not limited to humans, but its scale and extent are rare in the natural world. ‘Eusociality’ describes behaviour in which animals practise a communal division of reproductive and nurturing labour, with multiple generations living together and working to rear the collective young. Eusociality leads to the division of labour, whose critical importance to economic development Adam Smith recognised in the very first pages of The Wealth of Nations. Eusocial species are highly productive, able to undertake complex tasks, and build elaborate artefacts.
Eusociality has emerged down two distinct evolutionary pathways. Manifestations of eusociality are found among humans, and to a much smaller extent in some other mammals, and is the product of communication. In humans, the development of highly sophisticated language abilities brought about an order-of-magnitude change in the capacity to achieve the division of labour. Eusociality is also found in some insect species, notably ants, termites, and some bees. In an ant colony, all workers are related to the queen, who specialises in reproduction; thus the genetic mechanisms are entirely different from those of mammals, but the division of labour is extensive. Fertilised eggs are taken to dormitories where they are cared for, and where the larvae they become are fed by workers. Other workers gather or manage resources, and soldiers defend the common nest from enemies.
Human versus machine intelligence
Evolutionary rationality gave us the capacity to make computers, but not to be computers. Computers can perform calculations far more accurately, and more quickly, than even the most numerically agile of humans. Such computers can now play chess, or the Asian game Go, better than any human player. And they can implement profitable trading strategies in financial markets – with the aid of highly skilled programmers – and read many diagnostic scans better than most radiologists. For all of these problems there is a large existing database from which the computer can learn: all the games of chess and Go which have ever been recorded, the mass of data on securities market prices, and the thousands of scans which have already been made and for which the ultimate outcome is known.
Artificial intelligence (AI) engages computers which can learn from experience. It is the means by which many believe that eventually all mysteries will become soluble puzzles. DeepMind, an AI company, put together a program which beat the reigning champions of Go – a game which has more potential combinations of board positions than there are atoms in the universe. It did so by allowing the computer to create a massive database of games constructed by playing against itself. DeepMind’s computer did not need access to any historic data. But this was possible only because Go is a problem which, although immensely complex, is comprehensively and precisely defined by its rules. The DeepMind computer which taught itself to play Go had access to the rules of Go and knew, at the end of each of the many thousands of games which it played with itself, which side had won. All the successes of artificial intelligence to date have been based on the ability of the computer to train itself in this way, and its speed of calculation means that a computer can very quickly play more games of chess or Go than an individual could in a lifetime.
The problem President Obama faced was altogether different. The information to which he had access was unavoidably limited. The consequences of his decision depended on many knowns and unknowns, and there was little if any basis for attaching probabilities to them. No rulebook governed the response of the men in the compound, whoever they were, or of the Pakistani government or military. The situation was unique, and the President could not train himself by making that decision thousands of times and seeing the result. At best, he could utilise loose analogies to situations he and other political leaders had encountered. But any historical analogy would be strained. Anthony Eden, who had resigned from Chamberlain’s Cabinet in 1938, lost office as Prime Minister in 1957 after making the mistaken analogy between Hitler and Nasser and launching an unsuccessful invasion at Suez. Obama did at least have the opportunity to learn what the proximate consequences of his decision were, which is often not the case in major political or business decisions. But his problem was not one of computation. We do not think it is simply a failure of our imagination to say that we find it difficult to understand what a computer acting as President of the United States would actually begin to do in that situation.
And even the chess- and Go-playing computers are not programmed to optimise. As Herbert Simon had envisaged in the 1950s (when he greatly underestimated the time it would take to build a machine which could defeat a grandmaster), these machines satisfice. They find not the best move, but a move that is good enough. There is, in principle, a ‘best’ way of playing chess – a perfect game in which no move by either white or black could be improved on. This would be the ‘solution’ to the game of chess (which economists in characteristic style describe as the subgame perfect Nash equilibrium). But we do not have, and perhaps never will have, computers powerful enough to find that game.41 If neither Magnus Carlsen (in 2019 the world champion) nor Deep Blue can play a perfect game of chess, it stretches the imagination to suppose that ordinary people and businesses could optimise the game of economic life.
Kahneman argues that in understanding human behaviour, noise – randomness – is even more important than ‘biases’. He looks forward to the day when artificial intelligence will eliminate our natural stupidity: ‘it’s very difficult to imagine that with sufficient data there will remain things that only humans can do’.42 As a result he suggests that it would be a good idea to ‘replace humans by algorithms wherever possible’.43 In this way, the biases and noise that allegedly represent the systematic and random deviations of human from axiomatically rational behaviour can be avoided.
But mathematical reasoning applies only to a small world and not to the large world in which we actually live, and it is not clear how the computer would learn what was ‘rational’ in that world. Computers can perform many tasks more quickly and reliably than humans, and we should use them for those tasks. But a computer would not have resolved the issues faced by Napoleon and Obama, and gave the wrong answer to the Viniar problem. For too long, the type of intelligence that is necessary to cope with a world of radical uncertainty has been underestimated and undernourished. The concepts of biases and noise, which underpin much of behavioural economics, are, when taken to the lengths of a general theory, inconsistent with radical uncertainty, with evolution, and with the collective nature of much human decision-making.
Judgement cannot be avoided in a world of radical uncertainty. Remember the old adage: only do what only you can do. We need to apply that to human reasoning in worlds of radical uncertainty. We have no need to fear computers; we should use them. To do that requires judgement. Good judgement cannot be summarised in twelve rules for life, seven habits of effective people, or even twenty-one lessons for the twenty-first century.
Human intelligence and artificial intelligence are different, and the latter enhances rather than replaces the former. No computer has yet come within even close distance of writing a poem or a novel which anyone would want to read. The portrait Edmond de Belamy which was created by a computer and sold at Christie’s in 2018 for $432,500 achieved that price because of its curiosity; it is neither good nor original. Even computer language translation fails in fully maintaining the sense of the original, far less its style, because computers do not ‘understand’ the context to which the text refers.44 Our actions reflect both the context within which we act and our shared narratives about that context. And it is because they lack that context that computers are not capable of negotiating with Chinese diplomats or building a strategy to defeat a terrorist insurgency. And that is why the ‘singularity’ – the time at which artificial intelligence will supersede the product of natural, cultural and social evolution in humans – is no more than a distant pipe dream. Artificial intelligence offers the prospect of ever faster ways to solve complex puzzles, but it will not resolve mysteries.
The forces that designed the universe equipped us to acquire most easily and most rapidly the capabilities which are crucial in our lives, including the ability to cope with unanticipated and unique events. If the ability to do very extensive calculations rapidly were a vitally important characteristic required in the real ‘large’ world, then evolution would probably have helped humans develop that capacity. Instead, we humans have acquired other skills. Skills such as the ability to synthesise both quantitative and qualitative information in order to make sense of ill-defined and complex situations. Skills such as the capacity to stimulate our own and other people’s thinking about human behaviour, and about future possibilities, through insightful and imaginative essays and stories.
The narration itself doth secretly instruct the reader, and more effectually than can possibly be done by precept.
—THOMAS HOBBES,
Of the Life and History of Thucydides1
Humans acquire knowledge through communication and learning. Chimpanzees and even bonobo apes do not go to school. In chapter 1 we described how Dick Rumelt, Professor of Business Strategy at University of California Los Angeles, would invite his classes to tease out ‘what is going on here’. The case-study method of the MBA class requires students to prepare for each weekly session by reading material about a decision in a company of which they have no prior knowledge. Much of the work in determining ‘what is going on here’ has already been done by the teaching assistant who prepared the case. The class debates the material and, with the aid of the professor, forms a view of ‘what is going on here’, and moves towards a recommended course of action. The cases are rarely live – the company has already, for better or worse, moved on.
To observe that any decision starts from the question ‘What is going on here?’ seems obvious and even trivial. But as Rumelt, with decades of relevant experience, immediately recognised, it is not. That mode of analysis is certainly very different from the approach of the Bayesian dial, in which lone decision-makers begin from a set of prior beliefs and watch the dial move back and forth as new information becomes available to them. The student who begins the course with prior probabilities derived from one or two previous experiences, or picked from one of the shelves of trite business books in the airport shop, will quickly see these demolished in a well-conducted MBA class. Intelligent views about actions, and the range of possible actions, are expressed at the end, not the beginning, of the process of ascertaining ‘what is going on here’.
We have both had the good fortune to see in action good and bad decision-makers – in business, in politics, in finance. And to observe that having prior opinions about everything is one of the principal characteristics distinguishing the bad decision-maker. Victims of ideology or arrogance, often talking more than they listen, such people fail to acknowledge that on almost every subject, someone else knows more than they do. They do not recognise the limits of knowledge – both the limits of their own knowledge, and the limits of all human knowledge of complex and evolving situations. They believe themselves capable of ranking all possible uncertain bets. Unlike Buffett, they are always ready to swing on every pitch.
Good decision-makers, by contrast, listen respectfully, and range widely to seek relevant advice and facts before they form a preliminary view. And when they do arrive at a view, they invite challenge to it, before drawing the discussion to a conclusion. Well conducted, the case method of the business school is an exercise in teaching future executives to think in this way. And similar exercises are part of the curriculum of law schools and of the apprenticeship phase of medical training.
Rumelt’s students were fortunate to sit in front of one of the finest professors. Most are not so lucky. And others, recruited by consulting firms, are supplied with a collection of priors – a PowerPoint pack of which only the title need be changed from presentation to presentation. The reality of what is called strategy formulation in business is often depressingly different from the process of ascertaining ‘what is going on here’.
The strategy weekend
The strategy weekend is a ritual in which senior management decamps to a country hotel in the expectation that, stuffed with fine food and lubricated by good wines, the team can contemplate the future of their company with an especial detachment. One of us was sitting at a refectory table in a panelled room hung with old paintings of dubious authenticity. On opposite sides of the table were the planning manager and the chief executive of one of the company’s main operating businesses. The chief executive picked up the bulky strategic plan and lost his temper with the planning manager. ‘We have spent three man-years providing information for this document,’ he said, ‘and I can’t think of one occasion on which we have referred to it. What do the numbers in it mean? Are they forecasts? Are they targets?’ By this time, the planning manager was equally angry. ‘You are now in charge of a business of twenty thousand people,’ he snapped. ‘You can’t go on running it by the seat of your pants.’ As they later acknowledged in the bar, they were both right. The chief executive did need a broader sense of where the business was going than his day-to-day considerations; but the document presented to him, by those who were charged with responsibility for planning, was not meeting his needs.
Another time, another place: a company with a very different image of itself that was reflected in the conduct of the proceedings. The location was not the peaceful English countryside, but close to a major airport. The room was full, not of antiques, but of audio-visual equipment. This company had flown someone described as a ‘facilitator’ from the United States to orchestrate the day’s proceedings. He was strutting on the platform trying to elicit attention, reminiscent of a pimp trying to attract customers into a risqué nightclub. ‘We’ve got to ask ourselves,’ he said, ‘what sort of company we want to be. Do we want to be Europe’s leading firm in our industry, or not?’ The audience contemplated this. ‘Let’s take a vote on it.’ By this time some people were looking to the floor in decent embarrassment. The vote proceeded, and the reader can guess which way it went.
But no sooner had the firm embarked on planning the implementation of its decision to become Europe’s leading firm in its industry than it hit a snag. The firm had only 2% of the German market. An earlier attempt at German entry had not been successful. It was agreed that Europe’s leading firm in that industry needed to have at least 15% in Germany. That clearly meant a German acquisition. There were only two firms that were available and large enough to fill this gap. The choice was quickly narrowed down to one.
Within half an hour, this firm had effectively made a decision to make an acquisition in Germany – one it subsequently implemented. At no time had it discussed what such an acquisition would cost, what the likely returns from it would be, or what value it could add to the relationship. That company exemplified a dominant tradition of business thinking of the 1980s. An approach based around visions and mission statements – a wish-driven strategy, founded not on a sense of what the company is but on what it would like to become, reminiscent of children debating whether to become a brain surgeon or an engine driver.
Another strategy weekend, another company. The audience was watching a video entitled ‘Quality is Free’. The video explained that better quality led to higher demand. That implied lower unit costs and greater revenue, leading to increased profits, enabling quality to be improved still further. This virtuous circle would continue for ever. The firm concerned was a water supply company. At the end of the presentation one of the authors approached the consultants who had shown the video with what he thought were constructive criticisms. He pointed out that what people generally mean by quality in the water industry is drinking water quality. But less than 2% of all the water consumed is drunk – most is used for washing, flushing, in industry or agriculture, or in protecting golf courses and the courts at Wimbledon.2 So even if improvement in drinking water quality led to a doubling in demand for drinking water, it would increase total consumption by less than 2%. Even that increase seems optimistic. People rarely say, ‘I’ll have another glass of your tap water, please, it’s so good.’
Moreover, higher volumes do not lead to lower unit costs in the water supply business, rather the opposite. A water company makes use of the cheapest and most accessible sources first. That is why water charges are higher, and rising, where demand is growing. And the majority of that water supply company’s customers, and practically all their drinking water customers, were on tariffs under which what they pay is independent of the amount they consume. Thus, not only could there be no lower unit costs from better quality, there would be no increased revenues for that company. Whatever businesses the circle of quality might apply to, the water supply industry was not one of them. The model was simply not relevant to the issues the company faced.
But the consultants were unwilling to engage in the argument on those terms. They did not dispute the assertions about costs or demand or revenues. They regarded the author as a tiresome pedant. What was being presented were metaphors, inspirational messages. They were not intended to be literal statements about that company or indeed about any company. By treating them as assertions about the real world, subject to appraisal and verification, the author had misunderstood the nature of the exercise.
And so had the executives present. These companies had paid substantially for what they supposed was the best advice. They were earnestly seeking knowledge, but what they were receiving was, at best, of no value to them. They were victims of three of the most common errors, not only in the formulation of business strategy, but in analysis and problem-solving more generally.
The first company, sitting beneath the bogus ancestral portraits, had mistaken quantification for understanding, and confused forecasting and planning, in a manner which provided little help but encouraged the proliferation of invented numbers. This was a common approach to business strategy in the 1970s, and most companies have now moved beyond it, just as states have moved beyond the five-year plan. But the public sector is instead awash with models and metrics, and the mantra that what can be counted counts – and hence that only what is counted counts and what counts can and must be counted – has infected all areas of public and business policy.
The second company, embarking on the acquisition of a German firm, had confused aspirations with strategy. That confusion naturally leads to the complaint that formulating strategy is easy: implementation is the problem. There are many worse examples of the practice than the one above. At least that debate was a spur to action, even if a poorly reasoned one. It is today almost obligatory for organisations, small or large, private or public, to adopt some vacuous statement of vision or mission. You have read them and passed them by, but do not underestimate the time wasted debating their wording. Or, more seriously, the extent to which that wasted time has substituted for serious discussion of the character and purpose of the organisation and the development and achievement of that character and purpose.
And the third company, whose directors had spent half an hour watching ‘Quality is Free’, oblivious to its irrelevance to the water industry, had failed to recognise the difference between motivational proselytisation to employees – for which there is a role – and boardroom debate. Winston Churchill was an inspired orator in his speeches to Parliament and public, but it is hard to imagine that his Cabinet colleagues would have reacted well to similar bombast when confronting the endless practical difficulties of fighting alone against an all-conquering opponent.
Diagnosis
Rumelt describes the process of asking ‘What is going on here?’ as one of diagnosis, the term drawn from medicine. Jerome Groopman, writer and practising physician, has attempted to discover How Doctors Think in a book with that title. Groopman describes mistakes he and his colleagues have made in diagnosis, attributing many to the standard list of ‘biases’ familiar to readers of behavioural economics. But most are in fact the result of excessive attention to prior probabilities – ‘he looked healthy when he walked into the surgery’, ‘there’s a lot of it about’, ‘most of my patients with symptom x have disease y’. The good doctor listens, tests, asks questions, and only then arrives at a provisional diagnosis, treading a fine line between correctly identifying the symptoms which support a provisional diagnosis and being too quick to identify what he or she expects to find. That is why good doctors discuss difficult cases with their colleagues, and many groups of clinicians institutionalise that practice.
Which of us would wish to consult a doctor who did not demonstrate both confidence and caution in reaching a diagnosis? Or one who sat beneath a Bayesian dial which swung back and forth during the consultation? With an initial setting that read either ‘I don’t know’ or ‘most people get better in a few days anyway’, even though both statements are likely true. Or a doctor who was unwilling to share, perhaps selectively, the diagnostic reasoning? Communication is central to the skills of the good doctor. And we suspect that many people will be reluctant to be treated by computer, just as they are reassured by the sight of the uniformed pilot even though the computer is actually flying the plane. When a skein of geese takes out the engines, the passengers recognise that humans may cope more effectively than computers with radical uncertainty.
Computers and the algorithms they use can effect large improvements in medical care. Billions of people seek treatment every year and the training base on which artificial intelligence can learn is huge. And as with the machine that plays chess or Go, the progress of patients provides feedback on how well the program is performing, although such feedback is never as rapid or as clear as in these games. A computer can maintain and search the entire corpus of medical knowledge better and more quickly than the most distinguished of medical academics. The power of these methods will improve and speed up the process of diagnosis and may even displace the doctor in many well-defined ‘small world’ problems.
But we expect that it will be highly skilled and experienced doctors, aided by algorithms and data-driven treatment protocols, who will continue to attract patients. One of the authors is still alive because the old-fashioned, intuitive but experienced doctor – whom he initially viewed sceptically – pursued the question of ‘What is going on here?’ and identified an issue which the accurate but incomplete diagnosis of the younger, more scientifically trained doctor had missed.
Historical narratives
As we recounted in chapter 4, Gibbon said of Hannibal’s passage of the Alps that the account of Livy ‘has more of probability, yet that of Polybius has more of truth’. The comment not only illustrates the changing meaning of probability, but different approaches to history. Livy set out to write a comprehensive history of Rome, weaving into a whole the legends which had contributed to Roman identity and culture. And he did so in a literary masterpiece which is still studied by students and scholars two millennia later. It is perhaps unlikely that Livy really believed that Rome was founded by, and named after, one of twins who had been abandoned to the Tiber river and rescued and nurtured by she-wolves. But for Livy’s purposes it did not matter whether the story was an accurate account of events which had actually occurred.
Ethnicities are based on mixtures of myths, legends and selective accounts of real historical events: Alfred burnt the cakes; Harold was pierced in the eye at the Battle of Hastings; and Magna Carta is the founding document of democratic institutions. Perhaps. The Scottish history one of us learnt at school elevated skirmishes between groups of thieving raiders into victorious battles against the English enemy, but made no mention of the Scottish Enlightenment; that seminal event in the history not just of Scotland but of the world contradicted rather than reinforced the prevailing ethnic narrative of romantic and heroic nationalism. And the other author learnt that after the English had resisted the savage and uncivilised Scots for centuries, the collapse of the Scottish economy at the beginning of the eighteenth century paved the way for the pacification of the Highlands and allowed the creation of a peaceful, prosperous, democratic United Kingdom.
In The Second World War, Winston Churchill wrote in his characteristic style, ‘the supreme question of whether we should fight on alone never found a place upon the War Cabinet agenda. It was taken for granted and as a matter of course . . . we were much too busy to waste time on such unreal, academic issues.’3 Contemporary records now available demonstrate that this statement is completely false: the decision to fight on was the subject of heated debate in the War Cabinet.
Polybius had a very different objective from Livy – or Churchill. Polybius was one of a few classical authors – Herodotus another – to emphasise material evidence over authority. Churchill was composing inspirational narrative in the style of Livy, not history in the style of Polybius. By the time of the Enlightenment, the lives of French kings still comprised the greater part of Voltaire’s historical writings, but he went far beyond chronicling their victories and celebrating their fecundity. Voltaire was interested in the economics, culture and society of the eras he described. And Gibbon himself set the model for a very different style of history in his Decline and Fall of the Roman Empire.
In the early nineteenth century, the German historian Leopold von Ranke famously set out the objective of modern historical scholarship – to describe ‘wie es eigentlich gewesen ist’, often translated into English as ‘how it really was’. Georg Iggers, Ranke’s modern editor, emphasises that this rendering fails to capture adequately the spirit of the original German. Setting Ranke’s observation in context, he writes, ‘It is not factuality, but the emphasis on the essential, that makes an account historical.’ Iggers argues that ‘wie es eigentlich gewesen ist’ is equivalent to ‘determine what is going on here’ rather than ‘explain the world as it really was’. Iggers continues: ‘Ranke belonged to the tradition of 19th-century German thinkers who stressed that the historical and cultural sciences dealing with values, intentions and violations were fundamentally different from natural sciences and required unique methods aiming at concrete understanding of historical phenomena rather than abstract causal explanations.’4
From this perspective two distinctions are important. First, the emphasis on values, intentions and violations invokes concepts which are more difficult, though not necessarily impossible, to express in mathematical language. Second, and more importantly, history is primarily concerned with unique events. As Shackle emphasised, the frequency distribution of the outcomes of revolutions was not relevant to the palace guard. He could be executed only once. There are board games which represent great and closely fought historical battles, such as Gettysburg and Waterloo, and these games would not command continued attention if General Robert E. Lee and Napoleon could not plausibly win them. And, perhaps, if these battles had been fought many times, and we could construct a frequency distribution of the outcomes, as we can for the board games, we could infer from that a probability that Lee or Napoleon would have won. However, on the single occasions on which Gettysburg and Waterloo did take place, Lee and Napoleon were defeated, and so American slavery was ended and Britain is not a French-speaking nation.
Anthropology
A group of economists met with anthropologists to see what they could learn from each other. The differences were quickly apparent. The anthropologists had undertaken fieldwork in Papua New Guinea, the Amazon basin, and English police stations. The economists found the idea of visiting a factory or trading floor amusingly exotic. The anthropologists watched and listened; the economists asked for the figures. The anthropologists took the fieldwork home afterwards and wrote a narrative. The economists had sketched a model even before encountering the data set. Still, as former Florida Republican governor (now Senator) Rick Scott put it, ‘How many degrees in anthropology does Florida need for a healthy economy?’5
The group adjourned to the pub, and someone bought a round of drinks. The conversation naturally turned to the origins and rationale of this social phenomenon. The anthropologists saw it as an example of ritual gift exchange, which cemented social relationships and anticipated reciprocity. They cited not only the osotua practices of those Maa speakers in Africa, but the potlatches of native tribes in the American north-west (ceremonies involving massive and sometimes destructive exchanges of gifts), and the modern American – and European – practice of marking a proposal of marriage with a costly engagement ring. The economists found an altogether different explanation for a round of drinks. The practice minimised transaction costs, reducing the number of occasions on which money needed to be handed across the bar, and the frequency with which the bartender made change. They drew an analogy with Ronald Coase’s famous analysis of when it made sense to deal through markets and when it was better to internalise the transaction within the firm.6
It was an economist, of course, who proposed an empirical test of the alternative hypotheses. What happened if you bought more drinks than had been bought for you? The anthropological explanation suggested that you should feel pleased, as does the happy groom-to-be when his gift is accepted, in anticipation of future mutual exchange of favours. The economist feels regret at having spent a sub-optimal evening.
But the test proved inconclusive. The anthropologists felt as anthropological studies predicted; the economists’ reactions were consistent with their economic theory. One lesson, perhaps, is that anthropologists – and perhaps others – should not socialise with economists; the economists will feel pleased but the anthropologists’ expectations that their generosity will be returned in future are likely to be disappointed. ‘Economists Free Ride, Does Anyone Else?’ was the title of a widely noted study.7 (The economist who relies on others to buy him drinks is known to his colleagues as a ‘free rider’ – non-economists may apply less neutral language.) The authors concluded that non-economists did not mainly free ride, but that economists did; when the authors sought to explore the reasoning of both groups they found that ‘Comparisons with the economics graduate students are very difficult. More than one-third of the economists either refused to answer the question regarding what is fair, or gave very complex, uncodable responses. It seems that the meaning of “fairness” in this context was somewhat alien for this group.’8
Reciprocity and exchange
The evening led the authors to realise that anthropologists and economists are not really so far apart. Adam Smith began The Wealth of Nations with the observation that ‘the propensity to truck, barter and exchange is common to all men’.9 The classic anthropological study of reciprocity in human relationships is Marcel Mauss’s 1925 essay The Gift. Mauss asked, ‘What power resides in the object that causes its recipient to pay it back?’10 ‘The objects are never completely separated from the men who exchange them.’11 Mauss’s thesis would be summarised in the popular adage ‘there’s no such thing as a free lunch’, which fifty years later would be the title of a book by Milton Friedman.
When a doting grandparent gives a present to a grandchild, there is an expectation that the child will return the favour, but no expectation that the returned favour will be of equivalent value. Everyone understands that gift-giving is part of the process of establishing and cementing social relationships, and that these relationships serve economic as well as social purposes. (Except, perhaps, a few economists: Joel Waldfogel’s short article in the American Economic Review on ‘The dead-weight loss from Christmas’ showed that the monetary value recipients attached to gifts was significantly less than their cost. This was assumed, at least by the present authors, to have been written with tongue in cheek until Waldfogel followed it up with a book developing the thesis at much greater length.)12
As Mauss explained, gifts generally entail some notion of reciprocity. But the more remote the ties of community or kinship, the greater the need for some sort of equivalence in exchange. Until one reaches the purely commercial exchange, in which the transaction becomes an anonymous one between parties who cannot have any other relationship with each other because they do not know who they are. Such exchanges require some sort of accounting system, in which credits and debits are recorded. Animals groom each other, but, as Smith went on to observe, ‘Nobody ever saw a dog make a fair and deliberate exchange of one bone for another with another dog.’13 The ability to calculate and render precise accounts, which is a creation of modern commercial life, enables lengthy chains of transactions between parties far apart.
But few transactions in a modern economy are anonymous. We buy trusted brands and rely on recommendations from friends or reviews on websites. Our supermarket, as well as our doctor, tries to build a relationship with us. Even in the most monstrous excesses of modern capitalism, social ties and reciprocity are important. In Tom Wolfe’s defining novel of 1980s New York, The Bonfire of the Vanities, a chapter is entitled ‘The Favor Bank’ and Tom Killian, attorney for the bond-trading anti-hero, assures him, ‘Everybody does favors for everybody else. Every chance they get, they make deposits in the Favor Bank.’14 The egregious email correspondence between the traders involved in fixing LIBOR and other London securities markets is replete with comments such as ‘I owe you’.15 Even as they engaged in fraud, the participants engaged with each other through what an anthropologist would recognise as gift exchange. No one who has seen The Godfather would be surprised.
Such loose reciprocation within social groups is particularly important because radical uncertainty makes impossible the actuarial calculation of fair prices for risks based on frequentist probability distributions. In practice, we deal with most risks through mechanisms of loose reciprocation involving family and friends, affinity groups and other mechanisms of mutualisation, and state institutions based on some concept or other of social insurance.
Unique events and multiple explanations
We have described how students of business, historians and anthropologists approach the question ‘What is going on here?’ Their accounts are eclectic and pluralist. They require what the anthropologist Clifford Geertz, following Gilbert Ryle, called ‘thick description’: the need for multiple levels of explanation of social – including economic – phenomena. The doorbell rings. It rings because an electrical circuit is completed causing a hammer to strike metal. It rings because someone pressed the bell push. It rings because an anthropologist neighbour wishes to invite us for drinks. All these are valid components of explanation.
The economic and anthropological theories of the practice of buying rounds of drinks were complementary, not competitive. Studies of gift exchange are plainly relevant to the nature of social interaction among friends in a bar. Yet if the practice of the round were inefficient, it would be less likely to survive. In 1884, the Canadian government made the holding of potlatches a criminal offence. It believed that the economies of the tribes which held them were severely damaged by the practice. Franz Boas, widely described as the father of modern anthropology, protested vigorously that even if the law were appropriate, the practice was too deeply embedded in tribal culture for the prohibition to be enforceable.16 Both the government and Boas had a point.
And Waldfogel also had a point when he described the dead-weight loss from Christmas. We have both received – which adult has not? – presents we did not really want, and silently regretted the expense the donor had incurred. But we would not favour the criminalisation of the exchange of Christmas presents, or even suggest that people should be ‘nudged’ into abandoning the practice. The transfer of value from giver to recipient is only a small part of ‘what is going on here’. A thicker description is required.
‘Thick description’ is needed to understand economic events, such as the 2007–08 financial crisis. Any explanation of these events which does not include an anthropological appreciation of the dysfunctional culture of the securities trading activity of the time fails to elucidate why financial institutions behaved in ways so damaging to both their balance sheets and their reputations. And it is also important to allow room for an explanation of why macroeconomic developments permitted excessive expansion of bank lending and trading to occur.
Whether we are dealing with potlatches, Christmas, family life or financial crises, a proper response begins with an assessment of ‘what is going on here’. This diagnostic phase takes different forms in different fields. People visit doctors because they believe they are ill. Engineers are consulted on a specific project. A historian typically studies one period or aspect of history; often the interests of their PhD supervisor will have set the course of their career. An anthropologist similarly hones his or her professional skills on a specific, unique, piece of fieldwork. Aeronautical engineers undertake a project – to put a man on the moon, or to build an aircraft which will take five hundred people to Australia.
The participants at the strategy weekend were susceptible to bullshit because they did not really believe they had a problem; the offsite debate was no more than a required observance of the modern corporation. Like the readers of self-help books, the attendees planned to return to their offices on Monday morning to get on with their work. Business leaders have often told us ‘we want someone like you to challenge our ideas’. Our experience is that the statement is almost never true. Need, sometimes; want, rarely.
Law is slightly different. Clients who consult a lawyer may not have a problem – although they often do. They have an issue. In many colleges, students of law are taught to follow a structure described as IRAC: issue, rule, analysis, conclusion.17 The impressive skill of a top lawyer is to identify the issue; to give structure to an array of amorphous facts, frequently presented in a tendentious manner – that is, to establish ‘what is going on here’. Once the diagnostic phase is accomplished, the remaining stages follow logically. Rule – establish the relevant legal principles. Analysis – how does that set of legal principles relate to the facts of this particular case? Conclusion – what should the client do, or the court decide? And the lawyer should do this in a dispassionate, unemotional manner.
IRAC is a useful acronym for anyone engaged in the search for practical knowledge. In the legal context it leads naturally to the two next stages of effective practical reasoning – communication of narrative and challenge to the prevailing narrative. Some of the most important and skilled storytellers are trial lawyers in the courts.
UNCERTAINTY, PROBABILITY AND THE LAW
The hardest thing about thinking like a lawyer is overcoming the very desire to be rational in the face of uncertainty.
—JEFFREY LIPSHAW1
For thousands of years, courts of law have been required to reach decisions under conditions of radical uncertainty. King Solomon delivered what may be the earliest recorded legal judgment, in the case of the two harlots; both claimed to be mother of the same baby. In modern times, it has been argued that lawyers have much to learn from probabilistic mathematics and Bayesian reasoning. There is some validity to this view, but more to its opposite – that devotees of probabilistic reasoning have much to learn from the accumulated wisdom of the practice of law.
Sally Clark and O. J. Simpson
Sally Clark, a British solicitor, was tried in November 1999 for the murder of her two sons. Clark’s first son died suddenly within a few weeks of his birth in September 1996, and in December 1998 her second son died in a similar manner. The prosecution introduced statistical evidence presented by a consultant paediatrician, Professor Sir Roy Meadow. Meadow explained that the observed frequency of ‘sudden infant death syndrome’ (SIDS) in a family of Clark’s social background was 1 in approximately 8500 and so the chance of two deaths was 1 in (8500 × 8500), or about 1 in 73 million. Meadow repeated the aphorism ‘one sudden infant death is a tragedy, two is suspicious, three is murder’.2
Using Meadow’s evidence, the prosecution claimed that the odds of two cot deaths in the same family were so low as to be expected only once a century. Given the complex and conflicting medical evidence, it would be surprising if that striking and simple statistic had not played a role in helping the jury come to its verdict of guilty. Clark was sentenced to life imprisonment and her reputation shredded by the British press. In 2003, she was released from prison after winning an appeal – albeit largely on procedural grounds rather than as a result of the misuse of statistics at her trial. Nevertheless, the Royal Statistical Society formally expressed its concerns about the misuse of statistics in such trials.3 Sadly, as a result of her ordeal Clark suffered severe psychiatric problems and died from alcohol poisoning in 2007.
As a result of Clark’s and several other similar cases, Professor Meadow was struck off the medical register for serious professional misconduct by the General Medical Council in 2005 (although he was reinstated by order of a court in 2006, which decided that his mistake in misunderstanding and misinterpreting the statistics had not amounted to serious professional misconduct).4 We return below to key aspects of this case, which the journalist Geoffrey Wansell described as ‘one of the great miscarriages of justice in modern British legal history’.5
O. J. Simpson, an American football legend, failed to surrender to police investigating the murder of his wife Nicole and was arrested following a car chase which was relayed live on CNN. His subsequent televised trial and acquittal may represent the most widely followed criminal proceedings in modern history. The most memorable moment of the trial was when the prosecution invited Simpson to try on the bloodstained glove found at the scene of the crime. ‘If it doesn’t fit, you must acquit!’ interjected Johnnie Cochran, Simpson’s flamboyant defence attorney. It didn’t fit.
But the case seemed to hinge on DNA evidence. Although the forensic use of DNA was then in its infancy, the court was told that the probability that two randomly selected people have a DNA match is around one in five million. The prosecution used this figure to argue that the presence of Simpson’s DNA at the crime scene demonstrated his guilt beyond reasonable doubt. The defence pointed out that 30 million people lived in the Los Angeles area and therefore six people in Los Angeles alone were potentially implicated in the murder. How should the jury have assessed such claims?
Legal reasoning
When probabilistic reasoning was developed in the seventeenth century, many mathematicians and philosophers at the fore-front of the new approach felt strongly that their ideas could and should be applied to the law. Indeed, legal problems – such as the interpretation of contracts, the credibility of witness testimony and the design of panels of judges – were among the principal applications of the new theory of probability.6 Nicolaus Bernoulli – originator of the St Petersburg paradox, whose proposed resolution by his cousin Daniel was described in chapter 7 – wrote a dissertation on the application of mathematical probability to the law.7 And three famous French statisticians and probabilists, Condorcet, Laplace and Poisson, devoted much effort to producing theories of how the legal system should operate based on explicit probabilistic reasoning.8 Inspired by evident injustices, such as the infamous case of Jean Calas, a Protestant merchant from Toulouse, who was tried, tortured and executed in 1762 for the murder of his son (for religious reasons he had tried to cover up his son’s suicide) and later exonerated after a campaign led by Voltaire, these figures of the Enlightenment believed probabilities could be used to reform the French legal system.
Condorcet, in an annotated translation into French of Bernoulli’s dissertation, set out to show how the risk of judicial error could be minimised by appropriate numerical targets for the size of judicial tribunals and the majority required for a guilty verdict. His criterion was that the probability of an innocent person being convicted should be no higher than the chance that someone going about their daily business should suffer an unexpected fatal accident; a probability which Condorcet estimated, on the basis of statistics on such phenomena as fatalities during Channel crossings, to be 1 in 144,768. By assuming that each judge made a correct decision with probability 0.9, Condorcet calculated that a tribunal should consist of thirty judges, with twenty-three ‘guilty’ votes required for conviction.9
Such finely tuned proposals had little impact on the administration of justice. During the French Revolution Condorcet was an important Girondin figure, author of their draft constitution and for a time secretary of the National Assembly. Accused of treason for criticising the alternative constitution drawn up by the now controlling Montagnard faction, he wisely decided not to trust the revolutionary courts, went into hiding but was apprehended, and is believed to have committed suicide to escape execution. Although the probabilists saw the legal system as a fruitful application of their science, their approach proved more problematic than at first appeared.
Compounding probabilities
Condorcet calculated the optimal size of a judicial tribunal by assuming that all his thirty judges made decisions independently without reference to colleagues or their opinions. Similarly, Professor Meadow’s calculation of compound probabilities by multiplying 8500 by itself to arrive at 1 in 73 million requires that the two events are independent of each other. Condorcet’s calculations were fanciful, Meadow’s assumption implausible. Whatever the environmental or genetic causes that contribute to cot death, it is plausible that they are common to children of the same parents in the same household. In England and Wales in the late 1990s, a baby in a family with a previous cot death was ten to twenty times more likely to suffer the same fate than a baby in another family.10 It is also likely that a mother who is capable of murdering one of her children is more than averagely capable of murdering another. We simply do not know the relative strengths of the two sources of persistence. And yet Meadow’s claim that ‘two is suspicious, three is murder’ depends on a judgement that murderous intent is more enduring than other contributors to infant death. But no evidence on this was before the court, and such evidence would be hard both to find and to interpret. We simply do not know. Despite the cases in which Meadow gave evidence, against not only Mrs Clark but also other bereaved mothers, little is known about why infants sometimes die in their cots without any sign of illness or accident. There was no database from which reliable information could be ascertained.
In the Simpson trial, both prosecution and defence submissions on probability were seriously misleading. The prosecution claimed that the presence at the crime scene of DNA which matched Simpson’s demonstrated his guilt; the defence argued that Simpson was only one of six people in the Los Angeles area alone who might have committed the crime and left their DNA at the scene. Neither calculation incorporated the critical fact that OJ was the husband of the dead woman. The forensic evidence needed to be linked to recognition that most women who are murdered are murdered by their husbands or partners – especially if, as in this case, there is a history of domestic abuse. The jury might have considered the question, ‘What is the probability that Nicole Simpson was murdered by someone with the same DNA as her husband, but who was not her husband?’ And since that probability is very small, the defence’s suggestion that the blood at the scene might have come from an assailant other than Simpson did not constitute a reasonable doubt.11 The DNA match permitted the decisive rejection of one line of defence, but could not, without other evidence, have been a basis for conviction.
Other lines of defence argument cast doubt on the handling of forensic material in police custody. European police forces spent years seeking a hypothetical international serial killer whose DNA had been found at over forty crime scenes before establishing that the DNA belonged to an employee of a facility which had manufactured contaminated swabs.12
The prosecutor’s fallacy
Professor Meadow, the lawyers who deployed his evidence, and the judge who allowed it to go before the jury made numerous errors in the trial of Sally Clark. The most fundamental of these mistakes, however, was one made so often that it has acquired the label of ‘the prosecutor’s fallacy’. The prosecution argued that the defendant must be guilty because the probability of two accidental cot deaths is very low. But it is also true that the probability that a mother would successively murder her two sons is very low.13 To ignore this second statement and argue that the first statement implies guilt beyond a reasonable doubt is a mistake of statistical reasoning. Fortunately, the probability that any event occurs which gives rise to criminal proceedings is very low.
Once the probabilities associated with every element of a narrative are multiplied together, as the mathematics of probability requires, the probability that the particular sequence of events described in the narrative will occur steadily diminishes. If you crumple a piece of paper, it makes some shape; but the probability that it would make that particular shape is infinitesimally low.14 It would be absurd, or at least trivial, to conclude that one has observed a 25 standard deviation occurrence. Crimes are rare and unique events.
In chapter 5 we saw Nate Silver fail to make sense of the question ‘What is the probability that an unlikely and unique event would occur?’ when we know that the event has in fact happened. Silver was writing in the context of the attack on the World Trade Center; David Viniar struggled similarly in relation to probabilities in the global financial crisis. We can say that the probability that the fair coin which has just fallen heads would have fallen heads is one half, because tossing a coin is the subject of a well-defined and stationary frequency distribution. But most events are not random drawings from a well-defined and stationary probability distribution. So Silver’s calculation of probability was meaningless; Viniar’s statement may have been true within the Goldman Sachs model, but was not true of the ill-defined non-stationary world of complex financial instruments. And no similar statement of probability can be made for most issues that are the subject of contested legal proceedings.
Probabilistic reasoning and Bayes’ theorem are helpful, even indispensable, when a narrow issue in a legal case can be expressed as a small-world problem – as in dismissing Simpson’s claim that some other perpetrator left at the scene of the crime DNA which happened to be an exact match for his own. But the use of probabilities in court is frequently confused and confusing, and has on occasion, as in the application of the prosecutor’s fallacy to Sally Clark, been disastrous.
Nevertheless, some devotees of probabilistic reasoning continue to suggest that lawyers should actually make elaborate calculations of compound probabilities. In the wake of the Sally Clark case and other misuses of probabilities in legal cases, the Royal Statistical Society in consultation with experienced lawyers prepared a series of reports describing how statistical expertise should be used in courts.15 But the eminent authors of these reports simply assume that personal probabilities and Bayesian reasoning are the appropriate means of handling a wide range of uncertainties. Implicitly, they treat the problem as one of judicial ignorance of the relevant mathematics.
Their analysis treats the issue before the court as one of determining the relative probabilities of two mutually exhaustive and exclusive claims – on the one hand, that the prosecution or claimant’s submission is true, on the other, that the defence submission is true. The Monty Hall problem has that exhaustive and exclusive structure. The keys are in one box or the other, and the contestant, with or without the aid of Bayes’ theorem, assesses the relative probabilities. It is difficult to see how the amorphous submissions of both prosecution and defence in the Simpson trial could have been framed in this way. Indeed, Simpson’s defence took advantage of its right not to propose any alternative explanation but simply to cast doubt on the plausibility of the prosecution version of events. In the Sally Clark case the issue might have been posed in terms of relative probabilities: given that Mrs Clark’s two sons both died in unexplained circumstances, what is the probability that she murdered them (the prosecution case) relative to the probability that both suffered cot deaths (the defence case)?16 Alternatively, the court which tried Mrs Clark might have framed the question as one of conditional probability: ‘Given the improbable fact that both her infant children died, what was the probability that Mrs Clark had murdered them?’ But these calculations are fraught with difficulty. There are many explanations other than murder for the death of infant children. And ‘sudden infant death syndrome’ is not an explanation of death but an admission of absence of explanation. We simply do not know enough to be able to sensibly frame such a discussion in probabilistic terms.
But at least these are the kinds of question, like the Monty Hall problem, in which a knowledge of Bayes’ theorem is helpful. The decision is presented as a ‘small world’ problem to which there is a definite solution. Such an approach can be useful in organising thinking about certain aspects of a case – the relevance of DNA evidence for example – but not in understanding the case as a whole. As Adso, the novice monk turned detective in The Name of the Rose, discovered, ‘logic could be especially useful when you entered it but then left it’: an overarching narrative will always be necessary in making legal decisions.17 The job of the court is always to establish ‘what is going on here’ in a unique case. And that is a narrative, not a statistical question.
The differences between probabilistic and legal reasoning
Court proceedings are the most systematic process we have for reaching decisions under conditions of imperfect knowledge – partial ignorance of the past, greater ignorance of the future. And these proceedings follow a style of reasoning very different from the methods of classical statistics.
The courts of England, the United States and some other countries operate under ‘common law’ systems. These jurisdictions have different standards of proof in civil (private disputes between parties) and criminal cases. The civil requirement is to demonstrate the merit of a case on ‘the balance of probabilities’ (in England) or ‘the preponderance of the evidence’ (in the United States), formulations generally assumed to have essentially identical meanings. In a criminal case, however, the guilt of the defendant must be demonstrated ‘beyond reasonable doubt’.
For people – like us – who studied economics and statistics at university, there appears to be an obvious interpretation of these phrases. ‘Balance of probabilities’ means that it is more likely that the proposition is true than that it is not. The probability that it is true must exceed 50%. But to demonstrate a proposition ‘beyond reasonable doubt’ is to establish its truth to some very high degree of probability – perhaps at a level of 95% or beyond. Yet conversations with lawyers establish that things are not really like that. Indeed when US judges were asked what probability was required to meet the requirement of ‘preponderance of the evidence’, not only did they offer a wide variety of answers, but most answers were higher – sometimes much higher – than 50%. US jurors’ estimates differed by more.18
And when delivering judgments or advising juries, judges in common law jurisdictions have resolutely declined to give juries any numerical answer to the question of how much uncertainty constitutes ‘reasonable doubt’.19 The standard of criminal proof is demanding because the injustice from punishing the innocent is perceived to be greater than the injustice of freeing the guilty. Greater, but how much greater? In Genesis 18, Abraham asks God to establish how many righteous must be found in Sodom for the city to be spared. While Abraham bargains the number down to ten, it seems that only the four members of Lot’s family met the criteria of righteousness, and Sodom was destroyed. God was required to balance the ‘type one’ error of rejecting the true hypothesis against the ‘type two’ error of accepting the false hypothesis, and the modern statistician faces the same problem. Medical testing similarly distinguishes the sensitivity (avoidance of false negatives) and significance (vulnerability to false positives) of its procedures, and attempts to measure them – see Gigerenzer’s critique of mammography in chapter 4. Why do lawyers resist similar quantification?
One explanation, favoured by many economists and statisticians, is that lawyers simply lack adequate understanding or knowledge of statistical methods. And there is some truth in that. Courts have often struggled to resolve satisfactorily cases in which statistical evidence plays an important role, as the Clark and Simpson cases illustrate. Often, as in these cases, the statistical evidence presented is itself confused and confusing. Judges do not have, and juries certainly cannot be expected to have, statistical expertise. But those who denounce the innumeracy of lawyers fail to recognise the powerful reasons why probabilistic arguments have only a limited role to play in legal judgments.
The English and American systems offer both prosecution or claimant, and defence, an opportunity to present their cases, but they do not determine the outcome by reference to the likelihood ratio: the relative probabilities of the truth of the alternative contentions. The ‘rodeo problem’ set by Oxford philosopher Jonathan Cohen in 1977, or the similar ‘blue bus’ problem described by the American legal scholar Laurence Tribe, poses the issue.20 There are 1000 seats at the rodeo and 499 tickets are sold. But there is a hole in the fence and the arena is full. The rodeo organiser sues each of the 1000 attendees and wins every case on the balance of probabilities.
But no court would make such a ruling, and we imagine few people believe that it should – though legal scholars have debated the issue for forty years.21 As Cohen observed, ‘the advancement of truth in the long run is not necessarily the same thing as the dispensation of justice in each individual case. It bears hard on an individual like the non-gatecrasher at the rodeo if he has to lose his own particular suit in order to maintain a stochastic probability of success for the system as a whole. So if the system exists for the benefit of individual citizens, and not vice versa, the . . . argument fails.’22 Tribe makes a similar point: ‘tolerating a system in which perhaps one innocent man in a hundred is erroneously convicted despite each jury’s attempt to make as few mistakes as possible is in this respect vastly different from instructing a jury to aim at a 1% rate (or even a 0.1% rate) of mistaken convictions’.23
The limits of statistical reasoning
The issue identified by Cohen and Tribe has wider significance than its – important – application to the judicial process. ‘Statistical discrimination’ is the term used to describe the practice of judging people by reference to the overall characteristics of the group to which they belong. For example, the once common practice of redlining – charging more for services, such as credit, to people who live in a particular area without regard to their own specific credit history – was outlawed in the United States by the Community Reinvestment Act of 1977.
Injustice to individuals is inherent in any application of statistical discrimination. Even if it is true that the redlined district displays higher rates of default than the general population, some, perhaps many, individuals who live there could be relied on to pay their debts. Moreover, redlining certainly had the effect, and may have had the intention, of discriminating against African-Americans. Statistical discrimination may in practice be a mechanism for indirectly implementing policies which if instituted openly would be illegal or otherwise unacceptable. We may wish the police to be more effective in clearing up crimes, but don’t want them to do this by ‘rounding up the usual suspects’.24 A civilised judicial system treats people as individuals, not as drawings from a statistical distribution.25
The availability of big data, which enable us to learn far more about correlations – although not necessarily about causation – creates new opportunities for statistical discrimination and new dangers from its use.26 Related issues arise from the development of machine learning – computers trained on historic data will develop algorithms reflecting past patterns of selection which may no longer be either appropriate or acceptable.27 Even if the explicit use of information such as gender or race is prohibited, the algorithms may have that consequence – without conscious intention for such discrimination on the part of anyone at all.
And yet it would be impossible to abandon statistical discrimination. Employers need to select job candidates from hundreds of applications; universities choose students from thousands who would wish to attend. They identify CVs on the basis of criteria that have in the past been correlated with success. Employers look for relevant experience, universities for high examination grades. Profiling and stop and search techniques in policing have undesirable consequences, but no one could reasonably quarrel with the need to focus police resources on locations where crimes are likely to be committed.
One of us recalls listening to the complaint – made in a university of course – that it was discriminatory to advertise for a qualified accountant. It was not too difficult to secure agreement with the proposition that people with an accounting qualification were more likely to have the relevant skills for an accounting position than people who did not, even though some qualified accountants are incompetent and there are people without accounting qualifications who are nevertheless knowledgeable about accounting. Most of us prefer to consult a qualified doctor rather than interview a random selection of individuals to assess their medical knowledge. We benefit from prior selection by people who are better qualified to administer a test of professional knowledge and competence than we are, although that begs the question of how the people who administer these tests are in turn selected. Discrimination is unavoidable, and the issue is how to prevent inappropriate discrimination. But what is and is not appropriate is controversial and may change over time.
So it proved harder to deal with the argument that people with accounting qualifications are not representative of the population as a whole in respect of gender, ethnicity, age and other characteristics. They are not, and there is a history, now mostly behind us, of inappropriate discrimination in the selection of those who were trained to become qualified accountants. But to omit what should have been an uncontroversial requirement for an accounting position would have been to waste the time of those making the appointment and of many unsuccessful applicants. And an intention to exclude minority groups was not remotely in the minds of those who drafted the advertisement. There is little alternative to a pragmatic approach which evaluates cases on their merits. Statistical information and probabilistic reasoning will often be relevant to those merits, though they do not absolve us from the overriding requirement to ask ‘What is going on here?’ We return to these issues in discussing the implications of radical uncertainty for insurance in chapter 18.
There is no Bayesian dial above the head of the judge in a court of law. A judge who walks into the court on the first day of a trial with a prior probability in his or her mind is a bad judge, and juries are explicitly warned to disregard any prior probabilities they may hold. And these juries are often enjoined not to make up their minds before they have heard the whole of the evidence and the respective submissions of the parties. For compelling reasons. Courts wish to exercise control over the nature of the arguments used to determine the outcome of a case. And thoughtful decision-makers in other fields of life should do the same.
And a reasonable prior probability of the defendant’s guilt is high since people do not usually find themselves in the dock without cause. But following the principle that justice should be administered in an individual not a statistical manner, the law adopts the presumption of innocence. This is very different from the idea that before the evidence is heard one should attach equal prior weight to guilt and innocence. Indeed, a presumption of innocence cannot be translated into any particular numerical probability of guilt going into the case, including zero. The case must be decided on its merits. The principle of Bayesian updating of a prior probability of guilt is incompatible with an initial presumption of innocence. Or with the requirement in civil proceedings that the claimant discharge the burden of proof.
Best explanation
Because justice is administered not on average but in individual cases, bare statistical evidence, in the absence of a narrative, is never enough. Most women who are murdered are murdered by their domestic partners. That may be a reason for the police to investigate the whereabouts of the partner – we doubt if many people would regard such enquiry as an inappropriate application of statistical discrimination. But, whatever frequencies might tell us about probabilities, such statistics cannot, without a narrative context, form a basis for a conviction. We need a story. Narratives are the means by which humans – as judges, jurors or people conducting the ordinary business of life – order our thoughts and make sense of the evidence given to us.28
The legal style of reasoning, essentially abductive, involves a search for the ‘best explanation’ – a persuasive narrative account of events relevant to the case. The great jurist and US Supreme Court Justice Oliver Wendell Holmes Jr began his exposition of legal philosophy with the observation that ‘The life of the law has not been logic; it has been experience . . . The law embodies the story of a nation’s development through many centuries, and it cannot be dealt with as if it contained only the axioms and corollaries of a book of mathematics.’29 The search for best explanation begins by imposing the burden of proof on the prosecution or claimant, who must provide an account of the relevant events, and demonstrate that the account would, if the court finds it convincing, meet the requirements of the law in establishing guilt or liability. The defence may offer an alternative account, challenge the validity of the narrative presented, or simply deny that the burden of proof has been satisfied.30 Narrative reasoning is therefore at the heart of legal decision-making. The prosecution or the claimant is required to present an account of relevant events. The outcome depends on the quality of that explanation. In civil proceedings, the narrative must be a good one, better than any alternative narrative. If so, the claimant succeeds on the balance of probabilities. In criminal proceedings, the narrative must be sufficiently compelling that no materially different account of events could be seriously entertained – the prosecution case is established beyond reasonable doubt.
A ‘good’ explanation meets the twin criteria of credibility and coherence. It is consistent with (most of) the available evidence, and the general knowledge available to judges and jurors. They know that people rarely choose to impale their chest on a knife, or enter houses at night to return mislaid goods to their rightful owners. (Although judges tell juries that they must reach their verdict on the basis of the evidence alone, the application of such ‘common sense’ knowledge of context is central to the rationale and operation of trial by jury.) A good explanation demonstrates internal coherence such that, taken as a whole, the account of events makes sense. The best explanation can be distinguished from other explanations and is not compatible with these other explanations. Statistical reasoning has its place but only when integrated into an overall narrative or best explanation.
Radical uncertainty means that it is rarely possible to know the complete set of possible explanations. If the ‘best explanation’ is difficult to reconcile with the evidence, even if it is the best available explanation, then a legal case, whether civil or criminal, cannot succeed. The further requirement of ‘balance of probabilities’ or ‘preponderance of the evidence’ is then that the best explanation is significantly better than any alternative explanation. And the meaning of ‘beyond reasonable doubt’ is then that no other plausible explanation of events remains in the mind of the jury.
Reasoning by elimination is sustainable only if the complete set of possibilities is known. Thus Sherlock Holmes’s dictum that ‘when you have eliminated the impossible, whatever remains, however improbable, must be the truth’ cannot provide a basis for a decision in a court of law.31 Nor, for that matter, is it wise to use that maxim in other real-world situations. Only a few minutes after Holmes uttered his dictum the great fictional physician Sir James Saunders revealed that the true explanation of the puzzling events was another, and happier, one; a medical diagnosis of a malady of which Sherlock Holmes was not aware. ‘Are there not subtle forces at work of which we know little?’ Sir James opined.32 Sir James was alive to the notion of radical uncertainty.
An appreciation that ‘best explanation’ is the basis of legal reasoning resolves an issue that has puzzled scholars of comparative law. Civil law jurisdictions in France and Germany do not acknowledge the distinction between civil and criminal burdens of proof which is critical in the common law systems of England and the United States. From a probabilistic standpoint, this apparent difference of procedure makes no sense: everyone agrees that a higher standard of evidence is needed to convict a murderer than to resolve the disputed terms of a contract. And this is as true in France or Germany as it is in England or the United States. Common law jurisdictions are focused on an adversarial process, in which the parties provide competing narratives, and challenge the narrative provided by the other, and the judge plays a relatively passive role listening to these pleadings before adjudicating between them or inviting the verdict of the jury – which the great English jurist Sir William Blackstone described as ‘a tribunal composed of twelve good men and true’.33 This practice is still maintained in English and American law. Civil law countries give judges an investigative and inquisitorial role. The depth of investigation and inquisition which the judge will think appropriate will depend on the gravity of the issues. In France, for example, juries are empanelled only in the most serious criminal cases; and when they are consulted they sit together with three professional judges. In civil law countries, therefore, the meaning of ‘burden of proof’ is altogether different as between a contractual dispute and a murder trial.
At risk of considerable oversimplification, we might sum up by saying that in common law jurisdictions the claimant or prosecuting party provides an explanation and the court determines whether it meets the requisite standard; in civil law jurisdictions, the judge seeks to construct the best explanation. As might be expected, the practical differences between these two types of process are less marked than the differences in their institutions might seem to imply.
In a powerful address to her Princeton students, Anne-Marie Slaughter, a distinguished American international lawyer who served in the Obama White House, argued:
Thinking like a lawyer also means that you can make arguments on any side of any question. Many of you resist that teaching, thinking that we are stripping you of your personal principles and convictions, transforming you into a hired gun. On the contrary, learning how to make arguments on different sides of a question is learning that there are arguments on both sides, and learning how to hear them. That is the core of the liberal value of tolerance, but also the precondition for order in a society that chooses to engage in conflict with words rather than guns. It is our best hope for rational deliberation, for solving problems together not based on eradicating conflict, but for channeling it productively and cooperating where possible.’34
In that process of rational deliberation, statistical reasoning can assist, but never replace, narrative reasoning. We develop narratives and use them to convince others of our point of view. A world of radical uncertainty is one governed not by statistical distributions but by unique events and individuals. Justice requires a process of legal reasoning which respects that uniqueness. The courtroom is a place for stories to be told, evaluated, and judged. But certainly not the only place.
No one ever made a decision because of a number. They need a story.
—DANIEL KAHNEMAN1
When we described the twists and turns of the Second World War and the ups and downs of tech entrepreneurs in the computer industry, we told of these events not in the probabilistic terms used by statisticians, but in the narrative manner employed by historians. Probabilistic reasoning is a relatively recent tool, only a few centuries old. Narrative reasoning, by contrast, has been around for tens of thousands of years. And is very much with us today. There is truth in literature as well as in mathematics and science. As Michael Lewis concluded when trying to explain the implications of the experimental findings of Kahneman and Tversky, ‘the stories we make up, rooted in our memories, effectively replace probability judgements’.2
In chapter 9 we described how extended social kinship groups developed in Paleolithic times. From the very beginnings of cooperative human action, hunter-gatherers formed groups to provide self-protection and exploit the division of labour. And as humans began to communicate they clustered round campfires to tell stories – we see the beginnings of narratives twenty thousand years ago in cave paintings such as those at Lascaux. Upper Paleolithic tribes would elaborate epics of heroism and invent fantastic mythologies to explain natural forces they did not understand. The anthropologist Polly Wiessner has compiled meticulous records of the conversations of the !Kung Bushmen, the modern communities whose practices are believed most to resemble those of Paleolithic societies. During the daytime, one third of communication relates to economic matters (and a similar amount of time to bickering – the typical modern office is much the same). But ‘After dinner and dark, the harsher mood of the day mellowed . . . The focus of conversation changed radically as economic concerns and social gripes were put aside. At this time 81% of lengthy conversations involving many people were devoted to stories; these stories were largely about known people and amusing, exciting, or endearing escapades.’3
Storytelling is how humans normally try to interpret complex situations. And such storytelling is universal. The Bushmen gather round the fire, and Manhattanites and Londoners fight for tickets to the musical Hamilton. Humans are natural storytellers. And humans use these stories in reaching decisions by using analogies, in testing argument and understanding of both processes and facts, and to elicit the cooperation of others in arriving at and implementing good decisions. Narratives aid both understanding and persuasion. And most people are more comfortable with the concrete than with the abstract. As young teachers, or more seasoned speakers, it did not take us long to learn that we could grip an audience with a good story and lose the room with a few statistics or a single equation.
What makes a ‘good’ narrative? Quality of presentation makes the most immediate impression on us. Among the Bushmen, ‘Both men and women told stories, particularly older people who had mastered the art. Camp leaders were frequently good storytellers, although not exclusively so. Two of the best storytellers in the 1970s were blind but cherished for their humor and verbal skills . . . Those who listened were entertained while collecting the experiences of others with no direct cost.’4 And in the West, it is brilliance of execution and performance that attracts us to the novels of Jane Austen, and leads us to admire the Royal Shakespeare Company and the performers in Hamilton. Johnnie Cochran, who led the defence of O. J. Simpson, was only the latest in a long line of eloquent and flamboyant litigators. But the power of a narrative ultimately rests on its capacity to help us make sense of a complex and confusing world. Cochran’s grasp of probability may have been weak but his success was obtained before the mainly black jury by placing the Simpson case within a larger narrative of sustained hostility between the Los Angeles Police Department and the African-American community.
Performance enhances narrative, but even when performance might seem to be everything, as with a work of art, the narrative context is key to a full appreciation. Even in a school production, As You Like It is a great play. Credibility is the consistency of the narrative with real or imagined human experience. Credibility in this sense is not the same as truth; Pride and Prejudice is not true but is credible. Through the Looking-Glass, obviously not an account of possible events, derives a certain credibility from the relationship of Carroll’s fantasies to real phenomena; the Red Queen, who must run faster to remain in the same place, is a powerful economic metaphor, and ‘Jabberwocky’ is not meaningless even though we appropriately call it nonsense verse. Credibility is closely related to coherence: a story is coherent if its components are internally consistent. The damsel hanging over a cliff edge at the end of chapter 5 must be rescued in chapter 6 before she reappears in chapter 7. Shakespeare ties the loose ends in Act V. We reach the end of the narrative satisfied, because we feel we know ‘what is going on here’. Credibility and coherence are the hallmarks of a compelling explanation.
Narrative is not simply a synonym for verbal communication. Nor is verbal communication less ‘scientific’ than algebraic or other symbolic communication. To cope with radical uncertainty we try to form a coherent and credible answer to the question ‘What is going on here?’ This effective use of narrative is in sharp contrast to the idea that narratives are a recourse of ill-informed and ‘biased’ agents who prefer storytelling to computation.
A mystery to many may be a soluble problem for a few, as with NASA’s mission to Mercury, or in The Adventures of Sherlock Holmes. All the clues needed to solve the puzzle in the classic crime novel are embedded in the text, but only the great detective can distinguish the clues from the false scents and solve the puzzle. The crime novel is, like a crossword, an artificial construction devised by a compiler. The reader knows that the author will provide a solution at the end of the book – unless, as Tony Hancock found in the BBC radio series, you reach the end and discover that the last page has been torn out.5 But many problems we face, as individuals in our daily lives or collectively in public policy, do not promise a resolution in the final chapter. The last page has not yet been written and we may never reach it.
The impossibility of capturing narrative complexity with subjective probabilities is illustrated by Through the Looking-Glass but applies equally in the real world. Faced with similarly unique but rather more momentous issues than encounters with imaginary creatures, Roosevelt failed to anticipate Pearl Harbor and Stalin was blindsided by the German invasion, even though both had been supplied with specific intelligence that attacks were imminent. These failures in forecasting by Roosevelt and Stalin reflect not misjudgements about probabilities but weaknesses of imagination about what the future might hold. Lord Kelvin could not envisage the existence of aeroplanes. Leonardo da Vinci had conceived of manned flight, but Kelvin, the down-to-earth scientist, could not see how it might be achieved. Science fiction is an outlet for imaginary voyages into the future and no one can sensibly impute probabilities to the events these speculations describe; they illustrate how narratives can be used to challenge existing ideas about how the world works.
Metaphors we live by
Our need for narratives is so strong that many people experience a need for an overarching narrative – some unifying explanatory theme or group of related themes with very general applicability. These grand narratives may help them believe that complexity can be managed, that there exists some story which describes ‘the world as it really is’. Every new experience or piece of information can be interpreted in the light of that overarching narrative.
Even at the cutting edge of science, in theoretical physics, the search for a unified theory of everything has preoccupied the field for two decades around the contested narrative of string theory.6 The idea that physics might provide a comprehensive description of ‘the (physical) world as it really is’, while controversial, is not ridiculous. But applied to human behaviour, the claim is patently ridiculous.
False narratives may nevertheless be socially beneficial. The Kalahari Bushmen, like the people of many pre-scientific cultures, believe that thunder and lightning express the anger of the gods. But at worst, this belief acts as a restraining influence on behaviour of which the gods might disapprove. And in almost all pre-scientific cultures which have been studied, superstitious and often extended narratives are used to ‘explain’ natural phenomena which are not understood. The belief in life after death, like the need to propitiate deities to avoid adverse weather, has been, in the main, a beneficial influence on behaviour and provides comfort to the dying and their friends and relatives. But the narrative of a better life to follow can do immense damage when elaborated into a claim that jihadi suicide bombers will be greeted in paradise by welcoming virgins.
Religion has been the source of an overarching narrative in most societies. And for many people it still is, and today is mainly a benign force, providing a moral code and a sense of direction for its adherents. In the geographies and segments of societies in which religious beliefs have declined, the space left by the receding tide of religious faith was filled for many, first by Marxism, and more recently by market fundamentalism and environmentalism. George Eliot memorably caricatured the narrative of the pompous and pedantic Edward Casaubon, who imagined he had found the Key to All Mythologies.7
Our individual lives are often centred on personal narratives – ‘metaphors we live by’.8 The term ‘narrative paradigm’ originates with the American communication scholar Walter Fisher. In his seminal work on the role of narratives the central works are Arthur Miller’s Death of a Salesman and F. Scott Fitzgerald’s The Great Gatsby. Each of these works ranks among the greatest products of twentieth-century American literature, and both describe the collapse of the false narratives which their central characters had constructed for themselves.9 And both the play and the novel illustrate the desolation which followed that collapse. The same theme is poignantly developed in Kazuo Ishiguro’s novel The Remains of the Day.
Good judgement
The American political scientist Philip Tetlock accumulated the forecasts of purported experts over two decades, mostly in relation to geopolitical events, and judged their accuracy. This appraisal requires that the question posed to the forecaster is specific and tied to a timescale; otherwise the forecaster will easily find excuses for his or her failure in confounding factors. Failed gurus claim that their prognostication was essentially correct although it might appear otherwise to us; or they tell us that the date at which their thesis will be confirmed has not yet arrived. That is why Tetlock sets questions whose outcomes are binary and quantifiable, such as ‘Will the number of registered Syrian refugees reported by the United Nations Refugee Agency as of 1 April 2014 be under 2.6 million?’10 As we observed in chapter 2, this requirement for definitive validation excludes many of the questions to which we crave answers. Tetlock argues that, by answering many small – and often uninteresting – questions like this, we can form a view on the questions we really care about. But answers to big questions, such as what should be America’s response to the geopolitical fallout of the Syrian civil war, are more than the sum of the answers to small questions.
Tetlock’s assessment of the accuracy of historical forecasts provides useful insight into what characterises reliable and unreliable predictors. Few readers will be surprised that Tetlock learnt from his initial work that the forecasters in his sample were not very good; little better than a chimpanzee throwing darts.11 What is, perhaps, most surprising is that he found that the principal factor differentiating the good from the bad was how well known the forecaster was. The more prominent the individual concerned, the more often the forecaster is reported by the media, the more frequently consulted by politicians and business leaders, the less credence should be placed on that individual’s prognostications.
Tetlock’s intriguing explanation draws on the distinction, first made by the Greek poet Archilochus, developed by Tolstoy and subsequently popularised by Isaiah Berlin, between the ‘hedgehog’ and the ‘fox’. The hedgehog knows one big thing, the fox many little things. The hedgehog subscribes to some overarching narrative; the fox is sceptical about the power of any overarching narrative. The hedgehog approaches most uncertainties with strong priors; the fox attempts to assemble evidence before forming a view of ‘what is going on here’. We both have the experience of dealing with researchers for radio and television programmes: if you profess an opinion that is unambiguous and – for preference – extreme, a car will be on its way to take you to the studio; if you suggest that the issue is complicated, they will thank you for your advice and offer to ring you back. They rarely do. People understandably like clear opinions but the truth is that many issues inescapably involve saying ‘on the one hand, but on the other’.
The world benefits from both hedgehogs and foxes. Winston Churchill and Steve Jobs were hedgehogs, but if you are looking for accurate forecasts you will do better to employ foxes. Tetlock’s current good judgement project, intended to create teams who are not only good at forecasting but who become better with experience, is designed to educate foxes.
Narratives of the future
The Frenchman Pierre Wack, a former journalist and student of eastern mystics, was an unconventional oil company executive. In the 1960s, he built a team at Shell which constructed alternative scenarios of the company’s future operating environment. Famously, in early 1973 he presented senior management with a scenario in which Middle East oil producers formed a cartel to exert monopoly power. In October of that year the Yom Kippur war broke out between Israel and its neighbours. Arab states imposed an oil embargo on the United States and other western countries which were perceived as supporters of Israel. Oil prices rose sharply and continued to rise even after the embargo was relaxed the following year.
Wack and his team were credited with having helped Shell anticipate the ‘oil shock’. Since then, scenario planning has been central to Shell’s strategic thinking, and other companies have undertaken similar exercises. Shell scenarios make extensive use of quantitative data and emphasis is placed on their internal consistency but they are, essentially, narratives. A useful narrative may be turgid prose rather than literary masterpiece – a washing machine instruction manual rather than Pride and Prejudice – but Wack’s unusual background helped gain attention for his thinking.
Scenarios are useful ways of beginning to come to terms with an uncertain future. But to ascribe a probability to any particular scenario is misconceived. We have both had the experience of describing alternative future economic scenarios and being asked, ‘So which do you think is going to happen?’ The questioner is unprepared for the correct answer – ‘I think it very unlikely that any of these scenarios will unfold in the manner I have described’. Scenario planning is a way of ordering thoughts about the future, not of predicting it.
Anyone establishing a new business will be expected to have a business plan. That plan will set out, typically for five years, expected costs and revenues. If you are looking for finance from a bank or from ‘business angels’ they will insist on seeing such a document. Commercial spreadsheets will guide you in filling in the numbers. Accountants and business advisers will be pleased to assist.
Business plans are represented as forecasts, but they are not. We have rarely seen a business plan for which the out-turn even slightly resembled the numbers on the spreadsheet. The purpose is not to forecast, but to provide a comprehensive framework for setting out the issues with which any business must deal: identifying markets, meeting competition, hiring people, premises and equipment. Even though the business plan is mostly numbers – many people will describe the spreadsheet as a model – it is best thought of as a narrative. The exercise of preparing the plan forces the author to translate a vision into words and numbers in order to tell a coherent and credible story. The budding entrepreneur who cannot put together a coherent and credible business plan does not deserve, and generally will not receive, support.
Learning from fiction – il n’y a pas de hors-texte12
A narrative need not be true to yield insight. The dog that did not bark in the night is a metaphor of such wide significance, especially in science, that it has become a cliché:
INSPECTOR GREGORY: ‘Is there any other point to which you would wish to draw my attention?’
HOLMES: ‘To the curious incident of the dog in the night-time.’
GREGORY: ‘The dog did nothing in the night-time.’
HOLMES: ‘That was the curious incident.’13
Conan Doyle made a thought-provoking observation which had nothing to do with dogs or detectives. Jane Austen provided a pared-down description of the lives of her fictional characters which has informed millions of people who would never read academic accounts of social history. Pride and Prejudice is true to life in a profound sense, but the visitor to England who asks ‘Can I visit the house where Mr and Mrs Bennet lived?’ is a victim of misapprehension.
And the tourists who queue outside 221b Baker Street in London to visit the rooms of Sherlock Holmes are not victims of a misapprehension that the great detective is to be found there, but participants in an amusing fantasy. The Australian philosopher Mark Colyvan poses the question ‘What is the probability that Sherlock Holmes walked down Goodge Street exactly seven times?’14 Since Sherlock Holmes is a fictional character, there is no fact about the frequency with which he walked down Goodge Street which could be ascertained. The only knowledge of Sherlock Holmes we have or could have is contained in the text of the stories about Sherlock Holmes written by Conan Doyle, although this is complicated by subsequent authors recounting other supposed activities of Sherlock Holmes.
Among scholars of English literature, the problems which arise from mistaking the work of fiction for ‘the world as it really is’ were caricatured almost a century ago by Lionel Knights in his famous essay How Many Children Had Lady Macbeth?15 Shakespeare’s play provides insight into the nature and limits of ambition, but is not an account of Scottish history (of which it is a travesty), still less the domestic arrangements of the Macbeth family.
When we read a novel, watch a Shakespeare play or listen to a parable, we can try to understand ‘what is going on here’ in multiple, complementary ways. The autistic child prodigy Jedediah Buxton, when asked what he thought of Richard III, observed (correctly) that the play contained 12,445 words.16 Some readers might look for allegories in the text which could speak to broader points outside the book, consider how the text fits into the overall web of literature of which they are aware, and simply think about how it makes them feel. Going deeper, they might examine the context of the work: the life of the author; the historical conditions at the time; the ideas which others claim to have extracted from it. Interpretation is always personal, always dependent on context.
The Irish literary critic Denis Donoghue explains how this works: ‘Theory . . . has an air of speculation about it . . . we use a theory for what it is worth, and we drop it when it has served its day.’17 Franz Kafka’s The Trial is one of the most influential novels of the twentieth century. It recounts the experience of Josef K., who is arrested without being given a reason, and his struggle to resist and understand his conviction. Is the story a commentary on the opaque bureaucracy of the Austro-Hungarian empire; an expression of Kafka’s difficulties with, and fear of, life; or simply a darkly absurdist tragicomedy? The novel can be read as all of these things, and each reading gives us new ways to appreciate the text without any of them being what it is ‘really about’. Gabriel García Márquez said that reading Kafka’s The Metamorphosis changed his own view of writing: ‘I thought to myself that I didn’t know anyone was allowed to write things like that. If I had known, I would have started writing a long time ago.’18 The measure of the quality of a fictional narrative is not whether it is true but whether it is illuminating. And as with any other work of art, interpretation is a matter for the beholder, not just the compiler. We judge Macbeth, in the first instance, by the quality of the language and stagecraft, and then, more reflectively, by the insights we derive about the causes and consequences of ambition. We know that whatever the events described in a political novel, such as George Orwell’s Nineteen Eighty-Four or Ayn Rand’s Atlas Shrugged, the quality of the work depends in the first instance on the perceived elegance of the narration and thereafter on the effectiveness and persuasiveness of the implicit argument.
Narratives and emotions
Humans are not computers. We make decisions using judgement, instinct and emotions. And when we explain the decisions we have made, either to ourselves or to others, our explanation usually takes narrative form. As David Tuckett, a social scientist and psychoanalyst, has argued, decisions require us ‘to feel sufficiently convinced about the anticipated outcomes to act’.19 Narratives are the mechanism by which conviction is developed. Narratives underpin our sense of identity, and enable us to recreate decisions of the past and imagine decisions we will face in the future. Emotions and human cognition are not separate processes. In developing his concept of conviction narrative theory, Tuckett suggests that a decision-maker must manage the ‘emotions evoked during narrative simulation’ in order to develop sufficient conviction about a proposed decision.20 Tuckett’s thesis was formulated after listening to participants in financial markets describing at length how they did in practice make the decisions. The Reverend Bayes was rarely discussed.
Successful businesses are built around narratives. Bill Gates and Steve Jobs resisted Olsen’s scepticism that anyone would want a computer in their home, and developed a fresh narrative around personal computing; Jobs successfully embraced – and Steve Ballmer, Gates’ successor, rejected – the later narrative which took the computer from the phone to the cloud and the pocket. Sam Walton, who founded the Walmart chain of stores, recalled that ‘I have concentrated all along on building the finest retail company we possibly could. Making a personal fortune was never particularly a goal of mine.’21
Bill Allen, a modest man who was dragged to the CEO’s office against his will, understood the inspirational power of narrative.22 He made Boeing the world leader in civil aviation by choosing to ‘eat, breathe and sleep the world of aeronautics’. When his company embarked on a project to build the world’s largest commercial plane, the 747, a non-executive director who asked for financial projections was told that some studies had been made, but the responsible manager could not remember the results.23 Allen’s tenure was followed by that of Phil Condit, who emphasised the need for a ‘value based environment’, allowed Airbus to become a formidable rival, and created no value for his shareholders.24 Under Allen, Boeing also introduced the 737, which became the best-selling plane in aviation history. Struggling fifty years after that launched to compete with the more modern Airbus A320, Boeing chose not to design a new plane but to fit fuel-efficient engines to its ageing blockbuster. This modification proved more difficult than anticipated, requiring complex adjustments to the aircraft’s handling, and the two crashes of the 737 Max in 2018 and 2019 were uncannily reminiscent of the Comet disasters of 1954 – the result of unforeseen consequences from the decision to adapt an earlier design to new circumstances. Unk-unks are inevitable in aviation, and understanding of systems does not necessarily keep pace with their complexity.
We have observed the ‘business plans’ of startups in the dotcom madness of 1999, and again in Silicon Valley today, which describe ventures whose purpose is to raise funds from investors rather than revenues from customers. These business plans rarely extend beyond later funding rounds and these businesses rarely survive that far. And a persuasive narrative makes all the difference. The young, attractive and charismatic Elizabeth Holmes secured funding of $750 million, and briefly appeared to be a personal billionaire through her company Theranos. Its product could supposedly detect many illnesses from a pinprick of blood. Theranos offered its services through pharmacies, and commanded a peak market capitalisation of $9 billion. But the technology did not exist. In 2018 Holmes settled securities fraud charges filed by the SEC with a hefty fine and an agreement not to serve as director or executive of a public company; Theranos was wound up.25 Holmes still faces criminal prosecution for false claims about the efficacy of the corporation’s tests. For a decade, the narrative went unchallenged by board members, investors and regulatory agencies and unravelled only when a Wall Street Journal investigative reporter persisted with penetrating questions. Successful narratives survive continual challenge and unsuccessful ones are displaced – sometimes not soon enough.
Narratives and financial markets
The modern financial world is full of noise. Tom Wolfe notoriously described the roar of the trading floor as ‘the sound of young white men baying for money’.26 Everywhere there are screens, their constant flicker announcing the arrival of new data. Across the bottom a moving ticker announces what is described as news. Above it, talking heads make assertion and counter-assertion. ‘Interest rates will rise in the third quarter.’ ‘They will remain unchanged through the end of the year’.
The dominant characteristic of modern finance is the constant interplay of competing narratives. The role of the economist in an investment bank is to provide stories with which salesmen can regale their clients, and with which clients can be entertained over lunch. In the worst, but not uncommon, excesses of the use of narratives in finance, traders propagate false narratives in schemes such as ‘Dr Evil’ and ‘Darth Vader’ with the aim of disrupting bona fide transactions in bonds and electricity to their advantage. Narratives, true and false, play a central role in financial markets. The American economist Robert Shiller has recently documented the importance and contagious nature of narratives in financial markets, and Tuckett’s ‘conviction narrative’ account of the behaviour of traders is based on extensive interview material.27
Narratives in finance and business may be true or false, damaging or benign, but are rarely innocuous. The false beliefs that thunder had a supernatural explanation and that the solar system revolved around the Earth did not affect stock prices, or have much effect on any other economic phenomena. But financial markets have their analogues of the evil imams who propagate false narratives for their own ends. Shiller gives many illustrations of trivial or false narratives which have nevertheless received widespread attention. Such false narratives may circulate for a time. There were no witches in Salem, the recession in the American economy in 1920 was not caused by war profiteers, and American democracy was not threatened by a wide-ranging communist plot in the 1950s. But the fact that some people believe that the attack on the Twin Towers in 2001 was orchestrated by the US government should not blind us to the more important observation that the most common reason why narratives are contagious is that they are consistent with evidence and experience. Reasonable people now believe that the Earth revolves around the sun, that AIDS is caused by a virus transmitted through contaminated blood, and that racial segregation is not only unjust but based on false science, although many reasonable people once believed otherwise. And prevailing opinion about these matters – ‘probability’ in the sense employed by the ancient Greek rhetoricians – has altered because there is a marketplace for ideas in which there is a tendency, not always sufficiently rapid, for valid new ideas to drive out older, erroneous ones. Knowledge is itself the subject of an evolutionary process.
In a world in which to list all possible outcomes and their probabilities would be impossibly complex, narratives are an essential part of how we reason. But they are not just a way in which we provide ourselves with the ‘best explanation’. They play a crucial role in how we communicate with each other, and how we reach collective decisions. Narratives change and evolve over time, and need to be constantly challenged. In the chapters that follow, we discuss the processes by which we create and present narratives and the ways in which narratives evolve, are challenged, and change.
TELLING STORIES THROUGH NUMBERS
Today’s scientists have substituted mathematics for experiments, and they wander off through equation after equation, and eventually build a structure which has no relation to reality.
—NIKOLA TESLA, ‘Radio Power Will Revolutionize the
World’ in Modern Mechanics and Inventions (July 1934)
Probability has developed our understanding of things humans always – loosely – knew. The first mortality tables, such as those of John Graunt, were constructed by assembling many observations of age at death, from which the probability of dying at any particular age and the probability of living to any particular age could be calculated. The remarkable discovery was made that a relatively few mathematical formulae were capable of describing many different observed phenomena. If you knew a little about the distribution, and the appropriate formula for that class of distribution, you could use that information to calculate the whole of the distribution. De Moivre’s bell-shaped ‘normal’ distribution, introduced in chapter 4, gained that name because it was encountered so frequently.1 The first applications were in physical sciences, such as astronomy, but in the nineteenth century the Belgian Adolphe de Quetelet showed that many social phenomena also followed a normal distribution.2 It is no exaggeration to say that this discovery opened up the social sciences to the application of the quantitative methods which had been the basis of natural sciences.
Half of all American men born between 1977 and 1987 are over 5ft 9½in in height, and 5ft 9½in is also the average height of American men born in that decade. The normal distribution describes the height of American men. It also approximates to the distribution of daily percentage movements in stock prices (though not well enough for purposes of risk management since the normal distribution performs poorly in describing the extremes, or ‘tails’, of financial outcomes). And when quantum mechanics was developed in the twentieth century, the normal distribution played an important role in understanding the position and momentum of elementary particles.
How do we know that the average height of American men is 5ft 9½in? We don’t. No single person or agency has measured all Americans, and to do so would be impracticable. The methods of classical statistics, developed during the late nineteenth and early twentieth centuries, enabled the properties of a population to be deduced from the properties of a sample. The Bureau of the Census derives an estimate of the distribution of the heights, and many other characteristics of the American population, from the National Health and Nutrition Examination Survey (NHANES) which provides a comprehensive medical check for around five thousand Americans each year.
Almost everyone introduced to statistics is surprised by the confidence with which estimates are made on the basis of small samples. In any year, only one in sixty thousand Americans will take part in the NHANES, so that it is not only unlikely that any individual will ever take part but unlikely that he or she will know anyone who has taken part. Yet provided those chosen are a random selection of the population – and it is difficult not only to achieve this but to verify that it has been achieved – the error in the calculation of the average height is negligible.
Such statistical analysis makes it possible to estimate not just the average height, but the distribution of error in the estimate of the average height.3 The height of American men is the result of the aggregation of many factors – the height of parents, the length of pregnancy, and early nutrition. The Central Limit Theorem of probability states that if a variable is the sum of a large number of factors which are themselves random and independent of each other, the resulting distribution of that variable will be normal. The assumption of independently additive influences describes the process of determining height sufficiently well that the distribution of heights of Americans is approximately normal.4
Only 20% of American men are more than 6ft tall and another 20% are less than 5ft 7in in height. The average, or mean, of the distribution is 5ft 9½in and the standard deviation – a measure of variability – is 2¾ inches. These two parameters tell you everything you need to know about the distribution of heights of that population.5 With the aid of tabulations of the distribution you can then estimate what proportion of the population will be above or below any particular height. Two thirds of men are within one standard deviation of the average – a property of the normal distribution. The number of men taller than 6ft 4in or shorter than 5ft 3in is too small for the sample conducted by the US Bureau of the Census to give a reliable estimate of the population proportion. These extremes represent the tails of the distribution. If you saw a man 11ft 6in tall (you won’t) you would have observed a 25 standard deviation event, as rare as Mr Viniar’s observation of movements in financial prices.
But the normal distribution was only the most common of the family of statistical distributions which were developed in the nineteenth century. The Russian statistician Ladislaus Bortkiewicz analysed the distribution of deaths from horse kicks in fourteen different corps of the Prussian army in the two decades from 1875 to 1894. As Bortkiewicz had anticipated, he could use the Poisson distribution – a different formula, named after the French mathematician Siméon-Denis Poisson – to match the overall number of deaths. On average, in a corps there were 0.7 deaths a year from horse kicks and no deaths only one year in two. From knowledge of the size of a corps, his analysis enabled Bortkiewicz to predict the incidence of deaths by year for each individual corps.6 For many students – including the authors – analyses such as this were a life-changing revelation of the potential of social science. Even the most banal of human affairs could, it seemed, be addressed by the methods of science; the vagaries of the Greek gods had been tamed.
Statistical distributions are the product of an interaction between deductive and inductive reasoning. The methods of deduction describe the process that gives rise to the observed variable – the height of American men, the number of Prussian officers killed. The methods of induction examine such data, and form hypotheses about how the data were generated. The hypothesis may predict the distribution, and be validated by observation of it, or be derived following observation of it. In either case, the applicability of the analysis depends on the continuing validity of the underlying model.
The model Bortkiewicz used ceased to have relevance after 1918. The defeated Prussian army disappeared, and insofar as there is a successor – the army of the Federal Republic of Germany – that army no longer relies on cavalry and its officers are very unlikely to be victims of horse kicks. Perhaps those who emphasised the whims of the gods had a point after all. The relevance of models to human affairs is more contingent, more transitory, than their relevance to natural phenomena. Physicists rely on stationarity – physical laws remain unchanged for century after century. Economic and social phenomena are not similarly stationary. The two great wars of the twentieth century altered society in many ways, among which the disappearance of Prussian cavalry regiments was only one, and not the most significant. These fundamental changes in world economies represent what economists call a shift or structural break.
Power laws
The most common word in the English language is ‘the’. In this book, that word is used 9742 times and accounts for about 7% of the total words in the book. The second most commonly used English word is ‘of’, followed by ‘and’. The words ‘gadzooks’, ‘valetudinarian’ and ‘antidisestablishmentarianism’, although accepted by our spellchecker, do not otherwise appear at all in the book, or in any other book or article either of us has written.
The American linguist George Zipf studied word frequencies long before computers could take over such tasks, and formulated what is known as Zipf’s Law.7 When word frequency is plotted on a logarithmic scale, the result is more or less a straight line, with a stable relationship between the popularity of a word and the number of words of similar popularity. The nth most frequently used word appears with frequency 1/n times that of the most frequently used word. And the number of words is not limited to the number in Microsoft’s dictionary, or even to the listings of the Oxford English Dictionary. There are many words which have very rarely been used, like kaama, and new words are being invented every day.
This type of distribution is known as a power law, yet another widely applicable mathematical formula, and one which has markedly different characteristics from the distributions of classical statistics. In the normal distribution, the mean (average), median (middle) and mode (most frequently observed) outcomes are the same. These measures of central tendency will differ somewhat if the distribution is lognormal, but the basic pattern in which most observations cluster around the centre is common to all. But the properties of power law distributions are significantly different. In particular, extreme outcomes are much more frequent, and the average value of some power law distributions cannot be calculated.8 If height was distributed in a similar way to word usage, most men would be dwarfs (the majority of words are hardly used at all) but a few would be hundreds of feet tall (the human equivalent of ‘the’ and ‘of’).
Power laws have much wider application than word frequencies. The Australian Don Bradman was the greatest batsman in the history of cricket, and the fitted power law enables us to estimate how many batsmen there would have to be before there was another as good as Bradman, how many batsmen are as bad as the authors, and even to conjecture how good Bradman was relative to other fine players of other sports (stunningly good).
The normal distribution has many applications. It can be fitted to the heights of batsmen. But not to their prowess – if it could then there would never have been a player of Bradman’s calibre, nor millions of ingenue cricketers who would be dismissed by the first ball bowled by a competent opponent. Nor could a normal distribution describe earthquakes; if it could there would never have been an earthquake like that which hit Valdivia in Chile in 1960, the largest measured by modern recording equipment. Earthquakes follow a power law – there are many small earthquakes, so small they pass unnoticed, every day. And so do asteroids – the Yucatán crater was created by the largest of which we have knowledge, but Earth is regularly hit by objects from space. The nineteenth of October 1987, on which the principal American stock indices fell by around 20% during the day, is the financial analogue of the Valdivia earthquake. Extreme events are common with power laws and rare in normal distributions.
The application of power laws to economics was pioneered in the early 1960s by the Polish-French-American mathematician Benoit Mandelbrot. He established that movements in cotton prices could be described by a power law.9 Power laws have a property of ‘scale invariance’. If you look at a snowflake under a powerful microscope, the shape of every small part you see is the same as the shape you see with the naked eye. The property which creates this beautiful structure is called fractal geometry. The graph of securities price movements in every minute looks very similar to the graph of securities price movements on every day. Power laws do better than normal and lognormal distributions in picking up the extremes of market fluctuations, which is important for controlling risk and understanding long-run patterns of returns. Power laws might even be relevant to understanding the frequency of use of the letter K.
Despite the apparent wide scope of power laws, and the aesthetic appeal of the underlying mathematics, this type of analysis has received far less attention from economists and statisticians than the traditional distributions of everyday statistics, such as the normal.10 Too much intellectual capital has been invested in assumptions which, although adequate most of the time, fail in situations which give rise to financial crises and other extreme, and hence important, outcomes. The growing ability to obtain and manipulate very large amounts of data may provide a stimulus to the application of fractal mathematics and power laws to provide a common description of both normal and extreme outcomes.
But although power laws describe the frequency and magnitude of earthquakes well, they contribute almost nothing to telling people what they really want to know – when and where will the earthquake happen, and how bad will it be? These questions can only be answered with a knowledge of the science and chemistry of subsurface geology, and a capacity to observe what is going on under the Earth’s crust, which is beyond the current scope of the relevant science. And the same is even more true of earthquakes in technology, business and finance. Observation is of little value without understanding of the processes which give rise to these observations, and knowledge of the processes similarly limited without theoretically driven observation.
Why opinion pollsters stumble
Probabilistic mathematics has proved a powerful tool for the description of many economic and social phenomena. Surveys such as the NHANES of the health and nutrition of a small group of people give us valuable information about the characteristics of 300 million Americans. We know the data are of good quality because the results do not vary much from year to year, and the nature of the variations makes sense – average height increases over time, but not by much. And the data are consistent with information derived from other sources.
The Bureau of the Census works hard to ensure that the NHANES respondents are a random sample of Americans. But what exactly does one mean by ‘Americans’? Citizens? Residents? People who are in America on a particular day? There is no single comprehensive register of any of these things. And since no one can be obliged to respond to an invitation to submit to this medical examination, even if the population invited is chosen at random the Bureau cannot expect that the examined population will be one in which every American is equally likely to be represented. The procedures of NHANES appear to be vindicated by results. But estimates of populations drawn from samples are only as good as the methods employed to construct those samples. Random sampling from a large population of individuals is used for many other purposes, of which opinion polling to predict election results has been the most recently controversial example.
When polling began, the scale of these sampling difficulties was not well understood. One of the greatest fiascos in polling history was the Literary Digest prediction of the result of the 1936 US presidential election. The magazine anticipated a landslide victory by the Republican candidate, Alf Landon; its prediction was based on a survey of the voting intentions of 2.3 million electors. The result was indeed a landslide: incumbent President Franklin Roosevelt won every state in the Union except Maine and Vermont. The magazine had sent out questionnaires to about ten million people, using its own subscription list and records of phone subscribers and automobile owners. But, especially in the aftermath of the Great Depression, these groups were not representative of the American population. And Roosevelt had been a polarising figure. The 2.3 million people who responded to the Literary Digest enquiry included many more of those who were outraged by his New Deal policies than those – typically poorer households – who supported them.
The landslide buried the Literary Digest, which closed soon after. But at the same time it established the reputation of the then little-known George Gallup, who correctly predicted the result by using the methods of ‘quota sampling’, and within a couple of decades the name Gallup was almost synonymous with political polling. Quota sampling seeks to match the characteristics of respondents to known characteristics of the American population as a whole. Starting from the responses of the people the pollsters do contact successfully, quota sampling uses a model to estimate from the answers which are received what the answers would have been if the people giving answers had been a random selection from the population. Modern pollsters, who often experience low response rates, know that their sample is not in any sense random, and now use sophisticated and complex models to adjust for their failure to achieve randomness. But this confronts the pollsters, and those who want to use their results, with the Viniar problem: the probability derived from the model has to be compounded with the probability that the model is itself true. We can usefully say things like ‘the pollsters are very experienced’, or ‘the model has worked well in the past’ – as we could of Nate Silver before 2016. But these are judgements, not statements about probabilities. It is thus very difficult to justify the attachment of a statistical confidence interval to an opinion poll result.
Nor is this the last of the problems. The answer to a question about voting intentions needs to be translated into a prediction of voting behaviour. People give more honest answers to some questions than others; aggregate sales statistics reveal that they are much more reliable at reporting their consumption of milk than their consumption of alcohol.11 And then there is also the requirement to transform predicted shares of the popular vote into an anticipated electoral outcome. For a referendum – such as the UK vote on Brexit in June 2016, in which all that mattered was the vote count on each side – this translation from votes to outcome is straightforward (albeit that many pollsters got their estimates of votes wrong). But when a President is selected by an electoral college, or the composition of the government depends on results in individual constituencies, an additional modelling exercise is required. In two major elections of 2016 – the US presidential election and the Brexit referendum – the failure of the pollsters to anticipate the result was the consequence of the failure of their models to translate their raw data into an accurate prediction – a manifestation of the Viniar problem.12
After the 2015 UK General Election, in which the Conservative Party defied predictions and won an outright majority, and the unanticipated outcome of the Brexit referendum, many pollsters in Britain tweaked their models further, recognising in particular that their procedures had underestimated Conservative strength. The result was that during the 2017 General Election campaign, there was an unusually wide spread of predictions by different polling groups. In the end only two firms – YouGov and Survation – came close to getting it right. YouGov correctly judged that the adjustments to models which would have improved the pollsters’ performance in 2015 were very different from those required by the different circumstances and different issues of 2017, when student and other young or cosmopolitan voters turned out in unexpectedly large numbers to vote against Theresa May’s Conservative Party. Survation, by contrast, had made less adjustment to their original 2015 model than their competitors, and came closer than any other polling group to the final result.13 It is evident that any prediction relies on some underlying model, and both the validity of the prediction and the confidence to be placed in it depend on the empirical relevance of that model. Even when a problem appears to be purely statistical – as many pollsters believed – radical uncertainty and its implication of non-stationarity intervene to make forecasting anything but statistical.
False stories and bogus statistics
In March 2015, the British tabloid newspaper the Daily Express ran the headline ‘Chocolate accelerates weight loss; Research claims it lowers cholesterol and aids sleep’.14 Similar stories appeared in other media. They were based on an article published in the International Archives of Medicine, which describes itself as a peer-reviewed open access journal – one of many such journals, some reputable, some less so, which have emerged in the era of digital publication. The report was based on research, of sorts; the authors had indeed established that a group they selected which had followed a low-carb diet supplemented by chocolate had lost weight relative to a similar group denied the chocolate. The weight loss was described as ‘statistically significant’; beneficial effects on cholesterol and sleep had also been observed, but were below the levels which classical frequentist statistics regards as significant.
The study did report its results accurately, but was in fact a spoof created by German scientists and journalists to expose the low standards of peer review operated by some supposedly scientific journals and the gullibility of newspapers and their journalists and editors.15 And their credulousness exemplified, in extreme form, the widespread abuse of probabilistic reasoning in science and economics. What was meant by ‘statistically significant’ in this ‘research’ was that the probability that the weight loss observed in the study would be the product of chance was less than 5%. But, as we have shown above, any claim about a probability is derived from a model which describes how the observed data were generated, and the validity of the claim depends on the validity of the model. What is the model here?
The experiment was a poorly conducted example of what is known as a ‘randomised controlled trial’ (RCT), considered the ‘gold standard’ of research to judge the safety and efficacy of new drugs. RCTs are now also increasingly fashionable in economic research.16 The objective is to select two groups of people who differ in only one respect – in this case, the amount of chocolate they eat. It is very difficult to make sure that the groups are identical in all other respects, although clinical researchers go to extreme lengths to try to achieve this result – for example, they insist on ‘double blind’ trials in which neither patients nor doctors know who is receiving the drug and who is treated with only a placebo.
Even in the best-designed randomised controlled trials, there will be many inescapable differences between the subjects of the trial and the control group. The researchers noted that the chocolate-guzzling subjects slept better; perhaps this was a result of their greater chocolate consumption, but probably not. Perhaps they were just, on average, more relaxed individuals. The implicit assumption is that the two study groups were identical in all relevant respects other than their chocolate consumption, where ‘relevant’ means anything that might affect their weight gain or loss. If that assumption were true then the observed difference would be registered in only one out of twenty such trials. But it is hard to imagine that this assumption was true, or how one would know that it was true.
And there have been many, perhaps less formal, trials in which people have eaten lots of chocolate and failed to lose weight. None of these made headlines in the Daily Express. Researchers tend to report only positive results because negative results are not interesting, and this is true of more serious scientific research than the chocolate ‘study’. Just as newspapers do not publish accounts of safe streets and accident-free roads, academic journals do not accept papers that demonstrate that eating chocolate does not make you thin. Research chemists understandably highlight studies which show positive effects of the compounds they study, and pharmaceutical companies have powerful incentives to publicise the effectiveness of their products while burying, literally and metaphorically, their failures.
The chocolate ‘study’ is a reminder that even if the drugs are entirely useless and the study truly randomised, a ‘statistically significant’ result will be obtained, on average, in one trial out of twenty. Unless all trials are reported, the claims of statistical significance are meaningless. And no one will ever report all trials, because people do not waste time and money pursuing to the end lines of research that do not even appear promising.
In response to criticism of this kind, some pharmaceutical companies have agreed to much more extensive publication of negative as well as positive results of clinical trials. This greater openness helps to alleviate the problems, but does not eliminate them. A paper a decade and a half ago by John Ioannidis, who holds chairs in both Medicine and Statistics at Stanford University, was entitled ‘Why Most Published Research Findings Are False’, and has become one of the most widely cited scientific papers.17 Ioannidis asserted that the claims made in a majority of papers in academic journals had proved incapable of being replicated in subsequent studies.
While Ioannidis’ work primarily concerned medicine and related subjects, his critique is equally valid for similar work in finance and economics. Economists frequently derive their findings from large data sets. One major study was able to replicate fewer than one half of published results, even with assistance from the authors and use of the same data employed by these authors.18 A smaller study of experimental findings in economics found that around 60% of results could be replicated.19 But experimental economics, unusually, is economic research under laboratory conditions; it involves asking subjects questions like ‘How often does the letter K appear in a text?’ The percentage of results that would have been reproduced successfully would certainly have been much lower if the same conjectured ‘bias’ had been investigated in a different experiment. And the growing use of proprietary data sets means that the problem of replication is likely to worsen.
The chocolate diet, and the ‘research’ on which it was based, are obviously worthless; but the spoof only manifested in extreme form issues which pervade more serious scientific research. Another study, published in a major psychology journal, showed that University of Pennsylvania undergraduates became younger when they listened to a recording of the Beatles playing ‘When I’m 64’.20 Of course, the authors did not for a moment believe that such an effect actually existed. But they had followed a standard protocol for reporting results in that well-respected journal. The basic idea, common in economics as well as psychology, is to identify the variable one is trying to explain, and then list factors that might influence that ‘dependent variable’. Age was the dependent variable and the ‘explanatory variables’ were factors likely to be relevant to the age of the student – such as the age of the student’s father – and others which were not, like whether the student had just listened to that Beatles song. They then undertook statistical tests of the contribution of the different explanatory variables to the dependent variable – the age of the students. They established that the coefficient on the music was material and, in terms of standard statistical tests, significant – exposure to the recording lowered age by more than a year.
If the underlying model the researchers had used had been valid – i.e. age really was a linear function of the list of factors the researchers had specified including the music one had recently heard – then the authors would correctly have concluded that one year was the best estimate of the age-reducing effect of ‘When I’m 64’. But the model was, as the authors well knew, nonsensical. Claims about statistical probability are only as good as the models from which these probabilities are derived, which are often – as in the chocolate diet and ‘When I’m 64’ cases – poorly articulated or not articulated at all. In other cases, as with the Goldman Sachs risk models, the model has not been empirically validated but simply deduced from a series of assumptions analogous to, but less precise than, the axioms of choice under uncertainty.
A century ago, the founders of classical statistics developed methods of inference for problems of small worlds analogous to games of chance. Some of these methods, it was hoped, could be used to improve decisions in everyday life. These optimistic ambitions for the scope of probabilistic reasoning have not been entirely dashed. There is a limited class of problems in which stationary processes generate an observable frequency distribution, and in such cases statistical methods are powerful. But these achievements have led to many inappropriate applications of seemingly similar techniques.
TELLING STORIES THROUGH MODELS
All models are wrong, but some are useful.
—GEORGE BOX1
In 1950, Albert Tucker, chair of the Mathematics Department at Princeton University, was asked to give a seminar to a general audience of social scientists. Tucker was collaborating with Melvin Drescher and Merrill Flood of the Rand Corporation on the foundations of game theory. Realising that his listeners would not welcome a blackboard covered with equations, Tucker invented the story of the Prisoner’s Dilemma, a fabricated account of two felons incarcerated in separate cells.2 Only by trusting each other not to spill the beans could the criminals hope to avoid a long jail sentence. Without that trust, the best strategy was to confess in the hope of a more lenient sentence. Today, millions of people who have forgotten, or never knew, the names of Drescher, Flood and Tucker remember the story of the cunning sheriff. And subsequent theorising has made the Prisoner’s Dilemma one of the most insightful and fruitful of economic models.
The objective of this kind of modelling is to turn a mystery into a puzzle – to find a problem which is much simpler, which has a defined solution and yet bears sufficient resemblance to the substantive problem to yield insight and illuminate the best course of action. Following Savage, we describe these as ‘small world’ models. From its very beginnings, useful economic theory has generally been of this kind. Adam Smith began The Wealth of Nations by illustrating the concept of the division of labour through a stylised description of a pin factory. There is no evidence that he was describing a real pin factory. In the early nineteenth century, David Ricardo proposed a model of international trade based on comparative advantage which continues to be among the central insights of economics.
Two hundred and fifty years before Donald Trump’s presidency, Adam Smith had refuted the mercantilist view of foreign trade as a zero sum game in which one country gained at the expense of a weaker or foolish partner – trade could benefit both parties.3 Ricardo developed Smith’s argument to show that a country that was more efficient than another country in producing everything could still benefit from trade with the less efficient country, and vice versa.4 In the style of his times, he illustrated his thesis with a story based on a numerical example.
Suppose, Ricardo hypothesised, Portugal could produce a certain quantity of wine with the labour of eighty men, while ninety Portuguese men could manufacture a number of bales of cloth. In England, where the climate was wetter and less sunny, the same quantity of wine required the labour of a hundred and twenty men, but the equivalent volume of cloth could be produced by a hundred men. Although in this example England was less productive than Portugal in both the wine and the textile sectors, both countries would benefit if Portugal specialised in wine and England in cloth.
At first sight, the proposition that it is beneficial to trade with less efficient countries might seem counter-intuitive – as does, at first sight, the proposition that it is possible to trade with more efficient countries. But Ricardo’s model showed that trade can bring significant benefits whenever there are differences in capabilities either between individuals or between countries. A country’s absolute advantage in producing different goods and services was less important than its comparative advantage: in which sector or sectors was the country relatively more productive? The model does not enable us to forecast the volume of trade, but does help us understand why, in the absence of artificial impediment, trade has flourished between countries at very different stages of economic development. And how untutored intuition can mislead.
Even those without any formal training in economics understand that prices are set by the interplay between supply and demand. If goods remain unsold, then a fall in the price should stimulate demand and clear the market. But in some markets things don’t seem to work that way. One reason is that sellers may know far more about the quality of the goods they are selling than do the buyers, and buyers recognise that fact. In 1970, George Akerlof showed that in the presence of this ‘asymmetric information’ it may be difficult to find any price at which trade occurs.5 Potential buyers of second-hand cars do not know whether a particular vehicle is of high or low quality. They are perhaps willing to pay a particular price for a car of average quality. But the only sellers who would accept such an offer are those who own cars of lower than average quality – ‘lemons’.6 Realising that, potential buyers lower their offer price. That leads owners of better-quality cars to drop out of the market, and only cars of even lower quality are on sale, a process known as adverse selection. As this process continues, the market may collapse altogether. The difference in information between buyers and sellers means that no price can bring about a balance between supply and demand.
Adverse selection may arise in many markets. Health insurance depends on pooling risks, but the healthy will seek to drop out and the less healthy will be anxious to obtain coverage. In practice, health insurance works well only when there is some compulsion to join. Like many good ideas, the problem of adverse selection may seem obvious when explained but the idea has proved immensely helpful in understanding a range of markets, and explaining why some of these markets do not function well.
Models such as those of Ricardo, Tucker and Akerlof are based on readily understandable accounts which illustrate fundamental economic ideas. These models may be presented as equations, numerical examples or amusing stories, and have proved particularly fruitful in economics. While not providing comprehensive or quantitative answers to economic problems, they help us frame arguments to understand better the nature of the mystery, by drawing analogies with a small world in which a puzzle has a determinate answer.
Ricardo, Tucker and Akerlof changed the way people thought about the operation of markets by telling stories to which their audience could relate: the trade between England and Portugal in cloth and wine; the fanciful encounter in the sheriff’s office; the unsatisfactory market in second-hand cars.
Truth and falsehood in models and narratives
None of these stories are, in the ordinary sense of the word, true. As a matter of fact, England was far more efficient than Portugal in textile production in the early nineteenth century. The sheriff in the Prisoner’s Dilemma no doubt committed numerous breaches of the constitutional rights of the two criminals. And we can recount an experience of explaining the Akerlof model to a general audience, only to be faced with an outraged response from a representative of the Retail Motor Federation (the trade association for British used-car dealers) who claimed that it constituted a libel on his honest members. But Tucker was not talking about the US criminal justice system, nor Akerlof impugning the integrity of members of the Retail Motor Federation. And no information about the production costs of textile mills refutes Ricardo’s exposition of the principle of comparative advantage.
The efficient market hypothesis is one of the most controversial models in economics – so controversial that in 2013 Eugene Fama, who developed the model, shared the Nobel Prize with Robert Shiller, who has worked to refute it. The essential insight is that publicly available information is incorporated in securities prices. The explanation of the seemingly contradictory accolades – it is hard to believe that a similar award would be made in the natural sciences – is that it is a mistake either to believe that the hypothesis is true or to assert that it is false. Most public information is incorporated in securities prices, but not always or perfectly, and that latter fact makes it possible to design successful investment strategies. Both supporters and critics of the efficient market hypothesis appear to make the mistake of believing that such a model describes ‘the world as it really is’. The efficient market hypothesis is the archetype of a model which is illuminating without being ‘true’. Like great stage plays, such as Macbeth.
A small-world model is a fictional narrative, and its truth is found in its broad insights rather than its specific detail. ‘The representative agent’, ‘the consumer’ or ‘the firm’ in an economic model is not an actual person or business, but an artificial construct, every bit as much a conceit of the author as is Sherlock Holmes. And any expectation such an agent might hold is an assumption of the model, not a property of the world, just as the adventures of Sherlock Holmes are inventions of Arthur Conan Doyle, not a description of any real world. Economics began with simple models which were expressed as narratives, sometimes populated with hypothetical numbers, as in Ricardo’s description of comparative advantage. The author of The Wealth of Nations was chided by the economic historian John Clapham, who wrote, ‘It is a pity that Adam Smith did not go a few miles from Kirkcaldy to the Carron works, to see them turning and boring their cannonades, instead of to his silly pin factory which was only a factory in the old sense of the word.’7 The Carron works, which were in fact a day’s trip from Kirkcaldy, were one of the first great factories of the British industrial revolution. Smith’s Scottish contemporary, the poet Robert Burns, did make the visit and commented, ‘We cam na here to view your warks, In hopes to be mair wise, But only, lest we gang to hell, It may be nae surprise’.8
Perhaps Clapham had a point; economists, ancient and modern, should get out more to see the things about which they write abstractedly. But not much of a point. Smith was not writing about the manufacture of pins, any more than Akerlof had been describing the activities of the members of the Retail Motor Federation, or Tucker the functioning of the American criminal justice system. They were using these models as illustrations of principles of much more general applicability.
Economics subsequently made advances through a whole series of small-world models of this type. Two decades after Smith, Thomas Malthus provided a notorious model of population and growth, which we discuss further in chapter 20. In addition to his principle of comparative advantage, David Ricardo developed a model of economic rent: the amount received by the supplier of an input in excess of the amount necessary to ensure its supply (many people in the sports and financial services industries would surely work there for lower rewards than they currently receive).
It is no longer fashionable to tell a story with illustrative calculations in the manner of Smith and Ricardo. More formal mathematical expression is required, and sometimes the maths can be sophisticated. In the early 1950s, an American, Kenneth Arrow, and a Frenchman, Gerard Debreu, used fixed point theorems (drawn from the latest advances in topology) to prove, under certain assumptions, the existence and efficiency of an equilibrium of a competitive market economy.9 But although their mathematics is complicated, the conclusions are not; the authors provided a clear statement of the conditions under which a decentralised economy could successfully match supplies and demands, and offered a further expression of the conditions under which that equilibrium might be in a certain sense efficient. For many people, Arrow and Debreu provided the formal mathematical underpinning to Smith’s narrative of the ‘invisible hand’.10
More than lemons
Offensive though it may have been to the Retail Motor Federation, Akerlof’s work was followed by the development of many models, some useful, some not, of markets characterised by asymmetric information. Michael Spence explained how the prices of complex goods did not simply equate supply and demand, but were used to signal information about product characteristics.11 Joseph Stiglitz emphasised the inherent contradiction in the efficient market hypothesis: if all information was ‘in the price’, why would anyone invest in obtaining information in the first place?12
These models are small-world analogies which help direct us towards the key characteristics of larger worlds. One of us recalls the experience of trying, and failing, to dispose of the unexpired portion of a property lease. Chanting the economist’s mantra of ‘supply and demand’, he insisted on reducing the price. When the lease failed to sell at the lower price, he switched model; perhaps price acted as a signal as well as a mechanism for equating supply and demand. Returning the price to the original level, a small incentive persuaded an interested purchaser to take the lease off his hands.
And Ricardo deployed his intellectual gifts to achieve practical success. His grasp of the importance of asymmetric information in financial markets was intuitive. He made a fortune in bond speculation, allegedly leading a group of traders who jettisoned bonds very quickly in order to promote market panic and then bought the bonds back at low prices in order to sell once the panic subsided.13 In August 2004, a similar strategy, named Dr Evil, was adopted by Citibank traders. It led to a substantial fine from the Financial Services Authority and was described as ‘knuckleheaded’ by the bank’s CEO.14
There are several ways of conducting auctions. The most common is to sell through open bidding, in which prices rise until only one prospective purchaser is left. eBay uses a variant of this method. A second is a sealed bid auction, often used in competitive tendering for public contracts, in which contenders submit their proposals and on a specified day the envelopes are opened and the lowest bidder is awarded the contract. An alternative sealed bid procedure gives the contract to the lowest bidder, but at the price offered by the runner-up. This means that bidders can reveal their true valuations without worrying that their bids might affect the price they will pay if successful. A fourth procedure, the ‘Dutch auction’, is so named because it is employed in the market at Aalsmeer near Amsterdam airport, one of the largest buildings in the world, where flowers from around the world are bought and sold. A large clock displays a gradually declining price until a bidder stops the clock by agreeing to buy (if in Amsterdam, get up early enough and you will be amazed by how quickly the clock disposes of an extremely large number of flowers). William Vickrey, Nobel laureate in 1996, demonstrated that under plausible assumptions all four methods would, on average, produce the same outcome.15 If you think that obvious, ask yourself why a seller might earn just as much by accepting the second highest offer as by accepting the highest offer (the answer reflects the fact that the various methods lead to different patterns of bids).
Vickrey’s approach was essentially deductive. But when the US government began to auction offshore oil blocks, rather than allocate them administratively, a group of petroleum engineers began to ask ‘What is going on here?’ They observed the low returns oil companies were making on fields to which they had bought the rights in auctions. The winner’s curse model, an example of inductive reasoning – a general principle is deduced from experience of the particular – was first developed by three of these oil company employees.16 In their model a field is worth a similar amount to most companies, but this value is hard to estimate before drilling begins. Before an auction, each firm commissions a survey to estimate the value of the field: if the surveys are unbiased, then their average should be close to the true value. But the estimates themselves will vary, perhaps widely. Companies know only their own estimates and the firm with the highest estimate is likely to bid the most and win the auction – only to discover that the oil field is, on average, worth less than they thought. The blocks they win are those on which their geologists have screwed up. This problem recurs in business and finance: in corporate takeovers, the bid most often succeeds because the bidder has paid too much. In 2007 two British banks, Royal Bank of Scotland and Barclays, competed to see which would overpay the most for the Dutch bank ABN AMRO. When Barclays’ share price fell as their shareholders became nervous, RBS won the bidding contest, and suffered the winner’s curse and failed in 2008.17
Perhaps the best-known application of auction theory was in the spectrum auctions, in which the US and European governments derived extraordinarily large amounts of revenue from selling bandwidth to competing mobile phone operators. By this time, a generation of graduate students had developed complex variants on the core models. But disproportionate attention has been devoted to such model elaboration in artificial small worlds rather than to empirical study of how these processes work in actual large worlds. Paul Klemperer, who was involved in the design of spectrum auctions for mobile networks in Britain and other countries, observed that ‘what really matters in auction design . . . is mostly good elementary economics. By contrast, most of the extensive auction literature is of second-order importance for practical auction design.’18
The only article on methodology
Friedman and Savage recognised that their approach differed from the ways in which successful generals, statesmen and business leaders described the processes by which they made their decisions. But, they argued, this seeming inconsistency between the theory and observation of decision procedures was not even a substantive objection, far less a fatal one. Friedman and Savage drew an analogy with expert billiard players. Although these experts manifestly did not compute or even know, far less understand, the complex equations necessary to determine the best shot, their decisions differed little from those they would have made if they had undertaken the required calculations. Thus the observer who was a poor billiard player, but a whizz with differential equations, could accurately anticipate the play. Expert players act ‘as if’ they were rational maximising agents.
There are some problems with this analogy. Perhaps the most obvious is that the theory of billiards it presents is entirely useless in helping us to predict the result of a match. Although it is true that experts play more or less the ideal shots which the differential equations would predict, the reason that one player wins and the other loses is that both deviate slightly from those perfect shots in real play. These small imperfections are representative of the phenomenon which Knight had identified as critical to the functioning of a market economy. Although most profit opportunities have been taken, it is those that have not been taken which provide rewards to entrepreneurs and which drive innovation in technology and business practice. Paradoxically, the desire of the Chicago School to treat the economy as if markets were perfectly competitive left it blind to the earlier Chicago insight which emphasised the capacity for innovation arising from the search for profit in an uncertain and constantly changing environment. The innovative success of a market economy does not result from individuals or firms trying to ‘optimise’ but from their attempts by trial and error to navigate a world of radical uncertainty. In practice, successful people work out how to cope with and manage uncertainty, not how to optimise.
The ‘as if’ argument of the billiard table was further developed by Friedman, who asserted that it was inappropriate to regard the realism of assumptions as germane to the validity of a theory.19 Instead, he claimed, ‘the relevant question to ask about the “assumptions” of a theory is not whether they are descriptively “realistic,” for they never are, but whether they are sufficiently good approximations for the purpose in hand. And this question can be answered only by seeing whether the theory works, which means whether it yields sufficiently accurate predictions.’20 Friedman’s argument was influential among economists, and claims were made for its application that extended far beyond choice under uncertainty.
The philosopher of science Daniel Hausman has described Friedman’s article as ‘the only article on methodology that a large number, perhaps a majority, of economists have ever read’; and for the authors of this book that was true for many years.21 Hausman quickly demolished Friedman’s argument, as many others have done, by pointing out that the premises of a theory are every bit as much predictions of that theory as deductions from those premises. Friedman’s article appeared in a brief period of intellectual history in which a version of Popperian falsificationism – the idea that a hypothesis acquires scientific status only if there is a possibility that it might be refuted – was in fashion.
Falsificationism enjoyed its moment in (or rather out of) the sun in May 1919, when an experiment devised by Frank Dyson was conducted by fellow British astronomer Arthur Eddington on the island of Príncipe off West Africa during a total solar eclipse. Eddington established that Einstein’s theory of relativity correctly predicted the path of light and Newton’s view of gravitational fields did not. Einstein became an international celebrity, and two years later received the Nobel Prize in Physics.22 But even in physics such conclusive tests are rare. Among other things, the experiment required that the rays of the sun be completely blacked out. And although Newtonian mechanics is not a description of ‘the world as it really is’, it is extremely useful in a wide variety of situations. It makes sense to live our lives under the assumption that physical laws hold and do not change, but it does not make sense to live our lives under the assumption that the world of human affairs is stationary.
The decisive rejection of this falsificationist view is encapsulated in what philosophers know today as the Duhem–Quine hypothesis: such refutation is rarely definitive, because any test requires a range of auxiliary assumptions, additional assumptions about the world, and it is always possible to argue that these assumptions have not been fulfilled.23 Newton’s law of the trajectory of falling bodies is falsified by observing the slow fall of feathers; but the application of his law depends on the object falling in a vacuum. So it is always possible to attribute apparent falsification to failure, not of the alleged law, but of the assumptions needed to illustrate the application of the universal law; in this particular case, the real world is plainly not a vacuum, although it is sufficiently close to a vacuum for Newton’s equations to give good answers most of the time.
After the crisis of 2007–08, there were many explanations of why it was inevitable even though it was anticipated by few. Former Federal Reserve chairman Alan Greenspan was almost alone in observing that ‘I discovered a flaw in the model that I perceived is the critical functioning structure that defines how the world works’;24 most people discovered that the crisis confirmed what they had been saying all the time. On many economic issues there will always be an explanation of why the anticipated outcome failed to materialise, and no means of disputing the explanation other than derision. Economists have repeatedly used this excuse, and received that derision. But variants of the falsificationist argument have enabled economists ever since to deflect criticism of their models for failing to confront the reality of how people behave, and to dismiss critiques of their predictive failures by reference to auxiliary hypotheses. Such a view is closer to religion than science.
The number is not the policy
One of us was shown a paper written by a well-known macroeconomist with considerable experience in central banks and finance ministries. The model showed that an inflation objective would be met, given the model, if the central bank announced today what interest rates would be at different dates for several years ahead.25 The author of the paper was asked ‘So what insight do we gain from this model?’ The answer was that the numbers derived from the model should be the policy. That answer begins to make sense only if the economist believed that his model described ‘the world as it really is’. But a small-world model does not do that; its value lies in framing a problem to provide insights into the large-world problem facing the policy-maker and not in the pretence that it can provide precise quantitative guidance. You cannot derive a probability or a forecast or a policy recommendation from a model; the probability is meaningful, the forecast accurate or the policy recommendation well founded only within the context of the model.
Other disciplines seem more alive to this issue. The bridge builder or the aeronautics engineer, dealing with a much more firmly established body of knowledge, will wisely be sceptical of a quantitative answer which is not consistent with his or her prior experience. And our own experience in economics is that the most common explanation of a surprising result is that someone has made an error. In finance, economics and business, models never describe ‘the world as it really is’. Informed judgement will always be required in understanding and interpreting the output of a model and in using it in any large-world situation.
It must be remembered that the object of the world of ideas as a whole is not the portrayal of reality – this would be an utterly impossible task – but rather to provide an instrument for finding our way about more easily in the world.
—HANS VAIHINGER, As If, 19111
Barack Obama made a good decision when he sent in the SEALs to raid the bin Laden compound. Jimmy Carter made a bad decision when he authorised the failed Delta Force attempt to rescue the Tehran hostages. We know the outcomes: in the 2011 action bin Laden was killed, there were no untoward repercussions, and all the US combatants returned safely; in 1979, the Iranian hostages were not released, eight American servicemen were killed when two helicopters collided, the US reputation for military competence was severely dented, and Carter was not re-elected to the presidency. But are we sure that Obama made a good decision and Carter a bad one? Or was it just that Obama was lucky and Carter unlucky? We don’t know. Many things could have gone wrong with the Abbottabad raid, and those that did were not fatal to the success of the operation; many things could have gone wrong with the Iranian raid, and those that did were fatal. In a world characterised by radical uncertainty, there are many things we don’t know, even with hindsight. And others we know only with hindsight. But since we are reluctant to acknowledge the role that radical uncertainty – and luck – play in human affairs, we apply hindsight anyway. We congratulate Obama on his sound judgement, and criticise Carter for underestimating the risks involved.
Luck
Is poker a game of skill or a game of chance?2 It is both, of course; the outcome depends on both the abilities of the players and the fall of the cards. Annie Duke describes how poker professionals talk of ‘resulting’ – the attribution of the quality of the result to the quality of the decision.3 Poker is a small-world problem whose rules are completely specified and unchanging and in which computers are strong. Libratus, the poker-playing computer, is now on a par with leading professional poker players and the next generation of such machines is likely to be even better.
The England Test cricketer Ed Smith, now a journalist and cricket administrator, describes how players would say ‘good luck’ to batsmen who went out to face the opposition and ‘bad luck’ if they returned from early dismissal. But then his county team, Kent, employed a ‘team builder’ to help them agree a ‘core covenant’ which was worked out over several days spent away from serious training.4 The ‘core covenant’ banned those expressions of encouragement or commiseration. It denied that luck was a contributory factor in sporting outcomes. Its philosophy was that radical uncertainty could be tamed by strength of will. Even at the time, Smith realised that this was nonsense, and on his retirement from cricket wrote a book entitled Luck, explaining how radical uncertainty was unavoidable, and luck played a major role not only in sport but in many other aspects of life.5
The Australian Don Bradman was, as we described in chapter 13, the greatest batsman of all time. He was supremely skilful, but also lucky: lucky that the Bowral team in rural New South Wales was a man short and gave the boy a chance to play; lucky that he chose cricket over tennis, though he might well have been the greatest tennis player ever; and unlucky that the Second World War deprived him of what might have been the best years of his career. Bradman’s skill was reinforced by his extraordinary powers of focus and concentration. Few sports require and reward that skill to the same degree as cricket – each of Bradman’s greatest innings, the triple century at Leeds in 1930 with which he introduced himself to an English audience, and his world record score of 459 for New South Wales, required him to bat for more than a day.
In chapter 8, we noted how another distinguished and literate cricketer, Michael Brearley, had described the experience of ‘flow’ – the exhilarating feeling of mastery of a well-defined (small-world) problem which Mihaly Csikszentmihalyi records as characteristic of so many outstanding exponents of practical skills.6 One of the most important matches of Brearley’s career was the World Cup Final at Lord’s in 1979 in which he and Geoffrey Boycott – one of the most focused individuals ever to play any sport – successfully resisted the bowling of the formidable Barbadian fast bowler Joel Garner with a mixture of luck and skill and remained on the field for two thirds of England’s allotted time. But their reluctance to take risks put pressure on England’s remaining batsmen to score quickly and once the pair were out Garner ripped through the remaining English batting line-up and won the cup for the West Indies. Was Brearley’s risk-averse strategy right or wrong? He – and we – will never know.
Reasoning and communication
Good decisions often work out badly, and bad decisions sometimes work out well. In 2019 Cardiff City, a newly promoted but struggling Premiership football team, turned to a talented Argentinian striker, Emiliano Sala, to boost their goal-scoring talent. In January 2019, Cardiff paid a club record transfer fee of £15 million for Sala. Two days later, Sala flew on a light aircraft from Nantes to Cardiff for a training session with his new club. The plane disappeared over the Channel Islands; Sala’s body was later found in the wreckage on the seabed. Cardiff City was left with a bill for £15 million, no striker, and at the end of the season was relegated from the Premier League. But the Spaniard who won ‘El Gordo’ through a mistaken belief that seven times seven made forty-eight could afford to laugh at his error.
‘Resulting’ mistakenly judges the quality of a decision by its outcome. Owners of football clubs routinely sack managers after a few bad results. Resulting is all too common in financial markets – witness the absurd adage ‘you’re only as good as your last trade’. The petulant football club boss who sacks an able manager – such as the owner of Chelsea Football Club, Roman Abramovich, who peremptorily dismissed his world-class former manager José Mourinho – is generally making a mistake.
Better, it would seem, to assess the quality of the reasoning that lay behind a decision than to judge the quality of the decision by reference to the outcome. If I buy a lottery ticket because I think seven times seven makes forty-eight and win the jackpot, I might persuade myself that I made a good decision. But the reasoning behind that decision was faulty. You would be unwise to apply my experience to your own choices. Yet here too a slightly different form of resulting is common. Chess players – perhaps this is the only sport to make demands on concentration comparable to cricket – call the error ‘analysing to the result’.7 Assessment of the reasoning that led to a decision is determined by our knowledge of the outcome. A venture capitalist reviews the business plan of every prospective investment with care. But nevertheless expects that only a few of those selected will succeed. These failures do not, in themselves, discredit the methods of appraisal.
History, it is said, is written by the victors, and today’s understanding of the past is interpreted in the light of knowledge of the events that followed. We confidently assert today that the political leaders of Britain and France in the 1930s were grossly negligent and complacent because we know, as they did not, what Hitler did subsequently. We take a much more favourable view of the debate in Churchill’s bipartisan War Cabinet which led to the decision to fight on in the summer of 1940. But Nazi Germany might have achieved the rapid victory in Russia which had been accomplished in France, and the Japanese might not have attacked the United States at Pearl Harbor. In the event Germany did not, and Japan did. We laud Churchill as one of the great statesmen of the twentieth century, and disparage Hitler as an inept military leader as well as an evil man.
Our interpretation of history is heavily influenced by resulting. It is unlikely that Lincoln, Churchill and Roosevelt would have enjoyed the iconic status they hold if the Civil and World Wars had not occurred, if Pickett’s charge had succeeded, or the D-Day landings had failed. But we also rewrite history to deny our culpability by attributing disasters to chance. The bankers who brought the global financial system close to collapse in 2008 assured us afterwards that no one could have anticipated that collapse; it was a 25 standard deviation event. Dick Fuld, who presided over the bankruptcy of Lehman Brothers, explained to a Senate committee, ‘I wake up every single night thinking what would I have done differently?’8 There are obvious answers to that question, but Fuld appears genuinely to have persuaded himself that he was victim rather than architect of his company’s failure. What we mean by a good outcome is context-specific. And what is good for some may not be good for others. Fuld remained a very rich man, but Lehman employees lost their jobs and taxpayers were obliged to put their hands in their pockets. To judge decision-making under uncertainty we need to review the process of decision-making itself.
To act is not to explain, to explain is not to act
In 2001, England drew a crucial qualifying match against Greece to secure a place in the final stages of the football World Cup as a result of a remarkable goal scored by David Beckham in the last seconds of the game. Although he had missed several free kicks earlier in the match, as team captain Beckham decided to take the final opportunity himself. His curving shot under extreme pressure is one of the finest in soccer history. Dr Matt Carré of the Department of Sports Engineering at Sheffield University explained that the spin Beckham had imparted meant that the ball moved three metres laterally, from one side of the goal to the other, in the course of its forward progress. It then dipped into the top left corner of the goal towards the end of its flight because the airflow changed from turbulent to laminar mode, increasing drag by more than 100%. Carré observed that ‘Beckham was instinctively applying some very sophisticated physics calculations to scoring that great goal’.9 And in the previous chapter we saw Milton Friedman correctly noting that billiard players appeared to solve complex differential equations.
But we know that few billiard champions are experts in differential equations and that Beckham is not capable of undertaking sophisticated physics calculations. We also know that Dr Carré, who is capable of such calculations, would not have been capable of scoring that goal. Beckham could act effectively without properly understanding the explanation of his action; Carré could explain why the action led to a successful outcome but could not himself act effectively in that situation. As Nathan Leamon writes in his novel The Test, about life as a professional international cricketer, ‘To play the perfect cover drive, it is not necessary to know how to play the perfect cover drive.’10
Yet to call Beckham’s shot instinctive or intuitive is to demean the process which led to the effective action. Beckham’s football prowess was the result of many years of experience, training and practice, as well as an extraordinary natural talent and, given his missed efforts earlier in the match, perhaps not a little luck. Learning a complex skill requires intensive practice; an evolutionary process of trial and error helps body and mind adapt to what is required. And as with other evolutionary processes, those undergoing it need not have much – or any – understanding of what is happening to them. Reasoning and decision-making are not the same thing. Reasoning is part of decision-making, but reasoning is not decision-making, nor decision-making reasoning. Decision-making describes the choice of actions, reasoning is how we explain those choices to ourselves, and to others.
We know that Beckham was a great player because he scored not just that goal, but so many others. We know for the same reason that Annie Duke is very good at poker. We judge the venture capitalist by the long-term record. Securities traders, unlike poker players, are not operating in a small and stationary world, and there is no equivalent basis for calculating probabilities, but opportunities for making similar decisions arise often, and the outcomes are clear. So it is possible to learn from long runs of successful results; hedge fund manager Jim Simons’ trading algorithms have been – overall – very profitable. We may perhaps learn even more from long runs of unsuccessful results, although few traders are given the opportunity to establish these. But the calculation of ‘alpha’, a widely employed measure of fund manager ‘skill’, generally assumes, without justification, that investment returns are drawings from a stationary probability distribution.
Churchill, Lincoln and Roosevelt made many different decisions in the widest possible range of circumstances. Lincoln issued the emancipation proclamation; Churchill restored the gold standard in Britain and Roosevelt abandoned it in the United States. Keynes would write of Churchill’s decision, ‘he has no instinctive judgement to prevent him from making mistakes’,11 but of Roosevelt’s that the President was ‘magnificently right’,12 and subsequent experience would support both assessments. We are interested in both good decision-making and good decision-makers. It is not clear that Churchill would qualify as a good decision-maker, given his patchy career record, though his status as inspirational leader is beyond question; but Lincoln and Roosevelt, who did make some bad decisions and who learnt and recovered from them, would. And it is facile to judge either on the basis of the result alone.
David Beckham is not alone in finding it difficult to articulate the reasons for his choices. Malcolm Gladwell begins his book Blink with the signature example of the Getty kouros, a Greek sculpture whose provenance the museum believed authenticated, but which experts immediately identified as a fake.13 As Gladwell describes it, the rationale of the expert judgements was vague – of the kind ‘it doesn’t look right’. But in time a similar sculpture was found which was conclusively identified as a fake and further investigation revealed that the documents describing the provenance of the Getty sculpture had been forged. The experts who queried its authenticity were genuinely expert, and Beckham one of the finest English footballers; their respective performances were the product of years of experience and training. But their expertise did not allow them easily to articulate reasons for their judgements.
Gary Klein has demonstrated how a skilled interviewer can tease out reasons, or at least explanations, behind good decisions.14 Among many examples, he describes an incident towards the end of the 1991 Gulf War in which a British officer on the destroyer HMS Gloucester shot down an Iraqi Silkworm missile aimed at the ship. The sky was dense with American A-6 aircraft and for several hours the captain of the ship and other members of the crew were fearful that they had destroyed a friendly plane. But the officer stressed that he had been confident that he had identified a threat. His initial rationalisation – that the accelerating flight path described a missile not a plane – did not survive analysis. But a more elaborate explanation, which suggested that he was able to infer altitude although the radar signal did not give him this information directly, convinced others, and ultimately the officer himself.
We are not being fooled by randomness, or engaging in resulting, in giving these decision-makers credit for the results of their actions. David Beckham had shown himself to be a brilliant footballer on many occasions before the match between England and Greece. The art experts who pronounced on the Getty kouros had burnished their credentials over many years. The naval officer was an experienced and well-regarded sailor who saved his vessel. All these people were good at doing what they did even if they were not always able to explain why.
Communicative rationality
Had Klein discovered the reasons for the officer’s decision? That seems at first sight to be an important question, and yet it’s hard to know what it means. Or why it matters. When we touch a hot stove, we pull our hand away. Do we do so because it hurts, or because we will suffer tissue damage if we leave our hand there? The decision to down the Silkworm missile was good. In the heat of battle, the decision to fire, or not to fire, had to be made immediately. If there had been time for the officer to discuss the matter with his colleagues he would have been required to explain why he thought the object was a missile. His explanation might have been challenged, and the group might have reached agreement, or referred their continued disagreement to the ship’s captain. The experts who assessed the Getty kouros did have such an opportunity to exchange views with each other, and arrive at a consensus, both as to their views and the reasons for their views. In the case of HMS Gloucester, this consultation took place only hypothetically, and long after the event, and ‘resulting’ allows us to congratulate the officer on his judgement. Rightly or wrongly. The process of reasoning is not the same as the process of decision-making.
The element of truth in Kahneman’s ‘system one/system two’ distinction, which we described in chapter 9, is that there is a difference between the process by which we make decisions and the ways in which we describe these decisions to other people. We need such descriptions to justify our actions – to respond to the excited questions of sports interviewers after the match, to explain our actions to the captain of HMS Gloucester, to advise the Getty curators. We need such descriptions in the process of soliciting the views of other people and, if appropriate, modifying our own views in response. We need explanations of our actions to persuade others to cooperate with us in implementing the choices we have made. Most decisions, and virtually all important decisions, are made in a social context; we engage family and friends in our household decisions and work colleagues in our business decisions. Economic life is a cooperative process, and such communication is an essential part of human action. Different people will make different judgements faced with the same information because, given radical uncertainty, many different interpretations of the same data are possible. Good decision-making involves communication and exchange of views with others. Even if the final decision is the responsibility of one person, as it was in the White House, that individual will normally benefit from a wider discussion.
Coherence and credibility – the standards by which we judge all narratives – are the criteria by which we judge the quality of communication of the reasons for decisions. And in modern western culture we apply the test of rationality – consistency with logic and reason – to such communication. The narrative paradigm directs us to the communicative rationality emphasised by Hugo Mercier and Dan Sperber. Our actions are the outcome of evolutionary rationality; communicative rationality is the means by which we explain these actions to others. Beckham’s goal and the survival of HMS Gloucester illustrate that these concepts are not the same – to act effectively is not necessarily to explain effectively, and to explain effectively is not necessarily to act effectively. But communicative rationality contributes to our evolutionary rationality.
Human intelligence is collective intelligence
Beckham appears an isolated figure as he runs up to the ball in front of a large crowd with England’s hopes of qualifying for the World Cup finals resting on his shoulders. But his achievement was not a purely personal one; rather the culmination of a social process which involved contributions from team-mates and mentors such as his club manager Sir Alex Ferguson. Even in highly individualistic games, such as poker and chess, success depends on the ability to communicate with others and to benefit from that communication. Annie Duke describes the importance of exchanging knowledge and experience of poker with other skilled players. Magnus Carlsen works with Team Carlsen, supported by Microsoft, which has sponsored his career since he was thirteen. Carlsen’s mentor has been Simen Agdestein, who teaches chess – and football – at Norway’s elite sports academy, Norges Toppidrettsgymnas.
When Harold Abrahams won the gold medal in the 100m in the 1924 Olympics – the race immortalised in the film Chariots of Fire – his employment of the professional coach Sam Mussabini was regarded as little better than cheating. In a poignant moment in the film, Mussabini, excluded from the stadium, learns that his protégé has succeeded by hearing the notes of the British national anthem drift from the stadium. But in the hundred years since, advances in sports medicine, nutrition and engineering – the work done by Dr Carré and his colleagues and the activities of professional coaches – mean that the 100m which took Abrahams 10.6 seconds to run that day can now be covered by Usain Bolt in 9.58 seconds. And top professional coaches are now well-remunerated popular celebrities. Billy Beane, who brought statistics into baseball, not only achieved fame but the honour of being played by Brad Pitt in another movie celebratory of sporting success, Moneyball.
The sporting analogy is not simply a metaphor. Just as Beckham benefited from the contributions of sports experts and coaches, Obama was dependent on the assessments of intelligence agencies and the wisdom of his staff. Actors, mentors and analysts make their distinct contributions to good decision-making. And these are distinct skills.
Humans are a eusocial species, achieving things which are far beyond the capacity of any individual. The economic importance of this eusociality cannot be overemphasised. Other eusocial species, principally some insects, create complex artefacts, but by methods very different from humans. The queen bee does not actually rule, directing the actions of the hive; Woody Allen’s Antz is an erroneous anthropomorphisation. Each individual insect follows genetically programmed behavioural rules. Agent-based modelling, which has found some applications in economics and other social sciences, seeks to replicate the behaviour of social insects in the understanding of human behaviour. And some lessons can be learnt from such models.
But we are not social insects; we are advanced primates, distinguished from others by our capacity for communication and cooperation. Michael Tomasello, an expert on chimpanzee behaviour, has pointed out that ‘it is inconceivable that you ever see two chimpanzees carrying a log together’.15 Chimps rival toddlers in spatial awareness, ability, understanding of simple computations, and comprehension of causality. Where toddlers score is in their capacity for social learning. And that is why adult humans are far more intelligent than toddlers, but grown chimpanzees no more intelligent than their young. Other species can solve small-world problems, sometimes better than humans. The children’s game of rock, paper, scissors, which game theorists explain requires a solution in mixed strategies, is within the capacity of chimpanzees.16 Pigeons can solve a version of the Monty Hall problem.17 In some respects, intelligent non-human creatures correspond better than do humans to the representations of rational behaviour proposed by economists.
And pigeons can fly, whereas humans cannot. But humans are able to build the Airbus A380, with separate portions of the fuselage constructed in Britain, France, Germany and Spain; they are able to mount an extraordinary logistics operation to bring the components together in an assembly plant at Toulouse; they are able to assemble crews and ground staff to operate the plane in conjunction with air traffic controllers around the world. No one individual could command even a fraction of the skills and knowledge to achieve this. No person knows how to build an Airbus, or to fly from London to Sydney, but a very large number of people working together do. Human intelligence is collective intelligence, and the ability to construct a complex artefact such as a commercial aircraft is the product of a collective intelligence built up over the more than two hundred years in which engines came to replace natural sources of power and the Wright brothers demonstrated that an entirely different technology from that used by pigeons would enable humans to take to the air.
The tens of thousands of people who have contributed to every Airbus flight do not know who the other contributors are; they communicate in small groups which in turn communicate with other small groups. To see economic life from any perspective other than that of the group is severely limiting – indeed is to miss the central point of how modern economies function.
How is the extraordinary feat of coordination which builds and flies the Airbus achieved? One view, which we might attribute to modern industrial organisation theory, identifies markets and hierarchies as mechanisms to achieve such coordination.18 Entrepreneurs purchase the parts and skills needed to construct a jet plane. If they are uncertain about any aspect of the process – from how to assemble the components to how to land at Sydney airport – they deal with them by purchasing the appropriate contingent commodities. A second view relies on hierarchy to achieve coordination. Big Boss decides to build a jet plane, and delegates tasks to numerous Little Bosses – to one the wings, to another the fuselage, and so on. Big Boss hires consultants to advise on how to design appropriate incentive contracts for all the Little Bosses and their subordinates.
While there is some element of truth in both these caricatures, the task they set for the entrepreneur, or Big Boss, is plainly an impossible one. We can build aeroplanes only because we are not isolated individuals but a cooperative species. The Soviet Union, under the leadership of Big Boss, built civil aircraft, but very bad ones, and societies which lack any depth of social organisation adapted to productive activity such as Haiti or Nigeria cannot build aircraft at all.19
We have emphasised the need for a pluralism of models, and the same need for managed pluralism is obvious here. The Airbus consortium does not fit easily into the market/hierarchy dichotomy – it is less than a single firm but more than an array of independent firms contracting at arm’s length. And when the market/hierarchy taxonomy was exported outside the United States, it struggled to account for structures such as the keiretsu of Japan, the chaebol of Korea,20 or the clusters found in northern Italian towns and cities. We need help from another theory of the firm, which lays stress on capabilities.21 Complex business organisations, whether consortia such as Airbus, the agglomeration of information technology-related activities in Silicon Valley, or diversified conglomerates such as General Electric, may most fruitfully be described as collections of capabilities. And businesses and economies advance by developing new capabilities, and by applying existing ones to changing markets and technologies. Such capabilities are bought, sold, exchanged, may be hierarchically ordered, but above all are simply available – ‘the mysteries of the trade are in the air’, in a phrase which Alfred Marshall coined to describe much more primitive levels of industrial organisation at the end of the nineteenth century.22 And economists such as Paul Collier argue that these clusters of capabilities are both essential to reviving post-industrial cities and only feasible in the context of wide-ranging cooperation between governments and businesses.23 Human intelligence is collective intelligence, and that is the source of the extraordinary human economic achievement. We can navigate radical uncertainty because we chart it together.
Individuals have different, and unavoidably imperfect, knowledge to contribute. And even when, as in the preparation for that White House meeting, they have exchanged that knowledge, they form different assessments of the same evidence. And make different judgements of the possible consequences of particular actions. Obama’s decision was based not on a calculation of probabilities, but on weighing up the credibility and coherence of competing narratives. And he made a considered choice of action by spending time listening to and communicating with experienced and knowledgeable advisers. Communication is an essential part of developing a narrative.
‘Gentlemen, I take it we are all in complete agreement on the decision here. Then, I propose we postpone further discussion of this matter until the next meeting to give ourselves time to develop disagreement, and perhaps gain some understanding of what the decision is all about.’
—ALFRED P. SLOAN1
When John F. Kennedy was inaugurated as President of the United States in January 1961, he was the youngest ever elected holder of the office. Within three months, the CIA presented to him a plan to invade Cuba and overthrow Fidel Castro, the firebrand who had ousted dictator Fulgencio Batista two years earlier. The invasion was to be disguised as a coup by elements of the Cuban military with support from exiled opponents of the regime. The outcome was a fiasco. The exiles who had been landed with the assistance of the US Navy were quickly rounded up and killed or jailed. The lie that the Bay of Pigs landing was anything other than an operation planned and largely executed by the US government was soon exposed. Not only did the operation fail to oust Castro, it helped to consolidate his position and led him to seek external support from the Soviet Union. Fidel would lead Cuba for almost fifty years.
A decade later, the American psychologist Irving Janis popularised the term ‘groupthink’ for the process by which a group arrives at a bad decision because of the unwillingness or inability of its members to challenge the prevailing narrative.2 One of Janis’s signature examples was the proceedings which led to the approval of the Bay of Pigs landings (the failure to respond to the intelligence which foreshadowed Pearl Harbor was the other). After the event, the Joint Chiefs of Staff said that they had had reservations about the invasion plan but had felt inhibited in expressing their misgivings because they did not reflect the prevailing narrative of US supremacy. A new and inexperienced President presided over meetings in which challenge to that narrative was discouraged. Kennedy learnt from that experience, and was determined not to repeat it. His predecessor as President, Dwight Eisenhower, framed the key post-mortem question, asking Kennedy: ‘Mr. President, before you approved this plan did you have everybody in front of you debating the thing so you got pros and cons yourself and then made your decision?’3 When Cuba again became the principal issue on the presidential agenda, Kennedy managed the process of decision-making in a very different way.
On Tuesday, 16 October 1962, Kennedy was informed that a U-2 reconnaissance flight had produced evidence of Russian missile sites under construction in Cuba. The photographs were presented to a meeting in the White House by the CIA. Those present formed a group of senior Cabinet members and officials, later to be called the Ex-Comm, which met almost continuously for the thirteen days of what became known as the Cuban Missile Crisis.
The prospect of nuclear missiles based so close to the US mainland was unacceptable. How should the President respond? Rather quickly, the choices were narrowed down to two: a naval quarantine that would intercept further Russian ships en route to Cuba, or an airstrike on all military installations in Cuba followed by an invasion. Opinion among the group was sharply divided. The quarantine would not remove the missiles already in Cuba, and the airstrike ran the risk of an escalation to an all-out nuclear war. Forceful arguments were presented on both sides.4
Within Ex-Comm the debate continued day and night. The experience of the Bay of Pigs made Kennedy nervous of accepting advice without challenge. Before making his momentous decision, the President decided to follow two principles in seeking advice. First, recognising the significance of radical uncertainty, he feared the ‘awful unpredictability of escalation’ in ways that the military did not.5 He made every attempt to avoid backing Chairman Khrushchev into a corner. He was conscious of the weakness of intelligence which earlier in 1962 had on four occasions advised him that Russians would not transport offensive weapons to Cuba, and cautious in interpreting intelligence and in accepting advice provided by the military.
Second, he ensured that the narratives he was receiving about the two courses of action were challenged. He did this by dividing Ex-Comm into two groups which were told to write papers to support their preferred option, and then to exchange documents and critique each other’s narrative.6 He also decided not to attend all the meetings of Ex-Comm. He did not want his presence to prompt the attendees to second-guess what he wanted to hear. He wanted to know what they really thought. As Robert Kennedy, his brother and Attorney General, later wrote, ‘the fact that we were able to talk, debate, argue, disagree, and then debate some more was essential in choosing our ultimate course . . . Opinion, even fact itself, can best be judged by conflict, by debate.’7
Concerned about the risk of escalation, Kennedy opted for the option of naval quarantine. Some of his military advisers preferred an airstrike. They agreed with the view of the well-known game theorist Thomas Schelling that ‘there is just no foreseeable route by which the United States and Soviet Union could become involved in a major nuclear war’.8 No rational leader would, they believed, permit a local conflict in Cuba to escalate into an all-out nuclear engagement. The crisis ended when Khrushchev realised that Kennedy wanted to avoid escalation, and, in return for a secret promise to remove US missiles from Turkey later, the missiles in Cuba were dismantled and returned to Russia. Documents subsequently released show how close the world came to a nuclear holocaust. Only then did the world discover that Russian commanders in Cuba had been authorised to use tactical nuclear weapons against a US invasion if communications with Moscow were severed.9 One reason you are able to read this book is because President Kennedy made a good decision.
A year later, Kennedy was assassinated, and the lessons he had learnt seemed to have died with him. Modern historians debate, inevitably inconclusively, how America’s disastrous entanglement in Vietnam might have evolved if Kennedy had remained President.10 What we do know, however, is that ‘groupthink’ reasserted itself. And so did the narrative of US military supremacy. Challenges to the prevailing narrative of ‘domino theory’ were not welcomed. The reality that superior technology alone could not defeat a committed independence movement was not recognised. Even as the technocratic Secretary of Defense Robert McNamara demanded evidence-based policy, evidence could always be constructed to support the predetermined policy. That was why the Pentagon Papers were suppressed. And why Daniel Ellsberg and those who helped his whistle-blowing faced the wrath of the US government. And challenge of key assumptions was sadly lacking when a later administration was planning the post-invasion future of Iraq forty years later.
Making decisions about an uncertain future is often a group activity. We rarely make major choices without seeking the opinions of other people, and are wise to do so. Communicative rationality is designed partly to persuade others, and partly to invite challenge. In wise hands, soliciting the opinions of other people is a genuine process of consultation and discussion. Less competent leaders may simply invite congratulations on their wisdom. Kennedy, with the assistance of the experienced Eisenhower, came to understand the difference. Not all his successors did, or found similar benefit in the advice of their predecessor.
Challenging narratives
For hundreds of years puerperal fever killed many mothers and their infants in childbirth. Rising rates of mortality in the new maternity hospitals in Europe in the seventeenth and eighteenth centuries reflected epidemics of puerperal fever in the very institutions designed to help mothers at childbirth. In 1795, the Scottish obstetrician Alexander Gordon published a treatise claiming that the disease was transmitted by midwives and doctors. The English doctor Thomas Watson in 1842 recommended that doctors wash their hands in a chlorine solution to prevent the transmission of infection from one case to another. And in 1843 Oliver Wendell Holmes Sr (father of the great jurist whom we met in chapter 11) published a paper in the New England Quarterly Journal of Medicine entitled ‘On the Contagiousness of Puerperal Fever’ also arguing that the cause of so many fatalities was the spread of germs by doctors. Perhaps the most systematic study of the causes and prevention of puerperal fever was made by the Viennese physician Ignaz Semmelweis. In 1847, he discovered that the incidence of the infection was much lower for women giving birth at home than in hospital and that it was greatly reduced if doctors had washed their hands in chlorinated water. Semmelweis did not really know why this was so – he reasoned, partly correctly, that the transfer of ‘cadaverous particles’ was responsible.11
All of these findings and advice were strongly resisted by the medical profession, for reasons that are easy to understand if not to sympathise with. Doctors resisted, indeed resented, the idea that they themselves caused the illnesses they were unable to treat. Angered ultimately to the point of derangement, Semmelweis died in a lunatic asylum. But his analysis was vindicated and today it is safer to give birth in a hospital than at home.
In 1854, Dr John Snow dramatically reduced the spread of cholera in London by removing the handle of the Broad Street pump in London’s Soho district, forcing local residents to obtain water elsewhere. At the time, the prevailing narrative was that infectious diseases were spread by ‘miasma’ – noxious particles in the air. Given the vile smell which prevailed across London and other metropolitan areas at the time, this explanation was easy to believe. Like Semmelweis, Snow did not understand why his high-handed intervention was effective – he had simply observed the correlation between the incidence of the disease and the use of the Broad Street facility. After the epidemic subsided, the pump handle was replaced at the demand of users, who resumed their use of water. It was still contaminated by faecal bacteria, but the cholera epidemic was over.
Even in science, we rely on narratives; a good story can be more compelling than publication of detailed research results. And this is still true in the twenty-first century. For many years, it was conventional wisdom among doctors that stomach ulcers were caused by stress and bad lifestyle leading to a build-up of acid in the stomach. Dr Robin Warren, an Australian pathologist, tried for many years to argue that ulcers were in fact the result of a bacterial infection. In the 1980s, together with fellow Australian Barry Marshall, he studied biopsies from a hundred patients and cultivated a bacterium which became known as Helicobacter pylori from some of these biopsies. They found that the organism was present in almost all the patients with gastric inflammations and duodenal and gastric ulcers. Yet it proved difficult to change the dominant narrative. Conventional treatment for ulcers required daily medication, possibly for life. Antacid drugs were therefore a major source of pharmaceutical company profits, but a course of antibiotics cost only a few dollars. So the industry, and the medical profession, were resistant to the idea that ulcers could be cured by antibiotics – in fact, most professionals denied that H. pylori was a pathogen at all.12 So Marshall decided to swallow a solution containing the bacteria, and promptly came down with an attack of gastritis that often leads to ulcers. This drastic experiment changed the narrative. It is now accepted that most gastric ulcers are caused by H. pylori, often acquired in early childhood. Marshall and Warren were awarded the Nobel Prize in Medicine in 2005, and millions of people live less painful lives as a result of their tenacious challenge to the prevailing narrative.13
Knowledge does not advance through a mechanical process of revising the probabilities people attach to a known list of possible future outcomes as they watch for the twitches on the Bayesian dial. Instead, current conventional wisdom is embodied in a collective narrative which changes in response to debate and challenge. Mostly, the narrative changes incrementally, as the prevalent account of ‘what is going on here’ becomes more complete. Sometimes, the narrative changes discontinuously – the process of paradigm shift described by the American philosopher of science Thomas Kuhn. F. Scott Fitzgerald, describing his own mental breakdown, observed that ‘the test of a first-rate intelligence is the ability to hold two opposed ideas in the mind at the same time, and still retain the ability to function’.14 And the mark of the first-rate decision-maker confronted by radical uncertainty is to organise action around a reference narrative while still being open to both the possibility that this narrative is false and that alternative narratives might be relevant. This is a very different style of reasoning from Bayesian updating. Millions of people died and more suffered because doctors were slow to allow empirical observation to contradict the conventional narrative.
But we are only occasionally lucky enough to find those first-rate intelligences and first-rate decision-makers. As Paul Samuelson wrote: ‘As the great Max Planck, himself the originator of the quantum theory in physics, has said, science makes progress funeral by funeral: the old are never converted by the new doctrines, they simply are replaced by a new generation.’15 Planck (like Samuelson, a man who received a Nobel Prize for his contribution to paradigm shift) did not in fact say this, but he had expressed the sentiment in less pithy form.16
The displacement of the narrative of miasma by the narrative of germs took several decades and in particular required the patient experimental work of the French scientist Louis Pasteur. As he edged towards the truth, Pasteur wrote ‘I am on the edge of mysteries and the veil is getting thinner and thinner’, famously adding ‘fortune favours the prepared mind’.17 The willingness to challenge a narrative is a key element not only in scientific progress but in good decision-making.
Most central banks reach decisions on interest rates only after a lengthy committee discussion. The purpose of the discussion is to ask ‘What is going on here?’ (in the economy) and to develop a narrative both to reach and communicate a decision to those affected by a change in interest rates. As experienced by one of the authors, the benefit of the process is to challenge prevailing narratives about the state of the economy. Discussion within the Bank of England’s Monetary Policy Committee helped all its members to challenge current views and float ideas. The striking observation is that although the policy decision was rarely unanimous, and was decided by majority vote of the nine-member committee, almost every member wanted to debate ‘what is going on here’ with other members. In almost twenty years, only one member said they would have been happy to forgo the discussion and email their vote to the Bank.
Business narratives
Alfred Sloan, author of the observation which began this chapter, was chief executive of General Motors from 1923 to 1946. The corporation grew during that time to become the world’s largest industrial company. Perhaps no business organisation of that period has been studied as extensively as General Motors. Peter Drucker’s 1946 Concept of the Corporation was the first bestselling business book and is still in print and widely read; Alfred Chandler’s Strategy and Structure transformed business history from the hagiographic portrayal of companies and the heroic individuals who led them into the serious academic discipline it is today; and Sloan’s own My Years with General Motors is one of the few autobiographies by a senior executive worth reading. Ronald Coase’s depiction of the theory of the firm, for which he received the Nobel Prize in Economics in 1991, is a thinly disguised account of the General Motors of the inter-war period.
The essence of Sloan’s management style was a mixture of a closely knit senior executive group with considerable organisational decentralisation. On taking control of the corporation, Sloan replaced many of the senior executives with a group of his own choosing, and these individuals continued to be dominant throughout the heyday of the corporation. At the same time, however, divisions of the company – Buick, Cadillac, Chevrolet, Fisher Body etc. – continued to operate as autonomous units; there were no cars badged as General Motors. Sloan emphasised consultation, collegiality and concern to establish ‘what is going on here’: ‘I never give orders. I sell my ideas to my associates if I can. I accept their judgment if they convince me, as they frequently do, that I am wrong. I prefer to appeal to the intelligence of a man rather than attempt to exercise authority over him.’18
Of course, these processes of engagement and review described the operations of the management cadre, not the organisation as a whole; the majority of General Motors employees worked on assembly lines and did what they were told. Drucker explained that ‘the one definition I could obtain [sic] was considered an executive in General Motors was “a man who would be expected to protest officially against a policy decision to which he objects.” Such criticism is not only not penalized; it is encouraged.’19 Within the clearly demarcated boundaries between management and labour, challenge to prevailing narrative was welcomed. Such was the philosophy and to a degree the reality. And, for half a century, it worked.
If Alfred Sloan has a strong claim to have been the best CEO of the twentieth century, Eddie Lampert is establishing a claim to be the worst CEO of the twenty-first century. Lampert took control of the iconic US retailer Sears in 2005, merging it with a struggling downmarket Kmart. Lampert is a former hedge fund manager with no previous experience of retailing, or indeed of any non-financial business. He is notoriously averse to meetings, and issues instructions and reviews progress by video link from his homes in Florida and Connecticut. The headquarters of the companies are in Illinois and its stores are scattered across America.
Lampert is aware of the power of narrative reasoning. ‘Dominant narratives develop and get defended primarily by repetition and secondarily by attacks on those who disagree with those narratives . . . They get repeated as if there were no alternative views or possibility of error in their thinking,’ he told shareholders in 2010, as he lambasted regulation and government spending.20 Perhaps that perception of dominant narrative was derived from introspection, since Mr Lampert has a reputation for not welcoming disagreement with his own narratives. A former business partner, Richard Rainwater, described Lampert to Vanity Fair: ‘He’s so obsessed with moving in the direction he wants to move that sometimes people get burned, trampled on, bumped into . . . I think he has gone about alienating himself from almost everyone who he’s come into contact with.’21 Lampert’s spectacular 288ft yacht is named Fountainhead, after the Ayn Rand novel which is a paean to individualism and to sustained defiance of conformity and convention.
Mr Lampert’s economic narrative, following that of Rand, is a libertarian one, and in that spirit he divided the company into separate profit centres competing with each other. These profit centres are not individual stores or regions; there are competing profit centres within the stores themselves.22 Lampert’s retail narrative is focused on a loyalty programme called Shop Your Way. ‘From its inception, we envisioned Shop Your Way being the cornerstone of the Sears Holdings’ transformation from simply selling goods to being the one stop destination for our members as they navigate everyday life.’23
We find ourselves little better informed by this narrative about the nature of the transformation Lampert claims to be bringing to the Sears business. And, it seems, Sears customers are similarly bemused. When Lampert took charge, the stock price was over $100; since then sales have fallen by half, and three quarters of its stores have closed. The lengthy disquisitions with which he addressed shareholders in an annual letter were discontinued. As we were completing this manuscript, Sears had entered Chapter 11 bankruptcy, only for its creditors to learn that the bidder who took over the assets of the failed chain was a group of Mr Lampert’s funds.
America’s least successful retailer’s opinion of narratives contrasts with the opinion of Jeff Bezos, CEO of Amazon, and surely America’s most successful modern retailer. Before each meeting at Amazon, executives read a six- to seven-page memo one of them has prepared – silently, for half an hour – before embarking on a discussion of it. These memos are ‘narratively structured’, with some taking the form of a press release for a proposed product.24 Bezos believes that narratives are important, and not just because he has become the world’s largest bookseller. The timeline for writing a high-quality memo is not a few hours, or even a couple of days, but a week or more. Outside of meetings, he notes that ‘the thing I have noticed is that when the anecdotes and the data disagree, the anecdotes are usually right. There’s something wrong with the way you’re measuring.’25 And these management practices have been instrumental in making Amazon, in just twenty-three years, one of the most valuable firms in the world.
It is our experience too that when data yield a counter-intuitive result, the most common explanation is that there is something wrong with the data. Not always, of course, and scientific progress from Galileo through Semmelweis and Pasteur to Einstein is the result of momentous experiments in which the data refuted the prevailing narrative. But every young researcher should be ready to ask the question ‘Where do those data come from?’ Both data and narrative must always be open to challenge.
Lincoln and Thatcher
Abraham Lincoln was sitting round the Cabinet table deliberating with his colleagues. The time came for a decision. Lincoln asked for a vote. All the Secretaries raised their hands in opposition. Then Lincoln raised his own and said, ‘Gentlemen, the ayes have it.’ Although widely repeated, the story is apocryphal. Yet a good deal of insight can be found in this fictional narrative. Lincoln sought challenge while accepting personal responsibility for the outcome.
Lincoln was elected President after he secured the Republican nomination as a compromise candidate in a convention deadlocked between powerful rivals. But he then appointed the most prominent of these rivals to Cabinet positions. Some, like William Seward, his Secretary of State, continued to believe they should be sitting in the President’s chair. Lincoln took advantage of the talents which surrounded him, and responded to the challenges these individuals posed. Most fundamentally, he overcame his previous conviction that colonisation – the repatriation of freed slaves to Africa – should be the final outcome of the conflict, and was persuaded, even after he had been convinced of the need for emancipation, to delay its proclamation until ‘the eagle of victory had taken flight’. There is no dispute that Lincoln was one of the greatest of American presidents and his administration one of the most effective.26
Margaret Thatcher remains a controversial figure. She achieved a transformation in British politics which no other figure of the time could have accomplished – the conquering of inflation and restoration of sound public finances, deregulation, limitation of the power of trade unions, a programme of privatisation, and the successful conduct of a campaign to regain the tiny Falkland Islands in the South Atlantic after an Argentinian invasion. But after her third election victory in 1987, her style became increasingly autocratic. According to her Employment Secretary, Norman Fowler, ‘She was now determined to implement policies that more cautious voices had always argued against . . . If a new minister were in any doubt about what was expected, Margaret Thatcher would indelibly mark his card. At one meeting she looked down at the departmental proposals that had been tabled and asked the other ministers, “Does anyone other than the Secretary of State agree with this paper?”’27
Fowler resigned from the Cabinet in early 1990 ‘to spend more time with my family’ – a phrase that would subsequently become a cliché among departing executives who did not wish to give explanations for their departure from office (Fowler would again leave his family to become chairman of the Conservative Party under a new leader). Nigel Lawson, Chancellor of the Exchequer, had quit the Cabinet abruptly six months earlier. The resignation of Geoffrey Howe, Deputy Prime Minister, in October 1990 was followed by a blistering speech in the House of Commons in which he said, ‘The time has come for others to consider their own response to the tragic conflict of loyalties with which I have myself wrestled for perhaps too long.’28
Reflecting four years later on Thatcher’s conduct as Prime Minister, Howe observed: ‘Her tragedy is that she may be remembered less for the brilliance of her many achievements than for the recklessness with which she later sought to impose her own increasingly uncompromising views.’29 Howe’s resignation speech led to a challenge to her leadership, and by the end of November 1990 Thatcher’s tenure at Downing Street was over.
Of course, Thatcher operated in a democracy, and the consequence of her resistance to challenge was that her premiership came to a premature end. The same is true of business people who operate in a competitive market. The story of Sears under Eddie Lampert is one of constant decline, and it is virtually certain that he would have been deposed some years earlier if he had not held a controlling interest in the company. Autocratic leaders in regimes that lack such corrective mechanisms can inflict untold damage – to the careers and even lives of those who challenge the incumbent leader and to the policies of the countries they rule. The tenures of Hitler, Stalin and Mao ended only with the leaders’ deaths.
Eisenhower and MacArthur
Eisenhower and MacArthur were the generals who led Allied forces to victory in the European and Pacific theatres respectively. Both harboured ambitions to be President; Eisenhower discreetly, MacArthur rather more publicly. One was courted by both parties to be their presidential candidate in 1952, and when he declared for the Republicans was elected to that office by an overwhelming majority.30 The other was fired by President Truman for recklessly attempting to expand the Korean War into a potentially nuclear conflict with China.31 And while MacArthur’s initial barnstorming around the United States was greeted with some enthusiasm, this faded as audiences became less and less interested in his bitterness and recrimination.
Both were able commanders, but with very different leadership styles. Whereas Eisenhower sought out different perspectives, MacArthur avoided challenge and resisted bowing to the authority of others. The American soldier-statesman George Marshall once told him he had a court, not a staff; Truman said he didn’t understand how the army could ‘produce men such as Robert E. Lee, John J. Pershing, Eisenhower and Bradley and at the same time produce Custer, Patton and MacArthur’.32 (Custer’s ‘last stand’ at Little Bighorn led to the deaths of his entire detachment, and Patton’s style was expressed in his notorious injunction to troops ‘No bastard ever won a war by dying for his country. He won it by making the other poor dumb bastard die for his country.’)33
General Montgomery, commander of the British land forces, despised Eisenhower, claiming ‘he had no plan of his own . . . Eisenhower held conferences to collect ideas; I held conferences to issue orders’.34 Montgomery himself rivalled MacArthur in arrogance; Winston Churchill reportedly said of him ‘in defeat, unbeatable; in victory unbearable’. Churchill selected Eisenhower among the American generals proposed as Supreme Commander (Europe) and even Montgomery acknowledged that he was the man to hold together the diverse group of generals who made up the top echelon of Allied command.
As President, Eisenhower was criticised for being controlled by his Cabinet, and in particular his Secretary of State John Foster Dulles. But Eisenhower was one of the most successful of modern presidents, his approach described by one historian as ‘hidden hand leadership’.35 MacArthur was a brilliant military strategist. His Pacific campaign in the Second World War was successful and he was a competent administrator of Japan. But he made errors in the latter part of the Korean War, and his warnings – that if that campaign was not fought to a victorious conclusion not only Asia but Western Europe would fall to the communists – proved wholly mistaken. His approach was in sharp contrast to the cooler judgement of Eisenhower, who considered escalating the Korean conflict but was persuaded otherwise, and who then successfully promoted and pursued the containment strategy of the diplomat George Kennan.
The result was a presidency of eight years of peace and economic growth. Even when an armistice in Korea was concluded, few anticipated that the Cold War would remain cold for another thirty-six years. And in his valedictory address as President, Eisenhower would be the unexpected issuer of a prescient warning against the growing power of the military-industrial complex.
Protecting the reference narrative
The value of challenging narratives is not simply to find the best possible explanation of what is going on. It is to test the weaknesses of proposed plans of action, and to secure robustness and resilience. Eisenhower led the Allied armies which invaded France in June 1944 in the largest and most meticulously planned logistical operation in history. On D-Day itself 160,000 troops were landed and three million men were available to support the invasion. Manoeuvres and phoney intelligence helped persuade the Germans that the operation would take place at the Pas de Calais and as a result German forces were spread thinly along the Channel and Atlantic coasts. Eisenhower’s approach can be contrasted with that of Patton: ‘We want to get the hell over there. The quicker we clean up this goddamned mess, the quicker we can take a little jaunt against the purple pissing Japs and clean out their nest, too. Before the goddamned Marines get all of the credit.’36 Yet Eisenhower knew that many things might go wrong. The day before the invasion, he prepared a letter to be published in the event of failure.37 We doubt if he used a Bayesian dial to compute the probability that his letter would be required. In the event, it proved unnecessary.
In pressing the case for probabilistic reasoning, Philip Tetlock and Daniel Gardner, the appraisers of forecasting and architects of the ‘good judgment project’, argue that ‘For decades, the United States had a policy of maintaining the capacity to fight two wars simultaneously. But why not three? Or four? Why not prepare for an alien invasion while we are at it? The answer hinges on probabilities.’38 No, it doesn’t. There is no basis on which one can form probabilities of an invasion by aliens. The US maintained its ‘two war’ strategy for a different reason; the narrative which was uppermost in the minds of those who framed the policy was that of the Second World War, in which the country was obliged to fight a land war in Europe against Germany and a naval war in the Pacific against Japan at the same time. But over the subsequent decades the salience of that narrative faded, and it became apparent – not least after the lessons of Vietnam and Iraq had been absorbed – that the post-war era made different and more varied demands on the capabilities of the US military. When Donald Rumsfeld was appointed Defense Secretary by George W. Bush, he expressed scepticism about this two-war policy, and the strategy was finally abandoned under the Obama administration.39
The attempt to construct probabilities is a distraction from the more useful task of trying to produce a robust and resilient defence capability to deal with many contingencies, few of which can be described in any but the sketchiest of detail. Britain was taken by surprise when the Argentinians invaded the Falkland Islands in 1982 and the implications for Britain’s defence capabilities have reverberated ever since. It is difficult to predict the outbreak or conduct of wars; if it were easier they would be less likely to happen. Military leaders instead undertake wargames in which they test their ability to deal with a variety of hypothetical situations, none of which they actually expect to happen – a process similar in philosophy to Shell’s scenario planning. It is difficult to imagine what an alien invasion would look like. The novels and films which describe such an invasion demonstrate the limits of human imagination: neither the aliens nor their technologies are very different from the people and gadgets with which we are familiar. Given the variety of life forms which have evolved on Earth, who knows what intelligent life on another planet might be like? We are stretching the limits of radical uncertainty – but such uncertainty exists. There probably is life elsewhere, but the only honest answer is that we don’t know.
There are concrete threats from Islamic terrorists, and unimaginable ones from outer space. But robustness and resilience, not the assignment of arbitrary probabilities to a more or less infinite list of possible contingencies, are the key characteristics of a considered military response to radical uncertainty. And we believe the same is true of strategy formulation in business and finance, for companies and households.
The supposed purpose of the off-site business meetings described in chapter 10 was to review the strategy of the business. If they had been better-facilitated events, they would have begun with a diagnostic phase in which the participants tried to establish ‘what is going on here’ and moved on to describe a reference narrative – ‘to be pulled by the concerns out there rather than being pushed by the concerns in here’, in the words of business strategist Henry Mintzberg, who continues ‘we shall never really see it all. But we can certainly see it better’ (a wise assessment of a world of radical uncertainty).40 The effective business strategy is a reference narrative – a part qualitative, part quantitative scenario which defines the company’s realistic expectations and describes the means of achieving them. Having proceeded in this way, the participants would then have considered and evaluated the risks to that business strategy or narrative, to establish whether it was robust and resilient to multiple (and possibly unknown) contingencies.
When Steve Jobs told Dick Rumelt that he would wait for the next big thing, he was not simply hoping that something would turn up. He knew that in the fast-moving world of consumer electronics at the turn of the century there would be exciting developments, but that it was hubristic to imagine that anyone could predict with any precision what they were going to be. He knew and understood his company’s strengths relative to its competitors. He positioned the business to take advantage of a wide range of possibilities. Successful strategies involve matching the distinctive capabilities of the corporation to the (sometimes static, sometimes fast-moving) environment in which it operates.
When we plan a holiday, we begin from a reference narrative: the expectations we have of an enjoyable and relaxing experience. And then we recognise the possible risks – we might be delayed on the way to the airport, we might suffer a stomach upset from unfamiliar food – and we take steps to ensure that our reference narrative is robust and resilient to these specific risks. We leave home with time to spare; we put medications in our luggage. When we undertake a building project, we do the same – we discuss the plans in the schedule with the builder, and we try to describe the principal things which might go wrong. The nearest commonly used approximation to ‘Bayesian updating’ we have seen is the risk maps which it is almost obligatory to present to corporate boards. Typically these maps will consist of long lists of so-called ‘risk factors’, often accompanied by gradings of relative importance and illuminated with red or green traffic light signals. These documents follow a standard design, and are at best tenuously related to any statement of business strategy. The reports are typically received in near silence and the fact of their receipt minuted. The purpose is less to ensure that risks do not materialise than to provide evidence that the risks have been considered, or at least described – evidence which can be mobilised if these risks do materialise.
The better approach is to try to identify the small number of risks which might seriously derail the reference narrative, and to consider the contingencies which might be deployed to deal with them. If the Pakistani army intervenes, do the SEALs shoot their way out or wait for the President to negotiate a political solution? (Admiral William McRaven, who oversaw the operation, favoured negotiation, but was overruled by Obama, who feared the fresh risks which might ensue if another group of Americans was held hostage by a foreign power.)41 If that list of material risks is not small, then its length calls into question the reference narrative itself; but this requires a judgement of materiality. In the real world, the list of everything that might go wrong, however slight and however unlikely, is more or less infinite.
Robert McNamara and his repentance
A willingness to change one’s mind in the face of new evidence is a good thing. But the problem is to discern what constitutes new evidence. A belief that a coin is fair and that a head and tail are equally likely is challenged by a sequence of only heads. It is possible to calculate the odds of a particular sequence occurring. But the Vietnam War was not the one thousandth repetition of a game.
Robert McNamara was one of the ‘whizz kids’, young men who pioneered numerical operations management and transformed military logistics in the Second World War. In 1946, Henry Ford Jr, who had just taken over control of Ford Motors from his father, recognised the need to recruit fresh talent and hired the ‘whizz kids’ en bloc. McNamara, applying the techniques of operations management, quickly rose through the company and became its president. In 1961, John Kennedy appointed him Secretary of Defense – the two men were the same age – and McNamara continued to serve under President Johnson until 1968. He was instrumental in the decision to deploy a naval blockade rather than an airstrike on Cuba.
But, obsessed with data, he reached decisions quickly with little external debate. His main challenge as Secretary of Defense was Vietnam, and his was the most influential voice on American policy after the President. In 1962, McNamara told one reporter, ‘every quantitative measurement we have shows that we’re winning’.42 As the Vietnam War escalated, McNamara was the mainstay of this policy of pursuing military success. But by 1966 he was beginning to have doubts about America’s ability to impose a military solution. In a memorandum that McNamara sent to President Johnson in May 1967, he wrote, ‘the war in Vietnam is acquiring a momentum of its own that must be stopped’.43 In 1968, just before leaving office to take up a position at the World Bank, he talked privately about the ‘crushing futility’ of bombing.44
The interesting question is why one of the most intelligent men ever to serve in a US administration allowed himself to be caught up in one of the worst policy disasters in US history. The historian Max Hastings poses the question of why there was so little debate and argument within the administration.45 McNamara, long retired, observed that President Johnson did not encourage ‘a full and open debate on issues that so sharply and clearly divided his most senior advisers’.46 But in 1968 the debate exploded in public and Johnson was driven from the presidency. Reflecting on the Vietnam debacle, McNamara wrote in his memoirs that a major cause was ‘over and over again . . . we failed to address fundamental issues; our failure to identify them was not recognised; and deep-seated disagreements among the president’s advisers about how to proceed were neither surfaced nor resolved’.47 The Johnson administration adopted a narrative about Vietnam without genuine enquiry into what was going on, and resisted any challenge to the prevailing narrative. In his attempt to reduce the conflict to a quantitative appraisal of respective munitions stocks and body counts – the arithmetic of conventional warfare – McNamara failed to ask deeper questions about the nature and motivation of the enemy, in other words ‘What is going on here?’ Did America learn from its experience in Vietnam? In 2003, the United States invaded Iraq.
Things can be said in equations, impressively, even arrogantly, which are so nonsensical that they would embarrass even the author if spelled out in words.
—J. HOOVER MACKIN1
Thales of Miletus, a Greek philosopher, made important discoveries in geometry and careful observations of the frequency of natural events. His prediction of the solar eclipse in 585 BC was described by Isaac Asimov as ‘the birth of science’.2 Thales also used his scientific knowledge to anticipate an especially plentiful olive harvest. He bought options on all the olive presses in Miletus, and when demand soared he rented them out at a substantial profit. According to Aristotle, Thales’ motive was not primarily pecuniary; he aimed to provide an answer to the question so often thrown at philosophers and economists: ‘If you’re so smart, why aren’t you rich?’3 It is unlikely that much of this story is true but it is instructive, nonetheless. Careful use of small models, well-structured narratives, and rationality based on reason and logic can be the source of worldly success as well as academic kudos.
Antonio, the Merchant of Venice, anticipated Paul Samuelson’s discussion of the difference between single and multiple bets (recall that Samuelson was puzzled that a colleague might decline a wager with positive expected value if offered only once but accept if the proposal were repeated many times). Antonio explained the benefits of a diversified portfolio to Salarino, who worried about exposure to individual risks:
My ventures are not in one bottom trusted,
Nor to one place; nor is my whole estate
Upon the fortune of this present year:
Therefore my merchandise makes me not sad.4
And Antonio was confident of capital adequacy. Having stood as guarantor for Shylock’s bond, he states:
Why, fear not, man; I will not forfeit it:
Within these two months, that’s a month before
This bond expires, I do expect return
Of thrice three times the value of this bond.5
But Antonio’s plans are thrown off course. First, the low compound probability of a sequence of adverse contingencies materialises. (In the event, the resulting mark to market valuation of Antonio’s wealth, which damages his credit rating, proves too pessimistic; part of his argosy returns to port towards the end of the play). Second, radical uncertainty intervenes. An off-model event – the elopement of Shylock’s daughter Jessica – leads the vengeful moneylender to seek enforcement of the bond despite the intervention of a lender of last resort with ample liquidity. Third, a further off-model event, the intervention of Portia, resolves the issue in Antonio’s favour. But heedless of radical uncertainty, and over-influenced by his own probabilistic model, Antonio puts his life in danger. The narrative captures the essence of the model of diversification. And diversification is central to risk management in the face of radical uncertainty.
The meaning of risk and risk aversion
One of the authors attended a meeting between some business people representing major defence contractors, and a group of Treasury economists who had recently studied economics and finance before graduating from leading universities. The issue was the extent to which the contractors should be rewarded for assuming the considerable risks involved in major projects. Many such projects were by their nature unique. The economists argued that because the risk of overruns on an idiosyncratic project was uncorrelated with other risks to which the company and its shareholders might be subject, and the amounts were small relative to the total wealth of these shareholders, no compensation for such risk was necessary. Some even proposed that the appropriate rate of return was the yield on safe government bonds. The contractors, some of whom had recently made large losses on projects which far overran their budgets, looked incredulously at the economists as though they were inhabitants of another planet.
The two parties were unable to engage because they both used the word ‘risk’ but gave it entirely different meanings. For the economists, taught to view uncertainty through the lens of axiomatic rationality, risk was described by the variability of asset returns. For the contractors, risk meant that the project might not be completed as anticipated – that their reference narrative, in which the work was taken through to a successful conclusion, would not materialise in practice. They thought it unlikely that the project would proceed ahead of expectations, and such an outcome was certainly not what they had in mind when they talked about ‘risks’. No doubt they also had in mind the risks to their own positions within the firm if the project went badly wrong. The meaning of risk depends on both the individual and the context. Both interpretations of risk are potentially relevant but the one maintained by the contractors reproduces the meaning of risk in ordinary language. And it is that interpretation – risk as failure to fulfil the central elements of the reference narrative – which we will continue to use, in this book and in our everyday lives.
In earlier chapters we described some risk lovers who have changed society – Richard Branson, Winston Churchill, Steve Jobs, Elon Musk, George Orwell. Ignaz Semmelweis, whose dogmatic conviction of his own rightness drove him to insanity but helped save the lives of millions of women. Barry Marshall, who changed medical practice and won a Nobel Prize by infecting himself with bacteria. None of this behaviour has anything to do with the utility of wealth functions of these individuals. And as we learn more about neurophysiology, we may come to understand such behaviour better by monitoring activity in the prefrontal cortex and the handling of the chemical dopamine than by proselytising for axiomatic rationality.
Risk-averse individuals are those who are reluctant to move outside the comfort zone of their established reference narrative. They seek certainties in a world of radical uncertainty by trying to limit themselves to a small, stationary world. They are people like Mr Stevens, the obsessively professional butler in The Remains of the Day, or Mr Banks in Disney’s Mary Poppins. While the collapse of the East German state brought opportunities for many, others were disconcerted by the loss of the security offered by the constraints of its repressive regime. Risk lovers such as Musk or Orwell, by contrast, are constantly in search of new reference narratives – and through that search change, for better and worse, the reference narratives of everyone else.
Small-world models in a large world
The approach to risk we described above is in line with the thinking of those defence contractors. Risk is determined by the circumstances, and reference narrative, of individuals or businesses. Finance professionals, like those Treasury economists, think differently. In their world, risk is an impersonal, objective property of assets. A major contribution to such thinking originated in the work of Harry Markowitz at the University of Chicago in the 1950s.6 His central idea was that one should judge the risk associated with an investment portfolio by looking not just at the risk associated with each individual asset, but at the relationship between the returns on different assets – the issue Antonio attempted to explain to Salarino. If the returns on different assets move closely together – the returns are highly correlated – then there is little benefit from diversification. But if the returns are uncorrelated then adding more assets reduces the variability of the portfolio as a whole. An ‘efficient portfolio’ is one that minimises the variability of the return on the portfolio for a given average rate of return.
Milton Friedman was one of Markowitz’s examiners and reportedly was admiring of the work but concerned that it should be described as mathematics rather than economics.7 In any event, Markowitz was awarded his PhD, developed a career in both academia and investment management, and in 1990 was awarded the Nobel Prize for his efficient portfolio model. That model remains today one of the pillars of modern financial economics, along with the capital asset pricing model (CAPM), which asks what a financial market equilibrium would look like if assets were priced in accordance with the efficient portfolio approach, and the efficient market hypothesis, described in chapter 14, which asserts that market prices reflect all available information.
The efficient portfolio model, the capital asset pricing model and the efficient market hypothesis are each good illustrations of how simple models can be used to illuminate complex problems. The critical insight of the portfolio approach is that risk is a property of a portfolio as a whole, and cannot be judged by simple addition of the risks associated with each element of that portfolio. Risk depends on context, and an action that is risky in one context may reduce risk in another. There is no such thing as a risky asset, only a risky collection of assets, a point which is still not well understood by many investors and financial advisers today. Markowitz’s mathematics, not in fact very difficult, elegantly demonstrates and clarifies this insight.8 The capital asset pricing model shows how the value of any financial asset depends on the properties of that asset relative to all other available assets, and provides a framework for understanding these relationships. Arbitrage – trade between assets with related but not necessarily identical characteristics – has been the basis of profitable strategies for many traders. And the CAPM makes a distinction between specific risk associated with a particular security – Will the defence contract be completed to time and budget? Will a drug pass clinical trials? Is an oil company’s well productive? – and the market risk associated with general economic conditions relevant to all securities: if there’s a recession, then we would expect the value of most securities to fall. Market risk is inescapable, specific risk diversifiable, and therefore market risk should be rewarded more generously than specific risk. This was the counter-intuitive argument of the Treasury economists.
The efficient market hypothesis is a powerful reality check. Everyone knows that Amazon is a successful retailer and that Apple products are attractive to consumers – and the stock price of these companies already reflects this. Anyone who is offered, or believes he or she has identified, an unexploited business or investment opportunity should ask themselves ‘Why have other people not already availed themselves of that opportunity?’ Of course, there may be a good answer to the question. But posing it can help you avoid expensive mistakes.
Portfolio theory, the capital asset pricing model and the efficient market hypothesis are useful, indeed indispensable, models, but none of them describe ‘the world as it really is’. When people take these financial models too literally, populate them with invented numbers and base important decisions on them, the models become misleading, even dangerous. As they did in the global financial crisis. And on many other occasions. The large US hedge fund Long Term Capital Management collapsed in 1998 because the fund and its Nobel Prize-winning advisers, including Robert C. Merton, had too much faith in their models. (Merton was the son of the sociologist Robert K. Merton, whom we described in chapter 3 as the first social scientist to formulate the general issue of reflexivity – an issue which became highly pertinent as traders aware of LTCM’s strategies positioned themselves to profit from the inability of the fund to maintain them.) The error is to mistake small-world for ‘wind tunnel’ models (see chapter 19) which replicate the large world in which we live.
We are glad we know about these small-world models and we think we are better investors for knowing about them. But we do not make the mistake of taking them too seriously, and we certainly do not believe that they describe ‘the world as it really is’. Both Markowitz and Savage were well aware that their theories applied only to such small worlds, but their warnings have been largely ignored. Markowitz himself, asked about his own portfolio decisions in planning for retirement, responded: ‘I should have computed the historical co-variances of the asset classes and drawn an efficient frontier. Instead, I visualized my grief if the stock market went way up and I wasn’t in it – or if it went way down and I was completely in it. My intention was to minimize my future regret. So I split my contributions 50/50 between bonds and equities.’9 Markowitz’s description of his own behaviour corresponded to Loewenstein’s model of ‘risk as feelings’ – his decision reflecting the hopes and fears he held in anticipation, rather than the maximisation of subjective expected utility implied in his own models.
Financial regulation
Those Treasury economists described above had been indoctrinated with the conventional wisdom of academic finance. Other graduates of the same courses had found employment in regulatory agencies. They equated risk with asset price volatility. Nowhere has the tension between different meanings of risk been more stark, and more damaging, than in financial regulation.
In the spring of 2007, the UK bank Northern Rock announced at its AGM that it was the best-capitalised bank in the United Kingdom, and would be returning ‘surplus’ capital to shareholders.10 And according to the internationally agreed risk calculations embodied in the Basel regulations that had come into force at the beginning of the year, it was indeed the best-capitalised bank in Britain. The risk weights mandated by those new regulations assumed that mortgages were among the safest assets in which a bank could invest; however, if you stripped out the risk weighting, the liabilities of Northern Rock were eighty times its equity capital.
Worse, the very detailed regulations which defined ‘capital adequacy’ took no account of how the bank structured the liability side of its balance sheet – the bank’s own borrowings which funded its mortgage lending. Under an ambitious young chief executive, Adam Applegarth, Northern Rock had moved far from the traditional building society it had been only ten years earlier, which took deposits from retail savers and lent them to home buyers. The bank now financed much of its lending from day-to-day borrowing in money markets before selling packages of securitised mortgages to other financial institutions. In August 2007 both the market for short-term borrowing and the market for re-selling packages of loans dried up and the bank simply ran out of money. Queues formed outside the company’s branches as savers scrambled to get what was left in the tills. The panic subsided after the government guaranteed deposits and the Bank of England provided financial support. In February 2008, beyond rescue, Northern Rock was nationalised.
Clever people, sitting in Basel and drawn from around the world, had sought since the 1980s to set a global framework for bank regulation. But the approaches to risk which they had devised turned out to be misleading. They were wrong to believe that uncertainty could be encapsulated in fixed numerical risk weights loosely based on historical experience. The possibility that funding from wholesale markets would simply become unavailable, and that investor appetite for mortgage-backed securities would abruptly diminish, was not considered. Both commercial bankers and regulators believed that while retail funding might suddenly dry up, wholesale funding would always be available at a price. This reasonable assumption turned out to be wrong. Northern Rock was felled by an off-model event.
The abject failure of models in the global financial crisis has not dented their popularity among regulators. European directives – known as Solvency II – have extended the use of similar models to the insurance sector, and a pension fund regime is likely to follow. But insurance companies rarely fail as a result of low-probability events described by risk models, but in consequence of off-model issues such as fraud or – as at Northern Rock – the realisation of narratives which had not been imagined by management or regulators.
Pension models
In 1991 the ebullient fraudster Robert Maxwell disappeared from his yacht in the Canaries and was found to have looted the Daily Mirror pension funds to support his crumbling business empire. Far more extensive regulation of occupational pensions followed. ‘Defined benefit’ schemes promise pensions based on past earnings rather than on past contributions. The UK 2004 Pensions Act requires these schemes to compute a ‘technical valuation’ of their liabilities. This requires a discounted cash flow calculation using projections of prices, earnings and investment returns over the life of the scheme, which by its nature will exceed fifty years. The trustees of the scheme must compare this number with the current assets of the scheme, and take steps to eliminate any deficit.
Of course, no one has any idea what prices, earnings and investment returns will be in fifty years’ time. Unavoidably ignorant of all but a few of the numbers they need to complete their spreadsheet, the actuaries who advise these schemes invent all the numbers (technically the responsibility for verifying their assumptions lies with the scheme trustees, who have even less idea what the relevant numbers might be). They visit the client with a standard template loaded on their computer; this is essentially the same whether the client is a small employer with fifty staff or the whole university system of the UK. In chapter 20 we describe how widespread similar inventiveness in the face of inescapable ignorance has become.
The requirement to make plans to eliminate the ‘deficit’ shown by the ‘technical valuation’, enforced by the Pensions Regulator, was introduced in an attempt to ensure that if the scheme had to close, there would be sufficient funds to guarantee the pension promises. Laudable at first sight, that requirement now threatens to raise contributions to unaffordable levels. And it has already led to the closure of virtually all such schemes in the UK private sector. The regulatory regime seeks to reduce risk – in a world of radical uncertainty risk can never be eliminated – by prescribing a reference narrative so demanding and financially unattractive that no one will sensibly aspire to it. A combination of well-meaning but misguided regulation and the misuse of models has materially reduced the prospects of a secure retirement for a majority of the British population. Robert Maxwell inflicted more damage from the grave than in his discreditable life.
What could be more sensible than ensuring that pension schemes can meet their liabilities, or the requirement that banks issue enough equity capital to absorb likely losses? Yet the pensioners who worked for the Daily Mirror suffered not because contributions were too low but because Maxwell stole them. Equally, in the financial crisis risk-adjusted capital was a very poor predictor of which banks would fail, whereas simple leverage ratios were a better indicator. We do not believe, given past behaviour in the sector, that the financial services industry can be trusted to operate a banking system or to handle investors’ money without strong regulation. But well-intentioned regulation has gone off the rails in creating an extraordinarily complicated and detailed rulebook. Such regulation cannot take into account all, or even many, relevant circumstances in a world of radical uncertainty. But the typical response to the demonstration of the inadequacy of such rules has been to write yet further rules. The recent experience of financial regulation illustrates the importance of avoiding the pretence of knowledge. We do not know when the next crisis will come, nor what it will look like. We need simple, robust principles to guide us, not tens of thousands of pages of detailed rules which elevate the duty of compliance over the spirit of proper stew-ardship of other people’s money. We have made suggestions for such reforms in our own earlier writings. The more regulators attempt to define precise, detailed rules, which confuse more than clarify, the more likely is a counter-productive outcome. If only someone would stand back and ask ‘What is going on here?’ rather than tweak processes which have acquired their own seemingly irresistible momentum!
More narratives of finance
In chapter 12 we described how Robert Shiller has argued that swings in sentiment are important in understanding why large and disruptive changes in economic behaviour occur – whether stock market bubbles and crashes or sharp collapses in output during a depression.11
But Shiller’s focus on narratives is rather one-sided. He uses the concept to explain behaviour which others have called ‘fads and fashions’. In other words, he sees narratives as a departure from ‘rational’ optimising behaviour and therefore as irrational and emotional, despite their importance in explaining behaviour. In his words, ‘among normal people, narratives are often somewhat dishonest and manipulative’12 and ‘economic narratives thus tend to involve . . . actions that one might take for no better reason than hearing narratives of other people doing these things’.13
But the importance of narratives stems not from a weakness in human behaviour but from the nature of decision-making in a world of radical uncertainty. It is true that in certain financial markets narratives are occasionally ‘dishonest and manipulative’, but normal people make honest use of narratives to understand their environment and guide decisions under radical uncertainty. A narrative is needed to answer the question ‘What is going on here?’
Contagious narratives often infect financial markets after some real events have genuinely altered economic fundamentals. Since the spread of the narrative is necessarily gradual, those who adopt it first may reap rich profits as latecomers climb on the bandwagon, and commentators exaggerate the speed and scale with which the consequences of economic developments will take effect. As has been widely recognised, people tend to overstate the short-run impact of a new technology and to understate the long-run impact.
The seminal work on financial bubbles is Charles Mackay’s Extraordinary Popular Delusions and the Madness of Crowds. This book, written during the 1840s railway mania, traced an early history of contagious financial folly through the Dutch tulip craze of the 1630s and the South Sea bubble a century later. Recent scholarship is more sceptical about the nature and scale of the Dutch tulip craze, which seems to have been particularly silly. But the reference to delusion fails to recognise the kernel of truth commonly found in these narratives. No one can doubt that the growth of international trade from the eighteenth century, the construction of railways in the nineteenth century or the development of radio and commercial aviation in the 1920s were transformational economic events.
Similarly, investors were right to recognise that the successes of Japanese manufacturers in the 1970s and 1980s not only led to that country’s emergence as a major economic power but were a precursor to a wider phenomenon of growth in emerging market economies. This did not, however, remotely justify the values attached to Japanese stocks and property as the asset price bubble inflated. The same overreach and reaction to it was repeated almost immediately in other emerging markets in the decade that followed, in the ‘new economy’ bubble of 1999, and during the convergence of interest rates across the Continent which followed the adoption of the euro. And in all these cases investors lost very large amounts of money as greater realism finally set in. The collapse of a narrative is a more rapid process than its transmission. And as we write, the financial press is full of perhaps the thinnest story since tulips to give rise to a bubble – the imagined future takeover of the world monetary system by crypto-currencies. Like other popular fictions, the Bitcoin phenomenon combines several perennial narratives – in this case, a libertarian vision of a world free of state intervention, the power of a magic technology, and the mystery of ‘money creation’.
Round-up at Jackson Hole
In the 1980s, bond markets, once staid backwaters of the financial system, became the focus of an exciting new narrative based on securitisation. The idea was that lending institutions – banks, mortgage providers and finance companies – could package their loans into tradeable securities and sell them, mainly to other financial institutions. By doing so, they could supposedly offer more attractive combinations of risk and return than had previously been available in bond markets.
There were, and are, two possible rationales for such trade. One narrative saw securitisation as a mechanism enabling lenders to spread and diversify lending risks, thus lowering the costs of finance and – perhaps – allowing some of the benefits of these lower financing costs to be passed on to home buyers and small businesses. An alternative narrative was that securitisation provided the mechanism by which risks could be passed from those who understood or should have understood them – the original underwriters – to people who understood them less well.
But whatever the explanation, the immediate consequence was that a great deal of money was made by those who packaged and traded these securities. The volume of such products grew exponentially, and still more money could be made by those who built packages of securities from packages of securities (such as ‘collateralised debt obligations squared’). And as the market grew, sales people searched more and more aggressively for new borrowers whose loans could be profitably securitised. They found them even among individuals with little or nothing in the way of assets and income, in what became the US subprime mortgage market.
Every year in late August, in Jackson Hole, Wyoming, among the splendour of the Grand Tetons, central bankers gather at the Economic Policy Symposium convened by the Federal Reserve Bank of Kansas City to discuss the latest ideas and challenges facing the world economy. In 2005, Raghuram Rajan, then the chief economist of the IMF and later Governor of the Reserve Bank of India, argued that financial deregulation and the rise of new financial instruments had increased the incentive for investors to take greater risks which they did not fully understand.14 The warning was prescient, but not well received; most of those present were inclined to agree, some in vigorous language, with an earlier judgement of chairman Alan Greenspan that ‘A major contributor to the dispersion of risk in recent decades has been the wide-ranging development of markets in securitized bank loans, credit card receivables, and commercial and residential mortgages. These markets have tailored the risks associated with holding such assets to fit the preferences of a broader spectrum of investors.’15
Referring to derivative instruments, Greenspan said, ‘These increasingly complex financial instruments have been especial contributors, particularly over the past couple of stressful years, to the development of a far more flexible, efficient, and resilient financial system than existed just a quarter-century ago.’16 The dominant and widely shared narrative was that efficient markets ensured that risks were being dispersed to those who best understood them and were best able to bear them. That narrative did not survive the shock of events in 2008.
The 2005 Jackson Hole meeting was a special occasion to say farewell to Alan Greenspan, who was about to retire from the Federal Reserve after eighteen years as chairman. Much unfair opprobrium has been directed towards Mr Greenspan since the financial crisis began just two years later; in his farewell address, Greenspan did warn that ‘History has not dealt kindly with the aftermath of protracted periods of low risk premiums’.17 In that, he was certainly correct.
The limits of finance theory
One of the authors spent more than a decade in business schools. He recalls describing the field of finance to potential supporters as ‘the jewel in the crown’ of business schools, and there was some justification for that claim. The subject was intellectually rigorous, its leading practitioners published in respected journals and consulted for financial institutions. Its students found little difficulty in obtaining interesting and remunerative jobs in government and finance. The subject appeared to combine academic substance and practical utility.
And yet in a wider sense the project with which the subject began fifty years ago, built on the contributions of Harry Markowitz, William Sharpe and Eugene Fama, has ended in failure. We note two very different demonstrations of that failure. One is that the models used by regulators and financial institutions, directly derived from academic research in finance, not only failed to prevent the 2007–08 crisis but actively contributed to it.
Another is to look at the achievements of the most successful investors of the era – Warren Buffett, George Soros and Jim Simons. Each has built fortunes of tens of billions of dollars. They are representative of three very different styles of investing. Buffett’s investment company, Berkshire Hathaway, owns large, often controlling and in many cases 100% interests in a wide variety of businesses. Buffett’s philosophy is to buy into businesses with strong competitive advantages, install outstanding managers – or in many cases find them within a company – and grant them almost total discretion. He has said that his favoured holding period for stocks is ‘forever’. Soros, famous first for his bet against sterling as its peg to the European Monetary System collapsed in 1992, and most recently for his philanthropy (oriented towards the promotion of liberal democracy and recently towards new approaches to economics), relies on his capacity to distinguish between false and well-founded economic narratives. Simons, formerly a mathematics professor, employs brilliant (maths and physics) PhDs to devise algorithmic trading strategies to take very short-term positions in securities.
But there is more in common in the approaches of these men than appears at first sight. Their exceptional intelligence is one; they have responded to the challenge of ‘if you’re so smart why aren’t you rich?’ It is evident from Soros’s writings that he has much in common with Thales of Miletus, and would prefer to be remembered for his ideas than his wealth. Buffett’s letters – and all-day stage performances at the Berkshire Hathaway AGM in Omaha, Nebraska – dispense genuine insights in the guise of homespun country wisdom. Simons has published papers in top mathematical journals. Another common characteristic is a certain humility. Buffett and Soros repeatedly emphasise the limits of their knowledge. And Simons claims that he will never seek to override his algorithms.18 He emphasises that he is a mathematician, not a student of market psychology, business strategy or macroeconomics.
And all ignore – are even contemptuous of – the corpus of finance theory based on portfolio theory, the capital asset pricing model and the efficient market hypothesis. Indeed that corpus of knowledge implies that they could not have succeeded as they have. These financial models emphasise points of which all investors should be aware – the benefits of diversification, the extent to which different assets offer genuine opportunities for diversification, and the degree to which information is incorporated in securities prices. But the lesson of experience is that there is no single approach to financial markets which makes money or explains ‘what is going on here’, no single narrative of ‘the financial world as it really is’. There is a multiplicity of valid approaches, and the appropriate tools, model-based or narrative, are specific to context and to the skills and judgement of the investor. We can indeed benefit from the insights of both Thales of Miletus and Harry Markowitz, and learn from both of the contradictory narratives of the world of finance propagated by Gene Fama and Bob Shiller. But we must also recognise the limits to the insights we derive from their small-world models.
There are those in the finance sector who create programs which purport to define strategies that would maximise risk-adjusted returns. But these programs do nothing of the kind. Radical uncertainty precludes optimising behaviour. In the world as it is, we cope rather than optimise. The numbers which were used in these calculations are invented. Or they are derived from historic data series and assume a non-existent stationarity in the world. Struggling to cope with a large world which they could only imperfectly understand, the proponents of these calculations invented a small world which gave them the satisfaction of clear-cut answers. And financial regulators claiming to monitor risk in the financial system did the same. It is understandable that people who are given a job which they cannot do find instead a more limited task which they can do.
RADICAL UNCERTAINTY, INSURANCE AND INVESTMENT
What economists imagine to be rational forecasting would be considered obviously irrational by anyone in the real world who is minimally rational.
—ROMAN FRYDMAN1
The underwriters of the Lloyd’s insurance market in the City of London sit in a large room, each at their own cubicle, known as a box – as they have done for centuries. Brokers walk around the room, attempting to place risks. One of the authors sat at a box, listening to the process. The most interesting proposal was for insurance of a valuable private art collection worth several hundred million dollars, stored in a highly secure facility somewhere in Switzerland. The broker did not reveal the identity of the owner, although only a handful of individuals enjoy the necessary financial resources and artistic interests. The underwriter, who specialised in this kind of insurance, made a shrewd, private guess as to the name of the client. Then he proposed a price. The broker moved on to several other boxes. The practice of the market is that if a respected underwriter accepts a risk – places his name on a slip – then others will give serious consideration to adding their own names, taking a share of the risk, at the suggested price.
The author asked the underwriter how he determined the price. There was no basis on which he could have calculated the probability of loss or the amount of loss. It was possible, but unlikely, that an intrepid thief might walk off with the collection; but more likely that one or two paintings would disappear, to be ransomed or sold to an eccentric who was content to enjoy possession, unknown to any but his most trusted crooked friends. The underwriter mused about these things but made no calculation. He explained that he just felt this was the right price for this kind of risk. Asked how he knew, he rather reluctantly explained that he had made adjustments up and down to the price which had been quoted for vaguely similar risks in the past. And pressed further, he acknowledged that if there had been recent claims in respect of art thefts, or even unusual claims which had nothing much to do with art, the price would have gone up. But this was not a Bayesian dial; the underwriter’s mental processes were narrative rather than statistical. His assessment was a matter of informed judgement, but to describe it as gut feeling or intuition is an inadequate description of his capabilities. Only a handful of individuals are trusted by the insurance market to exercise such judgement.
At the end of that day, the underwriter explained that there were two things he and his colleagues could do well from their London location. They could underwrite highly idiosyncratic risks, such as the art collection. There was much experience in the market, and the decentralised organisation of Lloyd’s meant that individual underwriters could make decisions without having to write complex explanations of their reasoning for risk committees. And they could underwrite very routine risks, such as motor accidents, where there were well-established databases they could analyse.
Until the 1990s, Lloyd’s operated on the basis of unlimited liability accepted by ‘names’, rich individuals most of whom were not professionally involved in insurance or even finance. The names agreed to share the losses incurred by syndicates (underwriting groups) of which they were members and receive a corresponding share of the premiums. The costs of bearing risks were therefore pooled among a large number of relatively wealthy individuals. Effectively, the capital of the market was the resources of the English upper middle class. But from the 1970s the structure of social relationships which had sustained the financial system of the City of London broke down in the face of globalisation and meritocracy, and Lloyd’s was brought to its knees through a combination of venality and incompetence. The residual losses of that era were assumed by Warren Buffett’s Berkshire Hathaway in return for a large payment by Lloyd’s. Buffett’s company enjoyed both diversification and resources sufficient to meet any likely liability, and its simple decision-making structure was able, like that of the underwriter, to assume obligations too complex and difficult for more bureaucratic organisations to manage.
Lloyd’s, and insurers generally, can operate at the two poles of near randomness and extreme radical uncertainty; the cases in between, of partial and asymmetric knowledge, are more difficult. Conventional insurers struggle with radical uncertainty, leaving the field to organisations such as Lloyd’s or Berkshire Hathaway, which are sceptical of conventional financial wisdom.
Insurance as mutualisation
The mutualisation of risks by sharing them among socially connected groups long precedes the development of the formal practices which today we call insurance. The management of uncertainty among the !Kung involved no calculated relationship between the mutual exchange of favours and the expectation of return. Contracts of insurance of the kind we are familiar with today came into existence only in the seventeenth century.2 But only for some risks. Commercial insurers covered risks such as fire, mortality and eventually motor accidents, but many even of those risks were managed in affinity groups in which a spirit of solidarity prevailed; people who worked in the same occupation or lived near to each other. The Scottish Widows Fund began in March 1812, when a number of Scots gentlemen gathered in the Royal Exchange in Edinburgh ‘to establish a general fund for securing provisions to widows, sisters and other females’.3 The vast majority of nineteenth-century insurers were mutuals – the owners were the customers. Only in the 1980s did mutuality begin to disappear from the insurance sector – and from finance more generally. In 2000, the Scottish Widows Fund was acquired by Lloyds Bank (which shares only a name with the Lloyd’s insurance market) and became the bank’s insurance and asset management subsidiary.
Some idiosyncratic uncertainties are insured through specially written contracts – the anonymous art collector could go to Lloyd’s to insure his purchases. When the whisky producer Cutty Sark got cold feet about its promised reward of £1 million to anyone who produced the Loch Ness monster, it was also able to insure this ‘risk’ with Lloyd’s.4 If you must, you can insure against aliens landing on Earth before 2025.5
Great international reinsurance companies, such as Swiss Re and Berkshire Hathaway, which take over the risk of large losses from smaller or retail-focused insurers, effectively represent schemes of risk pooling and reciprocal assistance – mutualisation – managed on a global scale. They are the principal underwriters of idiosyncratic risk and we do not think it is an accident that, apart from the unique Lloyd’s marketplace, the major reinsurers are based outside the financial centres of London and New York, where conventional probabilistically based risk management practices prevail.
In 1954, the Fourteenth International Congress of Actuaries met to consider the ‘conditions that must subsist for a risk to be assurable’.6 More than four hundred pages of rules and justifications were set out, and insuring the capture of the Loch Ness monster fell far outside them. Swiss Re claims that, for a risk to be reinsurable, ‘it must be possible to quantify the probability that the insured event will occur’.7 Nonetheless, Lloyd’s assumed the monster risk. The great reinsurers employ armies of modellers. We cannot sensibly assign probabilities to many idiosyncratic risks – including many that Swiss Re assumes. But Frank Knight’s observation ‘if you cannot measure, measure anyhow’ is as true in Zurich as in Chicago.
Obama shrewdly observed, when presented with a variety of estimates, ‘what you started getting was probabilities that disguised uncertainty as opposed to actually providing you with more useful information’. The intelligence agencies did not know whether the man in the compound was bin Laden – but they did know a great deal. To say we cannot predict, or specify a probability distribution, is not to say we know nothing about the future. No reinsurer knows the probability that a category 5 hurricane will make landfall in Florida next summer. But that does not mean that models of climate and records of the damage caused by previous hurricanes have no role to play in their assessments, just that the underwriter must exercise good judgement. As he did in pricing the risk of the art collection. And the economist or banker or business strategist must do the same.
What makes commercial insurance possible is that the databases are good, but not too good. The outcomes for individuals are unknown but there is a well-documented and roughly stationary frequency distribution. Young men with sports cars will pay much higher premiums than elderly ladies with decades of unblemished motoring records. But within each class of risk, the question of which young men and which elderly ladies experience accidents is unknown. And this information is not known either by the insured or the insurer, otherwise the problem of adverse selection – only higher-risk individuals would seek insurance and only lower-risk individuals would be offered it – would prevent the emergence of an insurance market. Insurance is possible only when ignorance of specific future outcomes is considerable, and that ignorance is common to both insurer and insured.
The advance of big data means that this element of randomness will steadily diminish. Insurers can already obtain information through a device that monitors your personal driving behaviour, and the premium can mirror more and more exactly the losses which will result from that behaviour. As insurance becomes precisely tailored to the individual, and the element of randomness is reduced, it ceases to be insurance.8 As more data for medical diagnostics become available we will progressively know more and more about the health prospects of any individual. And as Alexa reports back to her employers, more and more data about everything become available. When risks become certainties they cease to be insurable. For this reason, most countries, now including the United States, severely limit the ability of insurers to select their policy-holders or differentiate their premiums. This limits the scope for actuarial calculation of premiums based on probabilistic assessment of frequencies and returns insurance to a system of reciprocal assistance within the community.
Pensions
The bread which a retired person needs today was baked by someone working today. Pensions usually involve some implicit or explicit intergenerational sharing – a process of mutualisation which anticipates that reciprocal obligations will be passed down through generations. Through most of history, such provision took place primarily within the extended family – and the largest part of the burden of care of physical needs is still handled in this way today – although the community would commonly act as backstop. As communities became larger, these reciprocal obligations were stretched, and demanded formalisation. John Graunt, the London cloth merchant who pioneered the collection of mortality statistics, was a member of the Drapers Company, one of many organisations which regulated trade and provided mutual assistance. Those Scottish gentlemen gathered in Edinburgh to agree the basis on which they would provide for each other’s widows. And the development of probabilistic mathematics allowed such obligations to be quantified. The Equitable Life Assurance Society, whose demise we observed in chapter 4, was founded in 1761 with the objective of determining subscriptions on actuarial principles. Tension between the twin principles of probabilistic reasoning and recognition of mutual obligations continues to be central to the evolution of insurance and pension provision.
Another change to the form of intergenerational risk-sharing came from the changing nature of employment. The aristocratic landowner understood that obligations to the estate worker lasted until that worker’s death, and were inherited with the estate. The state, and large paternalistic employers such as banks and railways, took a similar view. These organisations took for granted that they would last for ever, and established trust funds to support their commitments. The benefits and obligations of pension provision can be mutualised in a variety of ways. They may be managed by a group of people who have shared social ties, as in early nineteenth-century Edinburgh. They may be largely assumed by the state, as in France. They may be managed by employers, either on an individual basis or as a group, which may relate to a particular industry, or be an affinity group of people who share a common interest or location. There are two conditions for such mutualisation to be effective. First, the group must be sufficiently large to share a variety of risks associated with investment returns, individual mortality experience, and the evolution of overall life expectancy. And second, there needs to be reason for confidence that the group which provides retirement security will remain in existence indefinitely.
If we look today at pension provision around the world, almost every possible combination of schemes can be found. A popular taxonomy identifies three pillars: a basic level of provision which is provided by the state; a second tier which is most often associated with employment; and a third level funded through the savings of individual households. The third pillar and possibly the second require investment decisions. As the evolution of the computer industry demonstrated, advances in technology mean that the life expectancy of companies is far from indefinite. So pension provision by individual employers is, in most cases, either an inefficient or a risky basis for pension provision. As a result, mutualisation will in future be based on other criteria, whether through the state or other collective entities.
Certainty is not the same as security
In the world of expected utility, if there is no uncertainty about outcome there is no risk. But certainty is not the same as absence of risk; the man who knows he will be executed tomorrow has certainty but his life is clearly at risk. Admiral Stockdale, while uncertain how he would survive his imprisonment in Vietnam, nonetheless never doubted that he would. The only reference narrative which allowed him to survive was one which envisaged his eventual release. In the context of pensions the search for illusory certainty has exposed millions to risk, depriving them of the opportunity to fulfil their realistic expectations of retirement security. Certainty is unattainable and the price of near certainty unaffordable.
A representative pension promise involves a commitment to a thirty-year-old, for example, to provide an amount of money, linked to the consumer price index, in fifty years’ time when that person is eighty. How can such a commitment be guaranteed or underwritten? Government index-linked bonds with a lengthy maturity, which exist in many countries including the UK, US and Germany, appear to offer the possibility of such a guarantee. The credit risk associated with lending to these governments is extremely small, although it is talked up by ratings agencies and by advocates of curbs on government expenditure. These securities offer miserable returns. The situation in the UK is particularly extreme. The cost of buying a 2062 index bond in January 2019 was £208. That bond will be redeemed in 2062 for £100 (this is not a misprint) linked to the retail prices index. There is also an annual return of 0.2%, itself linked to the retail prices index. But since the terms on which this minuscule return could be reinvested are uncertain, if you want certainty it is best to set aside the full £208.
And the transaction is vulnerable to other political risks, including government interference with the compilation of the index. In 1974 the UK government introduced subsidies for products which were included in the index, with a clear intention of reducing the size of index-linked wage adjustments.9 And in 2011 legislation was passed which altered references in many private contracts to the retail prices index to substitute an alternative measure, the consumer price index.10 In countries with less independent statistical agencies, interference with indices is commonplace. Any pension provision entails the likelihood of further revisions to the taxation of pension funds either in the hands of individuals or of the funds themselves.
Thus liability matching can never be more than approximate. It is fair to ask, however, whether the volatility of the real value in 2062 of the 2062 bond is likely to be greater or less than the volatility of the real value of a portfolio containing a diversified range of physical assets. Such a portfolio might include a hotel on Sydney Harbour, an office block in California, agricultural land in England with development potential, and an apartment block in central Berlin. That portfolio would offer a yield substantially in excess of the indexed bond, and the probability that it would have lost more than half of its real value over the coming fifty years is minute. Unless there is a nuclear apocalypse.
The focus on extreme percentiles raises the more fundamental issue of the Viniar problem – extreme outcomes rarely come from 25 standard deviation observations, but from off-model events. The historic extremes of the UK and US stock markets were the falls of 1972–4 and 1929–33 respectively. These were not adverse drawings from some underlying stationary probability distribution. They occurred because in each period the narrative that the capitalist system was coming to an end gained currency, and not without justification. In the end, these fears were shown to be misplaced, and the markets recovered. An American investor who remained asleep from 1926 to 1936 or a Briton who suffered similar catalepsy from 1972 to 1982 would have noticed nothing untoward in his or her portfolio.11
But apocalyptic events of the kind which were feared at these times in Britain and the United States, but did not occur, did in fact occur in China, Germany, Russia and some other countries in the course of the twentieth century. There are no certainties in the world of business and finance. And such certainty as is available comes from achieving robustness and resilience through diversification rather than from committing to one ‘safe’ asset type. Risk is a personal experience, not a characteristic of an asset.
The sceptical financial economist
In the previous chapter, we described the three pillars of modern finance theory – efficient portfolio theory, the capital asset pricing model and the efficient market hypothesis. As we suggested there, the rational investor in a world of radical uncertainty must know these models, but should not take them either too literally or too seriously. The central insight of the Markowitz portfolio frontier model is that risk is the product of a portfolio as a whole and is not the sum of the risks associated with the individual investments within it. The importance of this observation for practical investment strategies can hardly be overstated. And this insight remains valid whether the meaning attached to the concept of risk is, as we prefer, based on a reference narrative, corresponding to the dictionary’s definition as ‘failure to meet realistic expectations’, or the financial economist’s definition of risk as ‘variance of a probability distribution’.
Within portfolio theory, it is necessary to know the variance of the probability distribution of daily gains or losses on each of the securities in your portfolio, and also the covariances between these securities – whether a bad day for one is likely to be associated with a good or bad day for the other. In the analysis of covariances, ‘beta’ is the correlation between the movement of the stock price of a particular security and the movement of the market as a whole. Thus we would expect a consumer goods company selling to customers in developed economies to have a beta close to one. But if that business were to greatly increase its leverage, thus making its equity returns more volatile, its beta would exceed one, while a business whose activities were unrelated to the performance of the general economy might have a low beta. This was the argument that Treasury economists were using in their talks with the defence contractors, discussed in the previous chapter.
Looking at calculations of beta coefficients in practice reveals that very many are close to one, even if the activities and the leverage of the companies are very different. The reason is that beta coefficients are typically calculated over relatively short time periods, during which all stocks are influenced, positively or negatively, by changes in the prevailing market narrative. The growth figures are better than expected; the unemployment data worse. Extensive liquidity support given to markets by central banks has affected the prices of all assets, with the result that recent correlations between all assets appear to be high.
But radical uncertainty means that such calculations of correlations based on historic data sets represent a fool’s errand. In most cases we simply do not know the variance of the relevant probability distribution, or the covariances. Returns on investment are not random drawings from a known and stationary underlying process. Yet much financial analysis and much financial regulation are predicated on the assumption that they are.
Perhaps that is why, although we know many people who construct efficient portfolio frontiers for their clients, we know none who use that approach to manage their own personal finances. Still, it is possible to do better than Markowitz himself, with his decision to put half his retirement fund in stocks and half in bonds. Pay attention to the fundamentals which are relevant to long-term performance of different kinds of assets. Understand that broad asset categories such as ‘emerging market stocks’ and ‘real estate’ are convenient for the analysis of investment consultants, but are insufficiently granular to give insight into the real impact of diversification. Over any but short time periods, the factors that influence the performance of a retailer in Vietnam and an oil services company in Brazil, or the returns from an apartment block in Berlin and agricultural land in Australia, are likely to be very different. Illustrative numerical simulations may be illuminating, but are never a substitute for asking ‘What is going on here?’
Behind the efficient portfolio frontier and capital asset pricing model lies the idea that individuals make similar assessments of the underlying probability distribution. Since the model assumes that everyone in this small world interprets risk in the same way, differing only in their ‘risk appetite’, the proposition that higher risk implies higher reward and vice versa follows inexorably.
But risk means different things to different people. Risk for the government is very different from risk for the defence contractor, very different for someone saving for the deposit on a house than for someone seeking to provide for a secure retirement. Risk for an asset manager, whose reference narrative involves continued employment, is the risk of being fired for underperforming compared to his or her peers. And for a devotee of the capital asset pricing model, risk is the variance of short-term stock price movements. If your concept of risk is very different from that of the market as a whole, you can minimise your risk at other people’s expense. Broad diversification becomes ‘a free lunch’ reducing risk without cost. Once you recognise that day-to-day price movements are not an indication of risk but a measure of meaningless noise in markets, you can achieve your longer-term objectives at lower cost by learning to ignore such fluctuations. There can be reward – not without risk, but with little risk – through building a diversified portfolio, turning off your computer, and thinking hard, though not necessarily frequently, about ‘what is going on here’.
Broad diversification, involving building a portfolio which will be robust and resilient to unpredictable events, is the best protection against radical uncertainty, because most radically uncertain events will have a significant long-run effect on only some of the assets which you own. The kind of diversification which leads Silicon Valley titans to buy rural properties in New Zealand which they hope will survive the apocalypse – and which has become sufficiently popular to lead that country to impose restrictions on purchases of domestic properties by foreigners – is perhaps fanciful, but the style of thought is sound.12
Volatility is the investor’s friend
Almost a century ago, Benjamin Graham, perhaps the first and most admired investment guru, and mentor to Warren Buffett, enunciated the proposition that the randomness of stock prices was a benefit rather than a problem for the intelligent investor. Graham used the metaphor of the volatile ‘Mr Market’, who would on a daily basis make random offers to buy and sell. In chapter 5, we described Buffett’s different baseball metaphor: ‘the pitcher throws you General Motors at 47! U.S. Steel at 39! and nobody calls a strike on you’.13 And, he emphasised, you need not swing at all.
The metaphor assumes some ability to recognise over- and undervalued stocks, an ability which Graham and Buffett possessed in abundance. But Graham also identified and extolled the benefits of dollar cost averaging, the notion that an investor will benefit even if he or she knows nothing of the principles of stock valuation or the fundamentals of the company by simply investing a constant amount of money in the market on a regular basis. Even without any conscious intention or knowledge of investment strategy or corporate behaviour, this system buys more stock when prices are low and buys less when prices are high.
This approach to market volatility is precisely the opposite of the conventional view which has dominated finance theory for the last half century, which equates risk and volatility and shies away from securities with volatile prices. In Buffett’s words, ‘volatility is almost universally used as a proxy for risk. Though this pedagogic assumption makes for easy teaching, it is dead wrong.’14 And similarly, the benefits of diversification are the result of elements of randomness in the distribution of investment returns. We are sometimes asked ‘What is the cost of excluding particular kinds of investment from a portfolio?’ For example, some investors may have principled objections to holding stocks in companies which trade in tobacco or armaments. But the answer must be ‘we do not know’. If we did know, we would either exclude such stocks from our portfolio anyway, or invest in nothing else. But we do know that diversification reduces the risk that the reference narrative – the reliable emergency fund, the security of retirement, the continued growth of the college endowment – might not be realised.
The efficient market hypothesis, taken literally, implies that the investment success of George Soros, Warren Buffett and Jim Simons is impossible. Frank Knight, who recognised that radical uncertainty generates profit opportunities, has been vindicated by the extraordinary riches accumulated by these men. And the efficient market hypothesis is shown to be illuminating – an indispensable model – without being true. Buffett, history’s most successful investor, was well aware of this. He wrote of proponents of the efficient market hypothesis: ‘Observing correctly that the market was frequently efficient, they went on to conclude incorrectly that it was always efficient. The difference between these propositions is night and day.’15 For Buffett, the value of that difference is $70 billion – the reward for taking advantage of Knight’s insightful identification of the relationship between radical uncertainty and entrepreneurship.
(MIS)UNDERSTANDING MACROECONOMICS
I have attended too many seminars, in some great universities, which degenerated into a closed language game played by a coven of initiates who prized obscure self-referential congratulation over honest engagement with reality.
—MICHAEL IGNATIEFF1
In 2003, the Nobel laureate Robert Lucas used his Presidential Address to the American Economic Association to argue: ‘My thesis in this lecture is that macroeconomics . . . has succeeded: its central problem of depression prevention has been solved, for all practical purposes, and has in fact been solved for many decades.’2
After the financial crisis of 2007–08, the industrialised world experienced the most severe downturn since the Great Depression in the 1930s, and the decade following saw a prolonged period of unusually slow economic growth. Financial crises, like wars, have occurred many times. But neither crises nor wars are the result of a stationary process; each is a unique event. The advances in economic theory lauded by Lucas did not prevent a major downturn in the world economy, nor did they give policy-makers the tools they required to deal with that downturn. The models he described assumed a stable and unchanging structure of the economy and could not cope with unique events that derived from the essential non-stationarity of a market economy.
‘Wind tunnel’ models in macroeconomics
When mathematical and statistical methods became widespread in economics in the post-war period, many economists believed it was possible to construct economic models of the ‘wind tunnel’ type. The models of the 1950s and 1960s were large but essentially mechanical – some literally so. The MONIAC (Monetary National Income Analogue Computer) machine, designed by a New Zealand engineer, Bill Phillips, studying at the London School of Economics, was a hydraulic model based on the ideas put forward in Keynes’ General Theory. About a dozen such machines were constructed and used in economics departments around the world (one was magnificently rebuilt at the London School of Economics – it is now on display in the Mathematics Gallery of the Science Museum in London – and another working model is in the Engineering Department of Cambridge University).
As computers became more powerful, electronics eased out hydraulics, and Keynesian models were developed and run on computers. The approach of the Keynesian era was essentially pragmatic, supposing that simple relationships between economic aggregates would remain stable. And the 1950s and 1960s appeared to be a golden age of stability and growth in the global economy. But the foundations were much less secure than appearances suggested. Inflation accelerated slowly throughout much of the post-war period, and by the 1970s had challenged the complacent view that Keynesian demand management could eliminate economic instability. The Phillips curve (another invention of the creator of the eponymous machine) related wage increases to unemployment, and claimed to be a stable empirical relationship like the consumption function.3 It implied a long-run trade-off between inflation and unemployment; the price of reducing one was to increase the other. But any idea that these observations were the outcome of a stationary process was discredited by the experience of steadily higher levels of both inflation and unemployment in the 1960s and 1970s.
One of the authors was employed on the Cambridge Growth Project to build one of the earliest econometric models of the UK economy. Such models usefully emphasise that different parts of the economy cannot evolve in totally separate ways. They capture accounting constraints which ensure that spending on consumption, investment, exports and by government must add up to total national income and output. The system of national accounts which was developed and adopted around the world from the 1930s to the 1950s still provides an indispensable framework for organising and understanding economic data. But the Cambridge Growth Project model could not explain changes in wages and prices, nor short-run movements in the level of total output. These depended upon expectations of future inflation and growth.
If Keynes had still been alive, he could have told his Cambridge colleagues that radical uncertainty was fundamental to understanding the economy, and that expectations about an uncertain future are not easily modelled by a computer. In 1939, Keynes published a review of the pioneering statistical study by the Dutchman Jan Tinbergen. That study was one of the foundations of the new subject of econometrics.4 Keynes’ main criticism of the new approach was that it assumed stationarity of relationships: ‘the most important condition is that the environment in all relevant respects, other than the fluctuations in those factors of which we take particular account, should be uniform and homogeneous over a period of time’.5 Keynes said of Tinbergen, ‘The worst of him is that he is much more interested in getting on with the job than in spending time in deciding whether the job is worth getting on with.’6 With prescience, Keynes foresaw temptations which subsequent generations would not resist.
The rational expectations revolution
The bridge builders had believed, with justification, that wind conditions on the east coast of Scotland or through the Tacoma Narrows would not be very different when construction was completed from those on which the plans had been based. But if the wind responded to the outcomes of the simulations, no such assumption could be made. And economies did react to forecasts and simulations. It was necessary to give expectations a larger role in economic models. The drive to achieve this was led by Lucas, also now in Chicago, whose 1976 ‘Lucas critique’ was the death knell of the econometric macroeconomic models of the previous decade. If policies influenced expectations, policy-makers could not rely on the stationarity of underlying economic processes. The analogy with physical relationships, such as the impact of wind on structures, did not hold.
An obvious means of responding to the prior neglect of expectations would have been to undertake empirical work on the beliefs about the future which consumers and those engaged in business and finance actually held, and the processes by which they established and changed such beliefs. But little such research was undertaken. The new macroeconomic theorists instead followed a different approach; Chicago economist Ronald Coase attributed a satirical description of it to the English economist Ely Devons: ‘If economists wished to study the horse, they wouldn’t go and look at horses. They’d sit in their studies and say to themselves, “What would I do if I were a horse?”’7
These theorists – Chicago was and remains a centre of their thinking – followed the dominant paradigm of the universal applicability of subjective probability. Assumptions about expectations were deductions about behaviour based on axiomatic rationality. The resulting theory of ‘rational expectations’ requires that the expectations of all agents – firms, households and governments – must be consistent not only with each other but with the model which purports to describe it. This approach assumed not only that there was a true model of ‘the world as it really is’, not only that economists knew what the model was, not only that everyone – from the titans of Wall Street to the humblest of peasant farmers – knew what that model was, but that they all formed consistent expectations on the basis of that knowledge and acted on these expectations. In the words of Thomas Sargent, whose 1979 text8 literally ‘wrote the book’ on the new thinking, ‘There is a communism of models. All agents inside the model, the econometrician, and God share the same model.’9
Models based on the assumption of rational expectations may have helped to shed light on some important issues – explaining why, for example, attempts by governments to reduce unemployment to an unsustainably low level will lead not to higher output but to accelerating inflation as expectations of wages and prices increase. As in other areas, such ‘small world’ models can be useful parables. But they do not describe the world as it is, and fail to help us understand depressions and financial crises. So we believe that economists should go and look at horses – observe the ways in which expectations are formed and how these expectations influence behaviour. And while the critics of the 1970s were right to direct more attention to how individual choices affect aggregate outcomes, ‘the secret of our success’ as humans is that we benefit from both individual and collective intelligence. Humans are social animals and there is more to the behaviour of the group than the aggregate of independent individual decisions. Expectations need to be studied at both individual and aggregate level.
Completeness and the grand auction
Ever since the eighteenth century, when Adam Ferguson described ‘spontaneous order’ and Adam Smith supposedly lauded the ‘invisible hand’, the notion that decentralised markets might allocate resources more efficiently than central planning had been a theme of economic analysis. In the nineteenth century, Leon Walras, a French economist working at the University of Lausanne, attempted to express in a system of equations the idea that the uncoordinated decisions of millions of people might produce aggregate outcomes that were not only coherent but efficient.10
But Walrasian analysis only reached fruition when, as described in chapter 14, new and powerful mathematical tools were applied to economics by Kenneth Arrow and Gerard Debreu.11 For some devotees of laissez faire, this was the analysis they had been waiting for – a rigorous mathematical demonstration of the maxim that ‘you can’t buck the market’. Building on Walras, Arrow and Debreu envisaged a ‘grand auction’, to which consumers brought their demand curves, workers and resource owners their supply curves, and producers their technical capabilities. In this ‘grand auction’ the price mechanism secured an equilibrium which reconciled all these demands and supplies and in which no one could be better off without making someone else worse off – all possible mutually advantageous trades had been realised.
But in a radically uncertain world, markets are necessarily incomplete. There is no market in oil for delivery in 2075, for example, because there are so many uncertainties that no one is willing to trade. Even if airline companies would like to buy aviation fuel ahead of time to hedge their risks, they baulk at the risk of doing so if they cannot sell their tickets in advance. How many of us would contemplate buying a flight to a specified airport on 3 August 2030, contingent on the weather at that destination at that time and the political situation in that country in that year? There is no market for the services of an umbrella on a wet day in 2025 because the cost of setting up such a market far exceeds the benefits of doing so. And there was no present or future market in smartphones in 1997 because no one had thought of smartphones at the time. Arrow and Debreu recognised that they were describing an imaginary world akin to that of Through the Looking-Glass. And they interpreted that world as a rhetorical device, like those literary fictions, illustrative of propositions which might – or might not – be true in any real world. In a magisterial survey of that modelled world, written two decades later with another great economic theorist, Frank Hahn of Cambridge, Arrow described what he and his colleagues had been attempting to do: ‘The immediate “common sense” answer to the question “what will an economy motivated by individual greed and controlled by a very large number of different agents look like?” is probably; There will be chaos . . . Quite a different answer has long been claimed true . . . In attempting to answer the question could it be true we learn a good deal about how it might not be true.’12
Earlier in his career, Lucas too had explained that we should not take such models literally: we should be engaged in ‘the construction of a mechanical artificial world populated by interacting robots that economics typically studies’.13 An economic theory is something that ‘can be put on a computer and run’.14 Lucas called structures like these ‘analogue economies’, because they are, in a sense, complete economic systems. They loosely resemble the world, but a world so pared down that everything about them is either known, or can be made up. Such allegories may provide valuable insights into real worlds but do not describe them – and are certainly not representations of ‘the world as it really is’.
The Arrow–Debreu world is a ‘small world’ of the kind described by Savage. In fact, their economy is the small world described by Savage, and to which his probabilistic reasoning applies; in that world, he explained, ‘acts and decisions, like events, are timeless. The person decides “now” once for all; there is nothing for him to wait for, because his one decision provides for all contingencies.’15
This equivalence between complete markets and the axiomatic basis for probabilistic reasoning is no academic footnote. Many economists today are prepared to accept that markets are incomplete and yet hang on to the view that a complete set of subjective probabilities exists and people can be assumed to behave as if they were maximising their subjective expected utility. But these views are essentially incompatible. Savage’s rational decision-maker made a ‘grand decision’, contemporaneous with the ‘grand auction’. Savage’s world was also the world of Arrow and Debreu, and, like Arrow and Debreu, Savage was clear that the proposition that the models closely replicated real worlds was, in his own words, ‘utterly ridiculous’.16
Making policy in a small world
Many of the followers of Lucas forgot that the purpose of building models is to use imagination so that we can tell plausible stories about the real world. They shared the pleasure chess players derive from living in a world whose rules have been completely defined, and in which there are prizes and promotions for the winners. The fantasy world of Alice in Wonderland is better still – as the Dodo explained, ‘everybody has won and all must have prizes’.17 The models such economists designed proved more useful to the playing of an intellectual game rather than describing the world in which companies and people are struggling with the challenge of an unknowable future. Rational expectations models partition the world into the known – the ‘communism of models’ – and the unknowable – forces and events which, since they are not anticipated by everyone, are not anticipated by anyone. Economic predictions fail when models are disrupted by permanent shifts and temporary shocks. But since the shifts and the shocks are the product of forces which are unknowable, there is, sadly, nothing more that can usefully be said.
Tinbergen had been a pioneer of econometrics – the application of rigorous statistical methods to economic data; and the properties of error terms – the difference between the out-turn and the forecast in economic models – were central to that subject. In macroeconomics the error terms were rebranded as ‘shocks’.18 But if the ‘shock’ is simply the deviation between the prediction of the model and the reality of the world, we learn nothing by attaching the label ‘shock’ to these error terms. To go further we have to be able to gain insight into the origins of the shocks, and perhaps be able to formulate some probability distribution or narrative account of their occurrence. The nineteenth-century economist W. S. Jevons propounded a similar thesis.19 His argument, not then entirely without empirical justification, was that business cycles were the result of fluctuations in nature. In particular, variations in sunspot activity influenced climatic conditions, which in turn affected the prices and volumes of agricultural products, which had consequential effects in other sectors of the economy. Jevons’ narrative identified the sources of the shocks, and described the ways in which they gave rise to economic cycles. And even though the determinants of sunspots were not understood, empirical information about their incidence was available.
More recently, economic fluctuations have been attributed to both unexpected changes in demand and supply conditions – ‘preference shocks’ and ‘productivity shocks’ – as well as to ‘frictions’ that slow the adjustment of wages and prices, and also expectations, to their equilibrium values. The underlying growth trend of the economy was interrupted from time to time by these shocks and a return to equilibrium slowed by these frictions. Of course, consumer tastes do change and respond to new products and new fashions. And productivity is affected by disruptive innovation. But there was no explanation of the sources, let alone the size and volatility, of preference shifts or disruptive innovation, nor could their incidence be characterised by any probability distribution. There was only the need for some deus ex machina to reconcile the model with observed data.20 Productivity has been described as the measure of our ignorance.21 The distribution of productivity shocks is then the measure of our ignorance of our ignorance.
In a laudable wish to meet the hopes and expectations of policy-makers, business people and television viewers, the economics profession has pursued the holy grail of a macroeconomic model that would make accurate forecasts. The early attempts foundered, as we have seen, on the failure to appreciate that apparently stable empirical relationships could suddenly break down when, for example, the government changes the nature of its policy intervention (the Lucas critique). The intellectual appeal of basing forecasts on a rigorous theoretical foundation describing the behaviour of individuals and the economy is easily understood. But the programme of model-building which searches for a stable underlying set of structural relationships could be made consistent with observations of the economy only by the introduction of the shocks and shifts about which nothing could usefully be said. The result was that phenomena such as the financial crisis or the Great Depression could be explained only in terms of unanticipated developments in technology or a sudden preference for leisure rather than work. Such so-called ‘real business cycle’ models have generated few persuasive explanations of large movements in the economy.22 And the presence in such models of ‘frictions’ – the complexity of the world of millions of individuals learning and adapting to changes in the structure of the economy – meant that forecasts were reasonably accurate only when nothing much was happening, and were wildly inaccurate in the face of any significant event, such as the financial crisis.
The search for a single comprehensive forecasting model of the economy is fruitless. It will come as a surprise to many that the forecasting models used by most central banks had no ability to explain borrowing or lending as the models had no place for banks, ignored most financial assets, and assumed that all people were identical. In short, these models assumed an economy shorn of a financial system, and an economic crisis originating in the financial system was therefore impossible. Such a small-world model might generate insights into the role of central bank independence and inflation targets, but it could not sensibly answer the question ‘What is going on here?’ in the financial crisis.23 The pretence that every important macroeconomic issue could be explained in terms of a single model was a major error.
Radical uncertainty and non-stationarity go hand in hand. There is no stable structure of the world about which we could learn from past experience and use to extrapolate future behaviour. We live in a world of incomplete markets in which there are simply no price signals to guide us back to an efficient equilibrium. There are times when expectations have a life of their own.24 As a result, the models used by central banks perform quite well when nothing very much is happening and fail dramatically when something big occurs – precisely the moment when the model might have something to offer beyond mere extrapolation of the past.
Forecasting without apology
Economic forecasters have a particularly poor track record of forecasting material downturns in the economy. In 2016, The Economist examined country forecasts made by the International Monetary Fund (IMF) in its Spring World Economic Outlook. Of the 207 recessions – defined as a fall in output between the year in which the forecast was made and the following year – the World Economic Outlook had predicted precisely none of them.25 This finding is a stunning indictment of our ability to forecast movements in aggregate economic activity. It seems that we can forecast changes in GDP when there really aren’t any but that we cannot forecast large swings in economic activity.
During any major economic crisis, someone will claim to have forecast its occurrence. There are those who specialise in gloomy predictions and, like stopped clocks, are occasionally right. But few economists predicted the financial crisis of 2007–08. And the models used by central banks and private sector forecasters proved better at forecasting output and inflation during the period of economic stability between the early 1990s and the onset of the crisis – when the best forecast was to extrapolate from the recent past – than they were at predicting the onset of the near collapse of the banking system in the industrialised world. But it was obviously more important to be able to forecast the latter than the former.
The demand for forecasts seems as persistent as scepticism about their value.26 Yet the addiction to economic forecasting, and even claims for its success, continue. In 2010, the European Central Bank published a technical paper reviewing the performance of its model of the European economy which concluded that its forecasting performance had been ‘quite impressive’.27 The paper did not reference the 2007–08 crisis. Jean-Claude Trichet, then president of the institution which built the model and employed the authors of the paper, took a rather different view: ‘As a policy-maker during the crisis, I found the available models of limited help. In fact, I would go further: in the face of the crisis, we felt abandoned by conventional tools.’28 And his experience was reproduced in central banks and finance ministries around the world.
Managing the economy
In models used by international agencies and central banks, beliefs are guided over time towards the correct rational expectation defined by the model. And if we are unsure which is the correct model then statistical learning leads to the right choice. This might make sense in a stationary world. But in a non-stationary world there is no underlying probability distribution or model to discover.
The process of forming expectations is one in which the views of friends and colleagues, the stories in the Daily Mail or the New York Times, the news and prognostications on Fox News or BBC, play an important role. We are social animals, even in – and perhaps especially in – the trading rooms of investment banks. People talk to each other and learn from each other. They read the same Daily Mail and New York Times, and Fox News and BBC show the same pictures on every screen. Social media have speeded up this process. Traders imitate each other and may try to outwit each other. It is entirely in accordance with reason and logic to learn from other people’s mistakes rather than wait and learn only from one’s own.
Beliefs are embodied in a narrative, and the prevailing narrative can change in an abrupt or discontinuous fashion when a sufficiently large number of people see evidence that leads them to change their view. Such evidence might be derived from fresh regression analysis. Or from watching pictures of bewildered former Lehman employees carrying their possessions into the street in cardboard boxes. Or from messages conveyed by social media. The events of September 2008 changed the prevailing narrative and led to discontinuous changes in expectations. No one had imagined that the sophisticated American financial system would find itself on the brink of collapse. Central banks were not prepared to deal with the consequences of such a failure. Compared with the vast array of financial instruments in the world, the simplicity of a single financial asset in the textbook model did not generate insights, and so central banks relied more on a study of financial history than the predictions of econometric models.
When discovering the next big thing, Steve Jobs was not selecting from a menu of existing options, but using his imagination to create something completely new. That is the essence of radical uncertainty. Equally, Nobel Prizes in Economics are not awarded simply for developing the logical implications of a known set of conditions, but for imaginative new ideas which generate flashes of inspiration to stimulate work by other economists. It is strange that radical uncertainty, which captures exactly the world in which economists do their research, is so absent from their formalisation of how the world works.
Engineering versus economics
Edward Prescott, architect of real business cycle theory, makes the claim that ‘the methodologies used in aerospace engineering and macroeconomics to make quantitative predictions are remarkably similar’. In support of this assertion, he cites a former colleague at the University of Minnesota, Graham Candler, professor of engineering and consultant to NASA, who describes his approach to aeronautics thus:
I try to predict what happens when a spacecraft enters the atmosphere of a planet . . . We attack the problem from two sides. First, we break the problem into well-defined parts and use theory and experiment to determine specific parameters under controlled conditions . . . The second approach to modelling the flow field is to determine what parameters really matter to the design . . . Usually with this parametric uncertainty analysis it is possible to isolate several critical parameters that require particular attention . . . we fully recognise that representation of the world will never be hundred percent accurate.29
The engineer tackles the complex real-world problem by positing a series of small worlds whose behaviour can be understood, and in this way identifies the factors which really matter in understanding the performance of the spacecraft and its behaviour. This is how practical knowledge is advanced.
The reader can judge the validity of the assertion that the methods of aeronautics and economics are ‘remarkably similar’ by comparing Candler’s account with the parallel description Prescott provides of an instance of his own work:
The study that began in late 1999 was motivated by the question of whether the stock market was overvalued and about to crash. At that time people did not know how to use this theory to obtain an accurate answer to this question and relied on historical relations such as price–earnings ratios to answer the question . . . the tax and regulatory system had to be modelled explicitly. For example, we set the model’s tax rate on corporate distributions equal to the average marginal tax rates on distributions. This is calibration because in the model world this tax rate is the same for all individuals when in fact it is not . . . we deal with the fact that corporations have large stocks of unmeasured productive assets and that these assets are an important part of the value of corporations, being stocks of knowledge resulting from investment in research and development, organization capital and brand capital. We figure out how to estimate this stock of unmeasured capital using national accounts data and the equilibrium conditions that the after-tax return on measured and unmeasured capital are equal.
A theory is tested through successful use. The theory correctly predicts the great variation in the value of the stock market in relation to GDP, which varied by a factor of 2.5 in the United States and by a factor of three in the United Kingdom in the 1960–2000 period.30
The contrast between the humility of Candler’s account and the hubris of Prescott’s is immediately apparent. But more importantly, even a superficial reading of the two descriptions reveals that there is no equivalence whatever between the methods of the two authors, beyond the fact that both are dealing with systems which are imperfectly understood. The engineer is undertaking empirical research to discover what works; the economist is manipulating data to support a priori assertions. While Candler recognises that ‘representation of the world will never be hundred percent accurate’ he rightly believes he can identify the critical uncertainties; the stock market, however, is suffused with radical uncertainty. And, as a result, NASA is successful in executing missions of extraordinary complexity while Prescott, despite the implicit claim, does not have the slightest idea whether the stock market is or is not overvalued at any particular time.
Aeronautical engineers know ‘what is going on here’ – not completely, but sufficiently to build aircraft which are (with the unfortunate exceptions we have noted) safe to fly and spacecraft which complete their missions. Candler begins by defining the scope of his expertise: ‘I try to predict what happens when a spacecraft enters the atmosphere of a planet’. Prescott, too, seeks to predict: ‘The study that began in late 1999 was motivated by the question of whether the stock market was overvalued and about to crash. At that time people did not know how to use this theory to obtain an accurate answer to this question . . .’ The comparison reveals a fundamental difference between the two tasks. If a theory ‘tested through successful use’ was available which could determine whether the stock market was overvalued and about to crash – of course there is no such theory – that knowledge would itself change the value of the stock market. That is the essence of the Lucas critique which we described above, and of the efficient market hypothesis. (As a matter of history, the stock market in late 1999 was overvalued and about to crash and a few months later did crash, but the problem of identifying when it would crash was altogether different from and harder than the problem of whether it would crash.)
Having identified a smaller-world problem within the larger world of space missions, Candler goes on to identify the two critical elements governing his predictions – the level of heat transfer and the aerodynamic performance of the craft. This is the beginning of a more extensive strategy of breaking the whole problem into well-defined parts which can be analysed separately, and is precisely the opposite approach to the macroeconomist’s demand for a single general equilibrium model with sufficient simplifying assumptions to render it computationally feasible. Candler states that the basic equations of aerodynamic flow are well established, but that a complete model involves over a hundred parameters. However, previous work has shown that only a limited number of these parameters have much impact on the out-turn. Research is undertaken to make the best possible estimates of these parameters in the particular case: ‘For example, we might be concerned with how high-temperature oxygen molecules attack a particular heat-shield material. We would commission experiments to address this specific issue at conditions that are as close as possible to the flight conditions.’
The engineer concludes ‘there is a calculated risk associated with the uncertainty in our modelling parameters. Of course, we try to reduce this uncertainty, but ultimately we are always forced to live with some level of risk if we want to fly an interesting mission.’ Note that Candler’s account reproduces the distinction between uncertainty (the product of imperfect knowledge) and risk (the failure to achieve the reference narrative of a successful mission) which we use in this book. The larger question of ‘What is going on here?’ is one above Candler’s pay grade: politicians and the senior staff of NASA have reviewed the future space programme, proposed a mission to Mars, and sought Candler’s advice on one critical aspect of implementation of that policy. This delegation is the first step in a general approach of defining a strategic direction in terms of implementable policies. The strategic purpose is specific – it is not an injunction to ‘conquer space’ or ‘be the world’s most respected space exploration agency’, the type of platitude adopted by too many public sector agencies today.
The next step, given Candler’s specific predictive brief, is for him to decompose that relatively large-world problem into small-world problems capable of solution. These small-world problems may be resolved by applying general models (the equations of aerodynamic flow) or ones unique to that particular large world (the heat transfer generated by the arrival of a craft in the atmosphere of Mars). The process of decomposition in turn identifies key issues for research.
The final stage is to reassemble the results of that research and these models into a coherent and consistent narrative which will provide policy-makers, whose grasp of the technical issues may be inferior to that of Candler, with the information they need to make a considered decision as to whether to abort the mission or encourage it to go ahead. That approach is not how economic advice has generally been prepared and presented. But we think it should be. We look forward to a time at which Prescott’s claim that ‘the methodologies used in aerospace engineering and macroeconomics to make quantitative predictions are remarkably similar’ will be well founded, and when macroeconomic models are as practically useful as those of NASA.
The disregard of radical uncertainty by a generation of economists condemned modern macroeconomics to near irrelevance in understanding the global financial crisis. Keynes’ critique of ‘getting on with the job’ without asking ‘whether the job is worth getting on with’ would prove to be as true of the new macroeconomic theorising as of the older econometric modelling. Some of the most useful contributions to understanding financial and other crises came not from formal modelling but from historical studies of earlier episodes. For example, in 2008 central banks found it difficult to persuade commercial banks to accept emergency loans because of the stigma associated with accepting such assistance – it indicated that the bank concerned might be in difficulty. Most central banks had forgotten that exactly the same problem had occurred after the 1906 US banking crisis; no bank took advantage of the new facilities created by the US Treasury until the outbreak of the First World War when all banks were in need and no stigma attached to any one of them.31
As M. Trichet observed, the models that had come to be the embodiment of economic research failed the tests of utility and relevance in the 2007–08 crisis and its aftermath. As Nobel laureate Paul Romer wrote about macroeconomic theorists: ‘Their models attribute fluctuations in aggregate variables to imaginary causal forces that are not influenced by the action that any person takes. A parallel with string theory32 from physics hints at a general failure mode of science that is triggered when respect for highly regarded leaders evolves into a deference to authority that displaces objective fact from its position as the ultimate determinant of scientific truth.’33
Over forty years, the authors have watched the bright optimism of a new, rigorous approach to economics – an optimism which they shared – dissolve into the failures of prediction and analysis which were seen in the global financial crisis of 2007–08. And it is the pervasive nature of radical uncertainty which is the source of the problem.
Any business craving of the leader, however foolish, will be quickly supported by detailed rates of return and strategic studies prepared by his troops.
—WARREN BUFFETT1
In the eighteenth century there were country clergymen of exceptional intelligence who had time on their hands. They benefited from a secure reference narrative. Thomas Bayes was one; Thomas Malthus another. In 1798, Malthus set out what might be regarded as the first growth model in economics. He hypothesised that population tended to grow exponentially, as a result of what he coyly termed ‘the passions’, while food supplies could grow only linearly. The rising population would put pressure on food supplies, and then the resulting destitution would reduce that population. The cycle repeated itself in dismal progression.
As forecaster, Malthus could hardly have been further from the mark. The two centuries that followed did indeed see an exponential rise in population, but world food production rose by far more. Still, Malthus’s original argument would subsequently be reproduced many times. In the widely noted and acclaimed The Population Bomb in 1968, the biologist Paul Ehrlich asserted that ‘the battle to feed all of humanity is over. In the 1970s hundreds of millions of people will starve to death.’2 Like many forecasters, Ehrlich responded to the failure of his predictions by deferring the date. He was right, but not yet.3 For the professional doomster, apocalypse is always postponed but never averted.
With more attention to ‘what is going on here’, Malthus might have recognised the revolution around him in the English countryside. Crop rotation, new machinery and selective breeding were the precursors of improvements in agricultural productivity which falsified his gloomy expectations. Malthus considered the possibility, canvassed by his contemporary William Godwin, that ‘the passions’ might be dampened by economic growth, intellectual enlightenment and better education, which would lead men to focus their minds on higher things. But Malthus was sceptical, instead advocating celibacy until late marriage (he himself had three children after marrying at the age of thirty-eight). Yet time would show that as women enjoyed higher incomes and better education, helped by the availability of contraception, they bore fewer children – the ‘demographic transition’, first described a century ago by Warren Thompson and subsequently observed in many countries.4 And if Ehrlich had paid more attention to ‘what is going on here’ he might have observed not only the demographic transition but the ‘green revolution’ – the hybrid seed varieties which have produced dramatic new gains in agricultural productivity.
The Victorian economist Stanley Jevons published The Coal Question in 1865, in which he explained that limitations on coal resources would inevitably constrain Britain’s economic growth.5 In Malthus’s model, exponential population growth met linearly expanding food production; in Jevons’ book, exponentially growing industrial production met finite resource of coal. Jevons bravely made long-term projections of coal consumption; but he did no more than extrapolate the experience of the prior half century into the foreseeable future. His projections are contrasted with reality in the figure below. Jevons emphasised that these numbers were intended as illustrations, not forecasts; he recognised the impossibility of his projections.
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Like Malthus, Jevons was succeeded by others who repeated similar analyses, without similar caution. In the later nineteenth century there was concern that the increase in agricultural productivity which had rendered Malthus’s fears groundless would be halted by the finite supply of the fertiliser guano, mostly sourced from Peru. The German chemist Fritz Haber discovered a process for the fixation of atmospheric nitrogen and when the First World War led to a blockade of German ports his discovery was rolled out on an industrial scale. Food production no longer depended on the excreta of seabirds.
Marion King Hubbert, an American geologist, popularised the notion of ‘peak oil’; in the 1950s he predicted that US oil production would reach an unsustainable peak in 1965 and that the similar peak in global output would occur in around 2000.7 America did encounter peak oil in 1970 – domestic output subsequently fell; but thanks to shale the peak in US oil production was at the time of writing experienced in 2018 and is expected to be higher in 2019.8 World petroleum output in 2000 was about twice the level Hubbert anticipated and has continued to grow. Gloomy prognosticators today no longer suggest that the world will run out of oil but that the rejection of fossil fuels will lead to large and once valuable oil and coal reserves remaining forever in the ground – ‘stranded assets’. ‘The Limits to Growth’, a 1972 publication commissioned by the Club of Rome, an international group of environmentally concerned individuals, asserted that economic growth must end within the next century because of constraints on all kinds of mineral resources. Thirty million copies were sold.9 In fairness, we would have to acknowledge that they have another fifty years to be proved right.
What is going on here? The continued attention paid to these forecasters, and the popularity of their writings – which seems to continue even after it is obvious that they were wrong – reflects the common human predilection for apocalyptic narratives. Lot escaped the wrath of God by fleeing Sodom; Jonah’s prophecy enabled Nineveh to avert a similar fate. Today Peter Thiel, billionaire founder of PayPal, has prepared for the armageddon which may arise from the collapse of social organisation through cybertechnologies by building a bunker in a large estate in remote New Zealand. While the failure of all apocalyptic predictions to date10 justifies considerable scepticism towards new ones, it cannot be concluded that all such narratives are false; human dominance of Earth will end some day, though probably not through shortage of coal, guano or lithium.
Small-world models, such as those of Malthus and Jevons, are valuable in framing arguments but useless as forecasting tools. Ehrlich’s predictions were ludicrous but he was right to raise the question of how a growing population would be fed. It is no accident that authors such as Ehrlich, Hubbert and the writers of the Club of Rome report all have backgrounds in natural sciences, and apply an erroneous assumption that demands for resources such as oil, electricity and water are determined by physical relationships among commodities. They ignore the impact on prices of changes in the balance between demand and supply. They also ignore the fact that, although unpredictable, technology is likely to respond to emerging challenges – the essential non-stationarity of the environment. Prices and competition promote not only discovery and innovation, but also changes in preferences and expectations.
Malthus was polemicist as well as economist, but never foolish enough to believe he could predict the crises his model described. And, properly analysed, the framework he sets out invites us to understand what factors influence agricultural productivity and demographic transitions. Jevons – one of the great minds of his time, but also an unpredictable eccentric whose obsession with resource scarcity made him a hoarder of paper – lived long enough after Malthus to understand some of the weaknesses of Malthus’s concern about food supplies. He wrote that ‘the plains of North America and Russia are our corn fields; Chicago and Odessa our granaries; Canada and the Baltic our timber forests; Australia contains our sheep farms, and in Argentina and on the Western prairies of North America are our herds of oxen . . . the Hindus and the Chinese grow our tea for us, and our coffee, sugar and spice plantations are all in the Indies. Spain and France are our vineyards and the Mediterranean our fruit garden.’11 He seemed not to appreciate that a similar argument might apply to fuels – Saudi Arabia is our coal mine, sun and wind our locomotives. Yet Jevons would never have been able to incorporate as yet unknown resources and resource deposits into a forecasting model, one that would describe ‘the world as it really is’.
Transport modelling
In the UK, investment decisions on transport projects are evaluated using a model known as WebTAG. In order to obtain state funding for a transport project, an appraisal must be made in accordance with highly detailed official guidance contained in WebTAG and the Treasury ‘Green Book’ guidance on project appraisal.12 In the world of WebTAG, time is given a monetary value depending on which of thirteen modes of transport an individual uses. The time of a taxi passenger is worth £13.57 per hour (as of 2018 and measured in 2002 prices) but the taxi driver’s time is less valuable, at £9.94 per hour. Hedge fund managers walking to work and journalists cycling to their offices share a time value of £7.69 per hour, but any delay to the Deliveroo courier on her motorbike is priced, like the taxi passenger’s, at £13.57 (less if she uses a pedal bike).13 The model demands that this level of precision continues into the future. Growth projections yield predictions of how valuable the time of each group will be in 2052, to the penny. If you would also like to know how many people will be travelling in a car on a weekday evening in 2036, the WebTAG spreadsheets will provide an answer. This exercise in fantasy ensures that every cell in the spreadsheet can be filled, and that at the end of the process some numbers will be provided. The reader can make his or her own assessment of how much credence should be attached to them.
Since most of the numbers are invented, they can usually be selected to deliver the desired result. What is the value of a high-speed link from London to Birmingham and beyond? Debate around the WebTAG model centres on these time valuations. Can business people use their time productively on trains with the aid of laptop computers? Or will they fritter their £xx.xx per hour time (readers are invited to make up their own number) on the mindless calls to their office we have too often heard on the existing not-high-speed trains? How could we know? How much would people pay to catch a train which arrives in fifty minutes rather than seventy? Astonishingly – but this is the result of fitting everything into a standard template – the question of the fare structure for the new service is not raised in the course of the modelling exercise. Yet there are already two existing rival routes between London and Birmingham offering journeys at different speeds and different prices. And the bigger question of how a high-speed link would alter the incentive for regional development or expand the opportunity to commute to London cannot sensibly be entered into a spreadsheet.
Edinburgh’s tram has since 2014 linked the airport to the city centre. (An established and continuing bus service, run by the same public transport authority, does so more cheaply and generally more quickly, and attracts many more users.) The part-completed tram project cost about £800 million to build, around twice the projected cost, and makes a small operating loss on revenues of around £12 million.14 It requires only minutes of back-of-the-envelope calculation to demonstrate that this project was absurdly wasteful. However, the expensive modelling exercise of a firm of consultants reached the diametrically opposite conclusion.
The exercise purported to take account of uncertainty by conducting ‘Monte Carlo simulations’. Monte Carlo simulation is a technique devised by nuclear physicists to allow the estimation of a joint probability distribution (of two or more variables) when the underlying probability distributions of each variable are known, but the joint probability distribution is too difficult to compute analytically. As we have emphasised, probability distributions can be inferred only when the observations used are the product of some known underlying stationary process and historic data yield evidence on the parameters of that distribution. This Monte Carlo simulation for the tram project involved making up many sets of numbers alternative to those initially chosen, and computing the resulting different outcomes. The modellers claimed that these results represented a probability distribution of possible outcomes. There was no basis for that claim, and it is probably unnecessary to report that the result of the unfinished tram project lay many standard deviations outside the predicted ‘confidence interval’.
Lack of knowledge about the future is addressed in these exercises by assuming that the future will be essentially similar to the present, except for mechanical projections of current trends. But we have no idea what modes of transport our successors will be using in 2052. Perhaps the personal flying platforms for which we have waited so long will be available to them, or perhaps our descendants will have reverted to the horse and cart after abandoning the use of fossil fuels. We simply do not know. WebTAG, however, expects that everyone will still be travelling in the same way as now; only their numbers and the value of their time will have changed.
Value at risk
Value at risk models (VaR), used for risk management in banks, were the technique which lay behind Mr Viniar’s claim to have observed a ‘25 standard deviation’ event. These models were based on the portfolio theory pioneered by Markowitz and were developed at J. P. Morgan in the late 1980s to help the bank cope with the variety of debt instruments which had appeared in that decade. As in the Markowitz model, the starting point is the variance of daily returns on each security and the covariance of returns between securities. With the aid of all this information15 you might compute the extreme percentile of the distribution – the amounts you would lose on a truly terrible day, one that would occur say only once in a thousand trials (although such an event would happen on average every four years). That figure represented the ‘value at risk’ which became a key – the key – risk management tool.
The methodology took the banking world by storm. Quantitative and scientific risk management could supersede the intuitions and judgements of experienced bankers. The tool was too good to be the proprietary system of a single bank, and J. P. Morgan spun off a business, RiskMetrics, to propagate it. Soon almost all major banks were using similar models and value at risk became part of the regulatory apparatus of banking supervision.
Bank portfolios contained literally millions of financial instruments reflecting the spiralling volume of inter-bank trading and the resulting web of interdependencies. But how were the crucial parameters – the means, variances and covariances – of the returns on these portfolios to be determined? The only possible answer was to look to historic data series. Thus an assumption of stationarity was built into the modelling. Of course, these historic data series were of necessity drawn from a period in which the banks that provided the data had not suffered crippling losses. So they were derived in a way which almost inevitably underestimated the variances of the underlying probability distribution.
And also the covariances. In 2007–09, the losses experienced on mortgage loans were far larger than those experienced in a history in which such loans had been made mainly by conservative bankers to respectable borrowers. Defaults on these traditional mortgages were typically the result of individual household misfortunes – relationship breakdown, illness or death. The incidence of such misfortune was fairly low, random and, in aggregate, reasonably predictable. But when loans were made to weak borrowers who depended on rising house prices to refinance unsustainable loans, any setback to a continuing rise in house prices would cause many defaults. So what were believed to be diversified pools of assets turned out to be highly correlated with each other. The models assumed an underlying stationarity of the default process and the modellers did not have the qualitative knowledge of ‘what is going on here’ which would have enabled them to recognise that this assumption was unjustified.
Although value at risk models may be of some use in enabling banks to monitor their day-to-day risk exposures, they are incapable of dealing with the ‘off-model’ events which are the typical cause of financial crises – the Viniar problem. Extreme observations such as those encountered in the financial crisis mostly result from events outside the model. Banks do fail, as the experience of 2008 showed, but not usually for the reasons described by value at risk models. Northern Rock failed even though until the day it ran out of money it appeared to be well capitalised according to prescribed risk assessments. Financial institutions fail through fraud or mismanagement, or an amoral carelessness that lies somewhere between the two, or the realisation of a wholly unexpected turn of events in the domestic or world economies.
Fishing with mathematics
In the fifteenth and sixteenth centuries, Spanish and Portuguese explorers ranged the Americas in search of treasures. While the gold and silver of the south received most attention, another treasure was located in the far north: the cod fisheries of the Grand Banks of Newfoundland. Even today, salt cod, or bacalao, is a staple of the Iberian diet. But none of the cod now comes from Canada. For five hundred years, fishermen from Spain, Portugal and other countries exploited the seemingly limitless shoals of the Grand Banks. By the 1960s, the greater effectiveness of modern fishing technology had led to overfishing in many locations. In 1968, an unsustainable catch of 480,000 tonnes of cod was harvested from the shores of Newfoundland, and cod stocks began to decline. Many countries reacted to overfishing by extending their territorial waters to protect their domestic fishermen. In 1977, Canada took control of almost all the waters of the Grand Banks.16
The country set out, in organised Canadian fashion, to promote a fishing industry that would revive the flagging economies of Nova Scotia and Newfoundland. The government provided subsidies for trawler construction, and charged the Dominion Fisheries Office with determining the total allowable catch; that catch to be set to ensure not only the survival but the growth of stocks and the gradual expansion of the industry. The Fisheries Office developed complex models on which its recommendations were based. But cod stocks continued to decline. For the year 1992, the total allowable catch was set at 145,000 tonnes. That proved to be the last year of commercial cod fishing on the Grand Banks. The fish are gone, and in the course of that year the industry finally closed. Today only around 5000 tonnes of cod are caught annually on rod and line by recreational and artisanal fishermen.17
It would be wrong to hold the modellers solely responsible for the collapse of the Grand Banks fisheries. Greedy fishermen and mendacious politicians should take most of the blame. But the modelling exercises were used to justify the actions and inactions of politicians and the industry. The original impulse to determine catch limits based on insights from modelling and environmental science was effectively inverted; the ‘evidence’ generated by the models ended up justifying the policy rather than actually protecting fish stocks. The modellers were complicit in an environmental disaster.
Misinformation about migration
In 2004, ten countries, including eight former communist ones, joined the European Union and their citizens gained the right to work in other member states. The European Commission estimated that migration from acceding countries to other members would initially be between 70,000 and 150,000 a year, declining thereafter. The British government anticipated that between 5000 and 13,000 of these would come to the UK.18 By the time of the Brexit referendum in 2016, no fewer than 1.6 million residents of the UK were immigrants from accession states.19 Another 450,000 had come to the UK from Romania and Bulgaria, which joined the EU slightly later.20 In Ireland, some 240,000 people – 5% of the Irish population – were migrants from these new EU members.21
We are not concerned here to debate the pros and cons of such migration. But argument should be based on accurate data and careful analysis. The most important study, on which all others partly relied, was commissioned by the European Commission through the European Integration Consortium.22 That study emphasised that the previous round of accession by poorer countries – Greece, Portugal and Spain in the 1980s – had led to little migration. The highest predictions – still too low – were produced by the German Ifo institute, which explained why this analogy with the earlier round was unreliable.23 The former communist states had previously made emigration almost impossible. Most importantly, the income difference between the original EU members and the later newcomers was much greater than that for the countries which joined in the 1980s. The European Commission has a history of commissioning academic studies that exaggerate the benefits and downplay the costs of integration.
The British government’s admirable emphasis on evidence-based policy too often reduces, as it did in the estimation of migration flows, to policy-based evidence: information is provided to support the conclusions that those who prepare the studies believe policy-makers seek. Our experience, both of developing models ourselves and of observing the use of models in political and business contexts, is that models are rarely used as an input to the decision-making process; their purpose is to help justify an already determined course of action to corporate boards or government ministers or external regulators. Those who run financial institutions want to be reassured that their risks are controlled, and those who sponsor large transport projects want to ensure that such projects will go ahead. The true nature of the exercise is rarely to attempt to resolve uncertainty, but – as in the Canadian fisheries – to provide superficially objective justification for a decision which has been made on other grounds. The economic failure of Edinburgh’s tram project did not deter political support for its further extension.
In many of these exercises empirical appraisals are conducted by one of a small number of consulting firms for whom such modelling is a primary business, and who are aware of the answers that those sponsoring the studies would like to hear. Their commercial success depends on delivering what their customers want. Academics who court public attention and official research funding are too easily co-opted into this process.
Abuse of models
The exercises described above have common deficiencies. All display at least some of the following weaknesses, and most illustrate all of them.
First, the modelling exercise applies a common template to disparate situations. There is great variation in the nature and scale of transport projects, in the activities of organisations which describe themselves as ‘banks’, and in employment and welfare conditions in member states of the European Union. In each of these cases the belief that a common approach achieves either objectivity or comparability has been falsified by events.
Second, the modelling exercises rely on filling in gaps in knowledge by inventing numbers, often in immense quantities. Some of these invented numbers will be prescribed – as in WebTAG – while others are left to the discretion of the modellers who, as a result of the complexity of the models, may be the only people to understand the impact on the answers of the assumptions made. Indeed a superficial advantage of the common template is that most of the modelling can be left to junior analysts, with the result that the connection between assumptions and outcomes may not be understood by anyone at all.
Third, these exercises necessarily assume, almost always without justification, stationarity of the underlying processes. There might have been some reason to assume that the underlying science of fisheries was well understood, although this turned out not to have been the case. But there were not even a priori grounds for believing that historic experience of mortgage defaults would apply in future, that the level of historic returns on investment products was a good guide to future returns, or that models which had been fitted to data from Spain would describe migration from Poland. And none of these things were borne out in practice.
Fourth, in the absence of stationarity, these modelling exercises have no means of accounting for uncertainty and there is no basis for the construction of probability distributions, confidence intervals, or the use of tools of statistical inference. The opinions of different people about the values of a parameter, or the same consultant’s different estimates of the value of that parameter, do not constitute either a frequency or a probability distribution. With no defensible basis for describing such assessments of uncertainty, there is no mechanism for valuing the options associated with a project. For example, many transport projects effectively exclude other projects which might achieve similar objectives. Alternatively, they may permit other projects to be undertaken which would not otherwise be viable. Such options, which may be positive or negative in value, are often crucial to an assessment of the project. Major decisions always need to be made in the context of a wider narrative.
Fifth, because of the cost and complexity of the models, their deployment often prevents meaningful public consultation and debate. Those opposing HS2, the proposed high-speed train link from London to Birmingham, felt obliged to commission their own costly assessment of the same project, an exercise which differed little in structure but reached a diametrically opposite conclusion to the official view.
All of these bogus models, as fragile as a balsa-wood structure in a wind tunnel, have a common failing. They begin by considering how you would make a decision if you had complete and perfect knowledge of the world, now and in the future. But very few of the relevant data are known. The solution? Make them all up.
Modelling at NASA and WHO
We have referred often in this book to the impressive achievements of NASA scientists in modelling the solar system and predicting paths of spacecraft. NASA’s modelling of the agency’s own systems has been altogether another matter. In 1986, the space shuttle Challenger exploded on launch, killing all seven astronauts on board. It was the first of two fatal accidents in the Space Shuttle programme; the second happened seventeen years later when Columbia disintegrated on re-entry into the Earth’s atmosphere, again killing all seven crew members. The brilliant Nobel Prize-winning physicist Richard Feynman was appointed to the inquiry that followed the Challenger disaster. Feynman insisted that his note of dissent from the inquiry’s bland conclusions be attached to the report. He noted that there had been a wide range of estimates of the probability of a fatal accident arising from a launch – from 1 in 100 from working engineers to 1 in 100,000 from NASA management. Feynman asked, ‘What is the cause of management’s fantastic faith in the machinery?’, ridiculing the notion of any 1 in 100,000 probability, and observing that NASA management professed knowledge and understanding they could not conceivably enjoy. ‘For a successful technology, reality must take precedence over public relations, for nature cannot be fooled,’ Feynman concluded.
The methods that worked so well in the analysis of the solar system – which required comprehensive knowledge of the underlying system, stationarity of that system, and confidence that the system would be unaffected by the actions of NASA or its agents – comprehensively failed in the conditions of radical uncertainty inevitable at the frontiers of rocket technology. As Obama in a different context would find later in his meeting in the Oval Office, the expressions of probabilities within NASA disguised uncertainty rather than resolved it. Feynman’s excoriation of NASA’s bureaucracy provides an unmatched account of the misuse of pseudoscience to rationalise administrative decisions made in the face of radical uncertainty. This misuse of models was common to analysing spacecraft in Houston, fish stocks in Newfoundland, trams in Edinburgh and migration in Europe. Sadly, the misuse is widespread and continues.
Thomas Davenport and Brook Manville constructed a series of case studies on how good decisions had been made in large organisations.24 They begin with an analysis of how in 2009 NASA, chastened by the Challenger disaster, first postponed the launch of space shuttle STS-119 and then successfully executed it. They stress features of the agency’s revised procedures:
commitment to tracking small failures, ability to recognise and understand complex issues, real attention to front-line workers, the ability to learn from and rebound from errors, and the ability to improvise effective response to crisis . . . the overarching culture was one of open exchange, honouring of diverse opinions, and the embrace of the right to dissent. Today we admire NASA not just for its successes but for its ability to rebound from the horrible tragedies of Challenger and Columbia.25
NASA had learnt to ask ‘What is going on here?’ in their own organisation as well as in the solar system and to abandon the pretence of knowledge in favour of solutions that were robust and resilient to unanticipated events. And so should we all.
The first human exposure to HIV is thought to have occurred in the 1920s. But it was not until 1981, when unusual clusters of PCP (a rare lung infection) in five gay men in San Francisco were reported, that the phenomenon we know today was identified. Tasked with creating a model to guide policy-makers as to how the disease would spread and the level of intervention necessary, the World Health Organization designed a complex model informed by the latest country-by-country demographic data. A far simpler model was developed by mathematicians Robert May and Roy Anderson, who came up with more pessimistic projections for the spread of HIV. Unfortunately their projections proved much closer to the eventual out-turns.26 AIDS infections accelerated across the world, causing particular harm in southern Africa: in 1990 there were estimated to be 120,000 people living with AIDS, a number which had grown to 3.4 million by 2000. The number of new HIV infections had risen ninefold.27 The world was, it seemed, a much less stable place than the WHO model had assumed.
Why did the (apparently) more sophisticated WHO model fail compared to May and Anderson’s simple one? The key factors governing the spread of disease included the probability of an infected person transferring the infection to another person. May and Anderson realised that the probability of infecting another person had two components: the probability that any sexual act would transfer infection; and how many sexual partners infected people had. It was crucial to distinguish between the two. An HIV-positive sex worker who sleeps with ten different people is more likely to spread the disease than someone who sleeps with the same person ten times. But the WHO model did not make this distinction, and that is why its predictions of the spread of AIDS were, tragically, inaccurate. May and Anderson had asked ‘What is going on here?’; the WHO model had focused on the detailed demographic data the modellers understood, rather than looking at what really mattered – the different sexual habits of affected groups.
Using models appropriately
We draw a number of lessons for the use of models in business and government.
First, deploy simple models to identify the key factors that influence an assessment. A common response to criticisms of the kind we have described above is an offer to add to the model whatever we think is missing. But this is another reflection of the mistaken belief that such models can describe ‘the world as it really is’. The useful purpose of modelling is to find ‘small world’ problems which illuminate part of the large world of radical uncertainty.
Second, having identified the parameters which are likely to make a significant difference to an assessment, undertake research to obtain evidence on the value of these parameters. For example, what value do rail passengers attach to a faster journey? Quantification can often serve as a reality check even when precise quantification is obviously spurious. The preservation of the beautiful and well-preserved Norman church at Stewkley in England (close to a proposed new high-speed rail line) is worth something, but surely not a billion pounds. Often this kind of calibration is enough to resolve some aspects of a decision.
Third, simple models provide a flexibility which makes it much easier to explore the effects of modifications and alternatives. For example, the WHO demographic model not only diverted attention from the key issue but its complexity made it harder to investigate alternative specifications of the model structure and parameters. Scenarios are always useful in conditions of radical uncertainty. How might this policy decision look in five years’ time – or fifty?
Fourth, under radical uncertainty, the options conferred by a policy may be crucial to its evaluation. Faced with a choice as to which of London’s two major airports, Gatwick or Heathrow, should be chosen for expansion, recognition that the topography of Gatwick allows piecemeal adaptation of the development of facilities in the light of uncertain future demand, while that of Heathrow does not, should be an important factor in the choice. Options may be positive or negative in value – facilitating policies not directly connected to the initial objectives, or excluding possible attractive alternatives.
In the end, a model is useful only if the person using it understands that it does not represent ‘the world as it really is’, but is a tool for exploring ways in which a decision might or might not go wrong.
Economics has been increasingly defined in terms not of subject matter but of methodology. This appears to be unusual, perhaps unique, among academic and policy disciplines. Historians study history, chemists study chemistry, lawyers study law.
—JESSE NORMAN1
‘Economics is a study of mankind in the ordinary business of life.’ In his magisterial Principles of Economics, published in 1890, Alfred Marshall went on to define the scope of that study more specifically: ‘[economics] examines that part of individual and social action which is most closely connected with the attainment and with the use of the material requisites of well-being’.2 As we noted in chapter 7, Gary Becker, who assumed intellectual leadership of the Chicago School on Milton Friedman’s retirement, took a different view: ‘The combined assumptions of maximizing behavior, market equilibrium, and stable preferences, used relentlessly and unflinchingly, form the heart of the economic approach.’3
The assumptions of optimisation, equilibrium and stationarity are useful as part of small-world approaches to constructing models that throw light on a problem – the method used fruitfully by Smith, Ricardo, Tucker and Akerlof. But such models provide only partial insight into human behaviour in large worlds. Becker, however, had grander ambitions and indeed received a Nobel Prize ‘for having extended the domain of microeconomic analysis to a wide range of human behaviour and interaction’. But interdisciplinary cooperation is not the same as economic imperialism. In writing this book, we have consciously drawn from a wide corpus of knowledge and scholarship, and learnt much from doing so. People who know only economics do not know much about economics.
Economics as practical knowledge
Marshall’s conception begins from the problem, not the method. It sees economics as a practical subject, like engineering or medicine. The engineer begins with a project, the doctor with a patient, and their success is defined by the completion of the assignment or the improved health of the patient. Similarly, the scope of economics is defined by the issues it seeks to examine – problems of business and public policy. The success of economics should be measured by the help it gives to the minister of finance and the head of the central bank, to David Viniar and Steve Jobs, to people struggling to invest their savings or establish a business, to households buying their homes or their groceries.
When the Queen visited the London School of Economics in 2009, she famously expressed the general view of her subjects when she responded to a presentation on the financial crisis by reportedly asking ‘Why did no one see it coming?’4 The Queen had understood that economics and economists, whatever their prestige, had failed the test of providing useful insight. And her predecessor Charles II recognised that practical knowledge was more important than qualification or status when he urged the admission to the Royal Society of John Graunt (whom we described in chapter 4 trawling the cemeteries of London).
Theory in aviation and aeronautics is valued for its contribution to practical knowledge. Aeronautical engineers are no slouches at mathematics and physics, and their calculations are sophisticated. But they are focused on solving practical problems. So when we say that economics should also focus on solving practical problems we are not saying that mathematical reasoning and knowledge are inappropriate. Practical subjects such as medicine or engineering contrast with mathematics and physics – or for that matter philosophy or literature – where knowledge is sought for its own sake. Of course, fundamental scientific knowledge may often prove of great practical value – the understanding of electricity, for example, may have had greater economic effect than any other scientific discovery: it is no exaggeration to say it made the modern world possible. Yet such application was not the motivation of those who made their discoveries, and as Benjamin Franklin took his kite into a rainstorm to attract lightning he had no appreciation that his work would lead to vacuum cleaners, computers and the splitting of the atom. But it is hard to see any similar pecuniary benefit from our understanding of the causes of the extinction of the dinosaurs, the influence of Jane Austen on later nineteenth-century novelists, or the conduct of Napoleon’s Russian campaign. The study of these subjects represents the pursuit of knowledge for its own sake. Through such study humans raise the level of educated discourse, and that knowledge provides the context in which we apprehend ‘what is going on here’ in a complex situation. And such study enables us to enjoy lives more fulfilling than can be achieved solely through the accumulation of consumer durables and the completion of another eighteen holes of golf. We rightly regard those who ask ‘How many degrees in anthropology does Florida need for a healthy economy?’ as boorish philistines.
Medicine and engineering are different. We go to the doctor in search of information and advice that will make us well, and are disappointed if we leave the surgery no healthier but better informed. We treat people who design machines which will never be built as cranks, and if a software designer or a NASA engineer tries to explain how he does it, rather than the fascinating topic of what he does, we may be inclined to look for a more interesting companion.
Practical subjects are appropriately promiscuous, drawing on underlying scientific knowledge from many disciplines. They are eclectic in their methods. Respected professionals in practical subjects are generally sceptical of general theories and universal knowledge. Much of their activity uses heuristics which have been shown to work, in their own experience or that of others, an approach derided by many economists as ‘ad hoc’. Capable practitioners may have little or no understanding of why their prescriptions work, often because such understanding does not exist.
Models are tools
Imagine that you had a problem in your kitchen, and summoned a plumber. You would hope that he might arrive with a large box of tools, would examine carefully the nature of the problem, and select the appropriate tool to deal with it. Now imagine that when the plumber arrived, he said that he was a professional economist but did plumbing in his spare time.5 He arrived with just a single tool. And he looked around the kitchen for a problem to which he could apply that one tool. Or perhaps he would explain that the screwdriver he had brought was just what was needed to fix the leak in the drain hose. Or that the multi-purpose tool he carried was relevant to every need (we have both foolishly bought one of these).
You might think the would-be plumber should stick to economics (and perhaps wonder whether and why he had been successful in that profession). Whether you had summoned the plumber to fix a leak or invited an economist to advise on policy issues, you would hope that he or she (though plumbers, like economists, are predominantly male) would begin with a diagnosis. You would then hope that the person had a box of tools from which it was possible to choose the relevant one or ones. A pluralism of ‘small world’ models illuminating specific issues parallels the plumber’s variety of specialist tools. Models should not be judged by the sophistication of the mathematics – in itself neither good nor bad – but by the insights which that model provides into a particular problem that we are trying to solve.
Models are tools like those in the van of the professional plumber, which can be helpful in one context and irrelevant in others. As with the tools in the van, there may be several models which contribute to the solution of a specific problem. And there are times when there is no good model to explain what we see. But we still have to make decisions. So the test of a model is therefore whether it is useful in making the decisions which need to be made in government, business and finance, and in households, in a world of radical uncertainty.
The pursuit of practical knowledge which gives useful advice to policy-makers begins from the question ‘What is going on here?’ The plumber looks first for the origin of the leak. A doctor conducts a consultation by observing symptoms and taking readings until he or she can begin to formulate a diagnosis and prescribe a treatment. An engineer or architect begins by scoping the project, and a dentist makes an examination and assessment before recommending a course of action. All these approaches are distinct from the search for abstract knowledge of ‘the world as it really is’ which characterises the work of physicists and philosophers. But the crucial contribution of economics to the world is defined by its role as practical knowledge, not as scientific theory. Keynes reported:
Professor Planck, of Berlin, the famous originator of the Quantum Theory, once remarked to me that in early life he had thought of studying economics, but had found it too difficult! Professor Planck could easily master the whole corpus of mathematical economics in a few days. He did not mean that! But the amalgam of logic and intuition and the wide knowledge of facts, most of which are not precise, which is required for economic interpretation in its highest form is, quite truly, overwhelmingly difficult for those whose gift mainly consists in the power to imagine and pursue to their furthest points the implications and prior conditions of comparatively simple facts which are known with a high degree of precision.6
If we were to delete the word ‘imagine’, we would describe the skill of a powerful computer. Of course, deleting the word ‘imagine’ makes a big difference, which is why no computer has won the Nobel Prize in Physics, nor is likely to in the foreseeable future.
Modern economics has lost a great deal in seeking to imitate Planck rather than Keynes. Axiomatic rationality is not evolutionary rationality, and critiques of the kind launched by behavioural economists fail to acknowledge the importance of the human ability to interpret problems in context, a skill which computers are still very far from achieving. Solving the CAPTCHA – the slightly distorted text which is set to distinguish humans from robots – is trivially easy for humans and difficult for a computer. And Google’s research in this area is, fortunately, devoted not to training robots to be more like humans, but to accumulating the knowledge from solved CAPTCHAs to enable computers to distinguish artificial intelligence from human intelligence even more effectively. So effectively, in fact, that your keystrokes give you away and it is now often enough to tick a box to confirm that ‘I am not a robot’.
Keynes would later write: ‘If economists could manage to get themselves thought of as humble, competent people, on a level with dentists, that would be splendid!’7 It is understandable that economists would prefer to be more like physicists than dentists. Few dentists have achieved the status and profile of Max Planck.8 Planck received the Nobel Prize in Physics but dentists play a crucial, if unexciting, role in our daily lives. Pierre Fauchard, a French physician, is to dentistry what Adam Smith is to economics, and their work was broadly contemporaneous, reflecting the breadth of influence of the eighteenth-century Enlightenment. Fauchard’s assembly and extension of practical knowledge in dentistry began the shift in dental practice from the extraction of teeth to their repair. Most subsequent fundamental innovations in dentistry have resulted from the application to dentistry of advances in general science, such as the discovery of anaesthesia and the germ theory of disease. The modern dental implant is the product of research by a Swedish anatomist, Per-Ingvar Brånemark, who discovered the properties of titanium in bonding to bone.9
A good dentist is someone who can improve the health of the patient while avoiding unnecessary pain, not someone who produces a new theory or model of dentistry. There is no such thing as a general theory of dentistry, but there is a large store of practical knowledge to which dentists have access. An accomplished dentist is one who identifies the source of the patient’s problem – ‘What is going on here?’ – and draws effectively on old and new techniques from that store of knowledge to relieve that problem. A great contributor to dentistry, like Brånemark, develops a new technique of wide practical application.
Economics demands data
The American historian of economic thought Philip Mirowski popularised the term ‘physics envy’ to describe the longing of many economists to emulate Max Planck rather than Keynes’ dentist. And while Keynes’ description of Planck’s deductive reasoning is accurate, the knowledge of the solar system which lies behind NASA’s success originates not in axiomatic reasoning but in the careful and extensive observation of the planets undertaken in the sixteenth century by the Danish nobleman Tycho Brahe. His data collection was subsequently analysed by the German mathematician Johannes Kepler, with whom Brahe collaborated at the end of his life. Physics is inductive as well as deductive. But the underlying stationarity of physical processes reduces the need for abductive reasoning. Economists, however, face unique situations, such as the one encountered in the last months of 2008, and must make ‘inference to best explanation’.
Like physics, economics demands data, and the world of business and finance provides plentiful data. But such data, we have emphasised, can be interpreted only in the light of some economic theory – and, as we explained in chapter 6, are generally collected only on the basis, usually unstated, of some underlying theory. The motivating theory need not be correct – Tycho Brahe believed until the day he died that the Earth was the centre of the universe, and elaborated fanciful explanations to reconcile his observations with his beliefs, in a manner all too familiar today. The mark of science is not insistence on deductive reasoning but insistence that observation trumps theory, whatever the purported authority supporting the theory – the insistence which led Galileo to face the Inquisition before the truth of planetary motion won general acceptance.
The meticulous recording by Brahe of observations, regardless of their implications, remains an example to all social science. We have listened far too often to people pontificating about politics and economics in ignorance of readily available data. A survey in 2016 across twenty-six countries showed that 84% of respondents believed that extreme poverty in the world had risen or remained the same.10 But extreme poverty has fallen by more than half in the last two decades, benefiting more than a billion people.11 This may be the single most important fact about the global economy over the period. In his bestselling Factfulness, Hans Rosling has reported that such ignorance was even widespread in India and China, whose rapid economic growth has been responsible for much of the improvement.12 College students did a little better than the population as a whole. But we are concerned that modern economics teaching puts emphasis on quantitative methods without giving students the opportunity to learn much either about data sources or about the principles by which data are compiled.
Decisions about politics, finance and business should be made in the light of the best and most extensive data. But while data are essential, it is necessary to be careful in making inferences, and especially causal inferences, about the world based on data alone. The availability of what are now called ‘big data’ – the very large databases permitted by the power of modern computers – increases these dangers. The existence of a historic data set does not yield a basis for calculating a future probability distribution. Predictions of the scale of mortgage losses and the correlations between the incidence of defaults by different groups of borrowers were based not only on information from a different time period but on the experience of borrowers with very different characteristics from those who defaulted in large numbers in the subprime crisis. The student of business, economics and finance who relies on observed relationships must seek, and will rarely find, compelling reasons for believing that the process generating that data is stationary.
Never rely on data without asking ‘What is the source of this information?’ The information on extreme poverty described above is derived from the World Bank, a careful and reliable source, and refers to the number of people who have incomes of less than $1.90 per day. The United Nations uses a rather lower figure, $1.25 per day, in its Millennium Development Goals, and reports that its target of a 50% reduction in extreme poverty by 2030 has already been reached.13 These income levels are based on an assessment of minimal levels of housing and nutrition, and seem incredibly low to anyone who lives in Europe and North America. Here, as elsewhere, useful measurement generally requires some underlying theory or model – in an advanced country, poverty is measured in a very different way. And having asked where data come from, it is also important to ask what model is being used to interpret it. Remember the fate of the Literary Digest which predicted a landslide victory for Landon, not Roosevelt. Even now pollsters disagree about how to translate the raw data they collect into predictions of results.
The map is not the territory
Models can also be used to reproduce large – real – worlds. Engineers must have comprehensive and quantitative understanding of how aircraft and bridges will respond to changes in wind speed and shear. Bridges can literally be modelled by the construction of small-scale replicas, although the degree to which the properties of the model carry over to the bridge itself requires experience and judgement. In 2018, the engineers of the McLaren racing team struggled to explain the disappointing aerodynamic performance of their car. Even though they could put the complete vehicle in a wind tunnel, performance on the track differed from performance in the tunnel – and the company’s head of engineering lost his job.14
The only fully reliable model is one which replicates the bridge (or car) at full scale and in which the wind tunnel replicates the conditions in which the bridge will be installed or the car driven. But a replica is not a model. The paradox is demonstrated in the oft-told story, perhaps most eloquently described by the Argentinian writer Jorge Luis Borges, of the quest to create a perfect map of the world.15 The search ends with a map which itself completely reproduces the world, and is therefore useless. A map, or a model, is necessarily a simplification, and the appropriate simplification is matched to a purpose – a walking map differs from a subway map or road atlas, even of the same area. ‘The map is not the territory’, in the famous words of the Polish philosopher Alfred Korzybski, and the same is true of models.16 Nevertheless, some models successfully represent the essential features of the system which are needed for accurate prediction. And these representations are the basis of the scientific advance which followed the formulation of Newtonian mechanics.
The models that NASA has developed – based on the long-established and empirically verified equations of planetary motion, and the agency’s knowledge of the capabilities of its own rockets – represent the limits of human achievement in model building. Their map is not the territory, but it represents the relevant features of the territory sufficiently well that computer simulations reproduce more or less exactly the experience of the rocket in outer space. Such modelling is possible because of NASA’s knowledge of the solar system (it can be represented precisely by a relatively simple set of equations), because the agency is confident of the stationarity of that system, and because it is not necessary to anticipate how that system will respond to the agency’s actions. There is no radical uncertainty in the part of the solar system which NASA models. But sadly, in almost all economic problems there is such uncertainty, especially in finance and macroeconomics, where the misperception that ‘small world’ models can be deployed as if they were ‘wind tunnel’ models has proved so costly.
‘Wind tunnel’ models have little role to play in economics despite the widespread attempt to develop similar models for macroeconomic forecasting. As Savage had recognised, ‘judgment and experience about which it is impossible to enunciate complete and sharply defined general principles’ are crucial to the choice of an appropriate ‘small world’ model.17 Microeconomic research in the last two decades has increasingly focused in this way on simple models of small worlds which yield propositions capable of being empirically tested. In modern macroeconomics and in finance theory the quest for a model which is a comprehensive description of a large world, a model which like NASA’s model of the solar system approximates to ‘the world as it really is’, continues. But the notion that economists can construct ‘wind tunnel’ models in these domains is no longer worth pursuing when that world is unavoidably characterised by radical uncertainty.
Many economists in these fields respond to criticism by saying that ‘all models are wrong’. They do not mean that models are mathematically incorrect. They mean that models are ‘wrong’ in the sense that Tucker’s description of criminal justice and Shakespeare’s account of Scottish history are ‘wrong’. But the observation that ‘all models are wrong’ requires qualification by the second part of George Box’s famous aphorism – ‘but some are useful’. The Prisoner’s Dilemma describes an idea with wide application, and Macbeth is an insightful depiction of a common human folly. The relevant criticism of models in macroeconomics and finance is not that they are ‘wrong’ but that they have not proved useful in macroeconomics and have proved misleading in finance.
When we provide such a critique, we often hear another mantra to which many economists subscribe: ‘It takes a model to beat a model’.18 On the contrary, we believe that it takes facts and observations to beat a model. And the reaction of the Queen reminds us that if a model manifestly fails to answer the problem to which it is addressed, it should be put back in the toolbox. And if it fails to answer any economic problem, it should not be in the toolbox in the first place. People with access to the best possible advice found in the financial crisis that economic models did not help them understand ‘what is going on here’. No one in their senses would ask the Queen ‘So what is your model?’ and the wise sovereign would sensibly seek not another economic model, but another adviser on economic issues. It is not necessary to have an alternative tool available to know that the plumber who arrives armed only with a screwdriver is not the tradesman we need.
In Michael Lewis’s book The Undoing Project, a revealing passage describes the transformation of Amos Tversky’s thinking after he gave a seminar in the course run by Daniel Kahneman.19 Before that, Lewis describes Tversky’s thinking as ‘Until you could replace a theory with a better theory – a theory that better predicted what actually happened – you didn’t chuck a theory out.’ After the seminar, ‘he treated theories that he had more or less accepted as sound and plausible as objects of suspicion’. He embraced ‘a state of mind unusual for him: doubt’. After the financial crisis, it would be reasonable to treat most formal macroeconomic models with a degree of doubt. Just as we would be sceptical of the competence of the plumber when water continued to flood the kitchen floor.
Astrologers have a loyal following of people who believe in the effect of the stars on human behaviour. We do not subscribe to the value of such forecasts and we do not believe we need to have a better model of the influence of the stars on business or romantic life to know that the predictions of astrologers are bunkum. Nor, to use an example cited by Paul Romer, is it necessary to have an alternative theory of the causes of autism – which are almost certainly multiple and complex – to know that the claim that the condition was induced by the MMR triple vaccine was not only wrong, but dangerously misleading, and that the falsehood has caused the deaths of many children.20
Economics as Waze
The dentist can if necessary address the problem of reflexivity by anaesthetising the patient. The economist has no similar option; the economy never remains still. The behaviour of the stock market is the product not of unchanging physical laws, but of constantly mutating economic and social conditions and the fickle nature of investors’ expectations. Non-stationarity and the dependence of systems on our behaviour and beliefs make a lot of difference. Although they could forecast the path of MESSENGER for six and a half years and 4.9 billion miles ahead, engineers cannot forecast with similar, or even very much, accuracy the position of your car twenty minutes from now even if informed of your intended direction. And they cannot do so because underlying traffic conditions are constantly changing – they are non-stationary in almost every sense, though sometimes not the one that matters – and because your arrival time depends on what you, and other motorists, will choose to do in future.
Waze, a sat nav system provided by Google, has available to it any scientific or engineering knowledge the company might want. Even central banks do not have the intellectual resources or data to which Google has access. Waze has smart programmers, and millions of customers contributing data in real time. With the aid of sophisticated software, Waze can predict your arrival time with greater accuracy than was possible a decade ago. But the forecast is still not very good. And never will be. The length of time it took you to drive home yesterday is still almost as good a predictor of the length of time it will take you to drive home today as the best estimate modern technology can provide.
Waze is not, primarily, a forecasting tool, but a source of practical knowledge of value to decision-makers. A program like Waze will within seconds give you directions and a typical travel time to an unfamiliar destination. The analysis of that problem treats the system as stationary – the skill of map reading has been taken over from slow humans by smart and fast computers. Waze will give you an estimate of arrival time for your routine journey home based on analysis of past frequencies. But the greatest value of the application to users lies in its ability to give you advance notice of disruptive events such as unexpected traffic jams, roadworks, accidents. By accumulating ‘big data’, problem-specific information derived from many sources, the program can provide indications of the consequences and suggestions for alternative courses of action.
What Google programmers are not trying to do is to construct a general theory of traffic from which all motorists could anticipate the trajectories of all other motorists for the next several years and make their own decisions accordingly, iterating towards an equilibrium in which every journey plan is optimal given the optimal journey plans of all other motorists. And – significantly – they are not trying to do this even when they plan for a future of autonomous vehicles from which much, though not all, of the human element in decision-making has been removed. The construction of an optimal traffic plan for all vehicles for the foreseeable future is beyond the capacity even of Google’s programmers and the most powerful computer available. Even if Waze had built such a model, it would have to be nearly perfect before it could be even slightly useful in providing information relevant to our particular journey.
Many economic models have been constructed by assuming the existence of a ‘representative’ household. But a good model of traffic flow could not be based on a representative vehicle – congestion arises in large part because traffic is heterogeneous. Treating ‘London’ as a single entity would not give useful advice to the travelling motorist; it is because London is not a single entity that we need directions to our specific destination. The simplifications needed to represent the aggregate by a small-world model would render that model useless. Modelling divergent expectations and human interactions requires far more granularity.
If the exercise of building a universal theory of traffic sounds ludicrous, it more or less exactly parallels the exercise in which many macroeconomists have been engaged for the past forty years and in which many of them are still engaged. Waze is useful precisely because it uses data not to build general models but to provide rapid access to information suggesting the location of problems and possible solutions. And we think economists should do the same. If Keynes were writing today, we think he might suggest that if economists should aspire to be like dentists, economics should aspire to be like Waze.
Economists and radical uncertainty
The public role of the social scientist is to provide the necessary information to enable politicians, public servants, business people and ordinary families, who are required to act under conditions of radical uncertainty, to make decisions. To fulfil that mission, the social scientist can help by explaining ‘what is going on here’ – providing a narrative which is coherent and credible and which establishes the context within which decisions are to be taken. These narratives may include stories – literary fictions. Or numbers – constructs from big or small data sets, such as statistics on the economy or the results of social surveys. Or models – those small-world accounts which have the appearance of exact solutions. In economics, business and finance, all these types of reasoning will frequently be relevant.
Economists cannot tell policy-makers what decisions to make. But they can help them think about their problems and provide relevant information. The social scientist’s narrative is akin to that of the professional practitioner – the diagnosis of the doctor, the project specification of the engineer, the lawyer’s statement of case. The selection of relevant narratives is problem- and context-specific, so that the choice of fictions, numbers and models requires the exercise of judgement in relation to both problem and context. The narratives we seek to construct are neither true nor false, but helpful or unhelpful.21 The exercise of judgement in the selection of narratives is eclectic and pragmatic. As economists, we are not neoclassical or neo-Keynesian, or Austrian or socialist or behavioural. But we are willing to draw on any or all of these schools of thought if they offer relevant insight in the context of a particular problem. We are suspicious of all ‘schools’ which claim to provide a wide range of answers to problems based on a priori assertions of a general kind about the world.
A mystery cannot be solved as a puzzle can. Reasoning through mysteries requires us to acknowledge ambiguities and to resolve them sufficiently to clarify our thinking. But even to frame a problem requires skill and judgement. That is one of the most important contributions that economists can make. A mystery must first be framed, well or badly, to aid people in reaching the decisions they have to make in conditions of radical uncertainty. Framing begins by identifying critical factors and assembling relevant data. It involves applying experience of how these factors have interacted in the past, and making an assessment of how they might interact in the future. The process of decision-making requires an understanding of the broader context within which a specific problem must be tackled, and most judgements will need to be communicated to others and will require the assistance of others in their implementation.
The role of the economist, like that of other social scientists, is to frame the economic and social issues that political and business leaders face when confronted by radical uncertainty.
The role of the practical economist, like that of the fire-fighter, the doctor, the dentist and the engineer, is to be a problem-solver. These other competent professionals – foxes, not hedgehogs – do not begin from a set of axioms or an overarching theory. A major part of the reason medicine was of little practical use before the twentieth century is that its practitioners did begin from theories which dominated medical thinking but contributed little to real understanding – most notoriously, the Greek physician Galen’s notion, from the second century AD, that illness was caused by imbalances between the humours. Modern scientific medicine has been built through the piecemeal accretion of knowledge about details, making full use of inductive, deductive and abductive reasoning, a process which is still contributing to an understanding of human anatomy and physiology.
The good doctor begins by listening to the patient, asking pertinent questions, and gradually forming a provisional diagnosis; then reaching for specific tools relevant to a solution in that particular case. Graham Candler’s description of the engineering approach in chapter 19 describes a similar mode of thinking – framing the problem, decomposing it into smaller problems for which solutions are known or can be calculated, and arriving through trial and error at possible answers to the larger question. To put a man on the moon, you begin with a grand objective but find the method of achieving it through the implementation of a mass of detail.
If economics is a practical subject, a problem-solving science, the relevant test of economics and economists is their problem-solving capabilities. When the financial crisis struck in 2008, as we saw in chapter 19, Jean-Claude Trichet observed that he found little help from the macroeconomic models which, following best academic practice, central banks and finance ministries had developed and implemented. Policy-makers found themselves instead in the position of Gary Klein’s firefighters confronting a unique situation. Like those firefighters, policy-makers were not seeking to optimise but were drawing on their experience in the manner which Klein described as ‘primed recognition decision-making’ – searching for the best explanation and finding a workable solution.22
Perhaps the solution which these policy-makers found was the optimal solution, but it seems unlikely. In any event we will never know. Neither then nor now does anyone have the information needed to determine what would have been the optimal policy. Optimal policies and the concept of optimisation itself are artefacts of small worlds. And small-world models can give us insights into the large economic world but only if we do not make the mistake of believing that they describe ‘the world as it really is’. We cannot treat people facing radical uncertainty ‘as if they attach probabilities to every conceivable event’, as Milton Friedman claimed. It is impossible to compile listings of every conceivable event. Or to acquire the information needed to speculate intelligently about more than a handful of these events.
Rational people answer most questions about the future – whether the question is ‘Which horse will win the Kentucky Derby?’, ‘What will be the level of the stock market at the end of 2025?’ or ‘How will artificial intelligence develop?’ – by saying ‘I do not know’. The claim that we can and should attach subjective probabilities to every event, far from enhancing understanding of the future, impedes that understanding. And since there is no compelling reason to accept axiomatic rationality as definitive of rational behaviour in large worlds, such reasoning fails to provide either guidance as to how individuals should behave or insight as to how they do behave in large worlds. In his seminal work published in 1954, Jimmie Savage explained the limits of a concept of rationality represented by the ability to find correct solutions to small-world problems. That understanding has been largely forgotten in the decades that have followed his work.
If we do not act in accordance with axiomatic rationality and maximise our subjective expected utility, it is not because we are stupid but because we are smart. And it is because we are smart that humans have become the dominant species on Earth. Our intelligence is designed for large worlds, not small. Human intelligence is effective at understanding complex problems within an imperfectly defined context, and at finding courses of action which are good enough to get us through the remains of the day and the rest of our lives. The idea that our intelligence is defective because we are inferior to computers in solving certain kinds of routine mathematical puzzles fails to recognise that few real problems have the character of mathematical puzzles. The assertion that our cognition is defective by virtue of systematic ‘biases’ or ‘natural stupidity’ is implausible in the light of the evolutionary origins of that cognitive ability. If it were adaptive to be like computers we would have evolved to be more like computers than we are. What is correct, however, is that humans do now face problems – like trying to put a value on extremely complex financial assets – which are very different from the problems encountered in the historical periods when human genes mutated and were selected and in which human cultures evolved. There were no derivative contracts on the savannahs. Perhaps it is reassuring that computers proved no better than humans at managing the risks such contracts involved.
Our knowledge of context and our ability to interpret it has been acquired over thousands of years. These capabilities are encoded in our genes, taught to us by our parents and teachers, enshrined in the social norms of our culture. It is probably for historical reasons, the legacy of those nineteenth-century utilitarian social reformers, that economists are focused more on equilibrium and optimisation than on evolution and adaptation. Indeed, economists have often assumed that these processes are essentially the same – that the maximisers would drive out the non-maximisers. And the underlying mathematics of adaptation and optimisation do have some similarities. But adaptation is not the same as optimisation. Adaptation is above all about survival. Survival involves finding not the best solution, but one that is good enough. And for survival the tails of distributions matter a lot. Especially, we think, in understanding financial crises.
ADAPTING TO RADICAL UNCERTAINTY
For now we see through a glass, darkly; but then face to face: now I know in part; but then shall I know even as also I am known.
—1 Corinthians 13:12
We considered using ‘Through a Glass, Darkly’ as the title of this book, but in the end concluded that it was too – well, opaque. But the metaphor is apt. The world cannot be partitioned into the known and the unknowable. The asteroid which wiped out the dinosaurs when it landed at Yucatán was, at least for the dinosaurs, an unpredictable and unavoidable event. The boom and bust of the internet and technology mania at the end of the last century, and the growth of fissures in the financial system before the 2007–08 crisis, were not unpredictable or unavoidable events. Nor could these economic developments be described as outcomes of stationary processes which remain unchanged over long periods of time, capable of being characterised by probability distributions. No one could predict exactly how these financial excesses would work themselves out, but that does not mean we knew nothing about them at all.
Acknowledging radical uncertainty does not mean that anything goes. Look to the future and contemplate the ways in which information technology will be deployed in the coming decades, or consider the ways in which the growth of prosperity and political influence in Asia will affect the geopolitical balance. They are all things about which we know something, but not enough; things we see through a glass, darkly. We can construct narratives and scenarios to describe the ways in which technology and global politics might develop in the next twenty years; but there is no sensible way in which we can refine such dialogue by attaching probabilities to a comprehensive list of contingencies. We might, however, talk coherently about the confidence we place in scenarios and the likelihood that they will arise. As we have emphasised, the words ‘confidence’, ‘likelihood’ and ‘probability’ are often used interchangeably, but they have different meanings.
We do not enhance our understanding of the future by inventing facts and figures to fill in the inescapable gaps in our knowledge. We cannot rely on forecasts in planning for the future. But the demand for economic forecasts is insatiable and many people think that economics is mainly about forecasting. As economists we are routinely asked to predict what the level of growth will be or to make projections of the movement of the stock market or the level of interest rates. We are not afraid to answer these questions with ‘we do not know’. Moreover, we find that the questioners mostly don’t take economic forecasts very seriously, and rightly so given the track record of forecasting. Our interlocutors often seek this information not because they attach credence to the numbers, but because they wish for reassurance, or they need to fill in another cell in their own spreadsheets, or because having asked the question offers an excuse when their plans go wrong.
Policy-makers and campaigners routinely invent numbers to support their assertions. Before the Brexit referendum in 2016, the Leave campaign drove a bus around the country bearing the message ‘We send the EU £350 million a week. Let’s fund our NHS instead’. George Osborne, Chancellor of the Exchequer, leading the Remain campaign, stood in front of a poster saying that leaving the EU would cost each UK household £4300 per year.1 The precision of both figures is an indicator of their preposterous nature. Neither side presented any contingent and coherent narrative description – the only one realistically possible – of what the likely consequences of the vote would be.
Not all relevant knowledge is quantitative. While the £350 million per week figure was based on a misleading interpretation of published data, the £4300 per year was derived from a complex model based on an extensive series of flimsy assumptions. Elaborate models such as WebTAG and actuarial ‘technical valuations’, which rely on a cornucopia of invented numbers to fill in inescapable gaps in knowledge arising from radical uncertainty, are widely employed. We observe an obsession with cost-benefit analysis, or ‘impact assessment’ or even the ‘business case’ for major government decisions. Enthusiasm for ‘evidence-based policy’ is seen as the hallmark of sophisticated decision-making. The problem is not so much that these models give rise to bad decisions but that they provide supposedly objective cover for bad decisions which have been made on quite different grounds.
We should not give up modelling or the use of mathematics in making decisions; rather we should recognise what models can and cannot do to illuminate a problem, and accept that there is no standardised spreadsheet framework which can answer the question ‘What is going on here?’ Evidence-based policy has become policy-based evidence, eroding the confidence of the public in ‘evidence’. Political debates increasingly reflect an unseemly media battle between unsubstantiated assertions rather than a dispassionate argument of pros and cons, or a genuine attempt to find out ‘what is going on here’. Too many economists have been willing to join the fray, and the reputation of the profession has understandably suffered.
We have described value at risk modelling undertaken in banks, and the actuarial appraisal of pension schemes, both encouraged by regulatory agencies. These exercises were at best useless and in some cases considerably worse than useless. But the use of irrelevant and incomprehensible black-box models continues. And these exercises are not confined to government; many large firms use similar procedures internally for planning or investment appraisal. Today there are many modellers in consulting firms, big and small, who experience no difficulty in filling in every cell in a spreadsheet, however large. The appropriate use of models in all these instances involves simple structures which identify the key parameters, and therefore provide a basis for research which will compute, or at least identify the bounds of, these critical parameters.
Many different models form part of the economist’s repertoire, and skill and judgement are required to identify which models may be, or are not, illuminating in the context of particular problems. We value Frank Knight’s insight that people who challenge conventional approaches are the drivers of entrepreneurship, a source of profit opportunities, and a key dynamic of the market economy – and are in economics, as in other subjects, the source of practical knowledge.
Non-stationarity
Neither humans nor computers were successful in controlling the risks bubbling up in the financial system before 2008. The ‘training base’ – the historical data series from which the experience of risk managers and the algorithms of machines were deduced – was largely irrelevant, drawn from a past which was very different from the present and the future. The worlds of business and finance are not ‘stationary’.
Some economists have responded to this criticism with the claim that the relevant data were in fact generated by a process – axiomatically ‘rational’ choices by optimising individuals – which remained unchanged over long periods of time; but one which was disrupted by ‘shocks’, changes in technology or preferences – originating outside the process itself. But this claim takes us no further, relegating almost everything of interest to these ‘shocks’. And so we end up with forecasting models which work well so long as nothing much changes, and give us no insight into when things might change, or why. The meteorologist who tells us that in the absence of any other information the best predictor of tomorrow’s weather is that it will be like today’s makes an accurate statement, but we are justified in expecting that a professional weather forecaster will either do better or refrain from forecasting at all.
If not shocks, then shifts? We might seek to build models that are valid for a period of years, in which a degree of stationarity can be observed, but recognise that there are shifts from time to time to a new economic trajectory (a ‘regime shift’). This structure of thought is not as thin a source of explanation as the reliance on shocks originating outside the system, but suffers from similar weaknesses. Unless we have a good understanding of the origins and effects of these shifts, we have not increased our knowledge by much. What is missing from the discourse of shocks and shifts is the narrative reasoning which enables us to understand how technology and preferences and other factors relevant to economic outcomes happen. And both shocks and shifts hypotheses suppose a degree of discontinuity in the world which surely exists, but not as frequently as these approaches would require. There is an obvious analogy with the biological evolutionary debate which has mostly rejected theories of ‘punctuated equilibria’ in favour of the belief in evolution as an essentially continuous process.2 And understanding of such evolution is enhanced by the study of complex systems which demonstrates how continuous changes in initial conditions can give rise to discontinuous changes in outcomes. In this way we can build up an account of economic and financial crises which is richer and more insightful than characterising them as ‘shocks’.
We have been impressed by the power of the simple question ‘What is going on here?’ Perhaps the most telling illustration of this power is the range of mistakes made by those who failed to ask it. The Johnson and Bush administrations did not ask, far less know, what was going on in Vietnam and Iraq – they acted on the basis of a general predisposition to certain kinds of action and an erroneous assumption that institutions they recognised in their own societies could be transposed successfully to alien environments. The participants in those business strategy weekends were bombarded with numbers, seized by visions, or blinded by inspirational messages. Bankers and regulators ahead of the 2007–08 crisis, with misplaced faith in their risk models, failed to see the wood for the trees. Users of the transport analysis program WebTAG, or actuarial models, place faith in models which obscure rather than illuminate ‘what is going on here’. The attendees at the strategy weekends could more usefully have stayed at home and read Dick Rumelt’s book on business strategy.
Humans are social animals
Still, the participants at the weekend retreats perceived a need for an opportunity to discuss the affairs of the company collectively. Humans are successful because, to a far greater extent than any other species, they communicate with each other. That makes it odd that economics should have put so much emphasis on optimising behaviour by independent individuals. This approach seems to omit not just an important part of what makes us human, but a central cause of our economic achievements. We have commented on the fact – which would have seemed extraordinary even two centuries ago – that tens of thousands of people can now participate in the production of a single complex artefact such as an Airbus without knowing each other, but exploiting a whole variety of connections and mechanisms of communication. We are only at the edges of understanding the mixture of markets and hierarchies, of competition and cooperation, which makes these achievements possible, and these capabilities emerged more as a product of evolution than design. The large corporation is the most important actor in the modern economy, and it is surprising how little attention has been given to the economics of organisation.
In business, in finance, and in public policy, judgements are reached and decisions made in organisations – companies, banks, departments and agencies. All these institutions have multiple goals and the individuals and groups within them will typically have multiple goals of their own. Economists emphasise the role of incentives, and construct models to describe the problem of decentralising the objectives of an organisation to the individuals who will have to carry them out. But these models do not describe ‘the world as it really is’. The presumption that financial incentives are everywhere primary, and that the complex issues involved in delivering public services efficiently and fairly can be dealt with by the sticks of targets and the carrots of bonuses, has created as many problems as it has solved. We see the distortion of educational processes and health services by the pursuit of targets. What is meant by a good or bad hospital or school is multi-dimensional and hard to define precisely; and yet we would encounter very wide agreement on which hospitals and schools were good and which were bad.
Piece rates on automobile assembly lines were abandoned because they led workers to pursue quantity at the expense of quality – Toyota showed that superior products could be manufactured by encouraging groups of workers to take pride in the reliability of their output and to ‘stop the line’ if they believed that goal was in jeopardy.3 Financial economics must take much of the responsibility for spreading the idea that senior executives could be treated as actors whose role was to respond to the incentives they were given tailored to maximise shareholder value. The results have seriously distorted corporate behaviour and led to an explosion of executive remuneration which has exacerbated social divisions. The introduction of ‘eat what you kill’ policies in law and accountancy – the primary driver of personal remuneration is your own revenue generation rather than the profitability of the firm – has eroded the professional ethos which historically characterised these activities. In the years before 2008, banks represented the closest approximation in the business world to organisations which treated both senior management and lowly employees as people whose interests were to be aligned with those of the company solely through incentive schemes. The outcomes – the destruction of corporate reputations built up over decades and the collapse of organisations torn apart by the greed of their own employees – are all too well known.
The importance of narrative
We live in a world of radical uncertainty in which our understanding of the present is imperfect, our understanding of the future even more limited, and in which no one person or organisation can hold the range of information required to arrive at the ‘best explanation’. Narrative reasoning is the most powerful mechanism available for organising our imperfect knowledge. Understanding the complex world is a matter of constructing the best explanation – a narrative account – from a myriad of little details and the knowledge of context derived from personal experience and the experience of others.
Another of the few business strategy writers worth reading, Henry Mintzberg, describes the problem created by the approaches to business caricatured by the weekend strategy retreats as follows: ‘We are often, in the business world, over-led and undermanaged . . . Senior management is supposedly seeing the big picture but, in dysfunctional cases, is not in touch with the details.’4 Mintzberg continues with a quotation from Konosuke Matsushita, founder of Panasonic Corp., asserting that ‘Big things and little things are my job. Middle level arrangements can be delegated.’ So, Mintzberg summarises, ‘In other words, you construct the big picture out of the little details. It’s like painting a painting; you paint it one brush stroke at a time.’ We have ourselves learnt that you come to understand an organisation much better when you make contact with the people who are actually delivering products as well as, or even instead of, the people who occupy the C-suite.
Narrative processes are at the centre of legal decision-making, one of the oldest forms of structured reasoning we have. It is through shared narratives that we persuade other people to cooperate in the complex processes of manufacturing an Airbus or contributing to the success of an organisation. The financial institutions which failed in 2008, such as Lehman Brothers, combined pernicious narrative with misconceived incentive structures.
Computers don’t do narratives. They don’t do emotions, and yet we have learnt that lack of emotional depth makes it impossible or difficult to make decisions even on trivial matters in a large world. Computers don’t do empathy, and we have learnt from studies of high-functioning autistics that people who lack insight into the feelings of others can do very well the sorts of things that computers, or Max Planck (who was not at all autistic), can do very well, but that they struggle with activities which are part of most people’s everyday lives and the working lives of almost everyone who is successful in organisations.5
Shortly before Barings Bank went bust in 1995, chairman Peter Baring congratulated himself and his colleagues on the extraordinary profits that rogue trader Nick Leeson falsely claimed to be making in Singapore, asserting that ‘it is not actually terribly difficult to make money in the securities business’.6 As a result of Leeson’s trades, the bank was actually haemorrhaging cash while reporting large profits. There is no more salutary example of the need to ask ‘What is going on here?’, or of the wilful blindness which fails to look behind reported numbers. If it seems too good to be true, it generally is.
Challenging narratives
Decision-making under radical uncertainty requires a multiplicity of skills, and rarely will all these skills be found in a single individual. Successful leaders have benefited from advisers who could assist in problem framing. Louis XIV had the support of his minister of state Jean-Baptiste Colbert, Franklin Roosevelt was so dependent on the ailing Harry Hopkins that the foreign policy adviser took up residence in a bedroom of the White House, and such modest reputation as Richard Nixon retained was largely attributable to the support of Henry Kissinger. Even the self-confident Margaret Thatcher would observe of William Whitelaw, her aide and deputy, that ‘every Prime Minister needs a Willie’.7
Successful decision-making under uncertainty is a collaborative process. Having arrived at the best explanation, it is important to open that explanation to challenge and be ready to change the guiding narrative when new information emerges. The mistakes made by people who enjoyed the flattery of supportive sycophants – George W. Bush planning the Iraq war, or Dick Fuld leading Lehman to self-destruction – contrast with the achievements of those who were not afraid of honest critique: Alfred Sloan building the world’s most successful corporation, the chastened John F. Kennedy responding to the challenge of the Cuban Missile Crisis. A narrative was in the minds of the Republican ideologues in the George W. Bush administration who believed that the rapid establishment of a stock exchange in Iraq was a central building block of stability and democracy, but it was a narrative constructed from a priori assertions rather than from specific – or any – knowledge of Iraqi politics and culture. Beware the narrative of the hedgehog derived from ‘universal’ explanations, ideologies and grand theories, or from formal axioms based on abstract reasoning. In the ordinary business of life, where we are constantly confronted with unique situations, we need a pluralism of approaches and models.
Experts could have explained the nuances of recent Vietnamese history, the tactics of guerrilla warfare, and provided an assessment to US policy-makers of the reality of what was happening on the battlefields of Indochina in the 1960s. But little attempt was made to consult such experts, and when they did attempt to offer advice they were ignored. As a result, the decision-makers heard only what they wanted to hear. And soon they did not want to hear anything at all. The history of the invasion of Iraq tells a similar story, but also demonstrates an extreme contrast: on the one hand, meticulous assessment of military strengths, weaknesses and options, accompanied by genuinely challenging grilling from Rumsfeld and others, which preceded the skilfully planned and executed military operation; on the other hand, a complete absence of similar understanding of or planning for the politics of post-Saddam Iraq.
Collective intelligence and communicative rationality
If our knowledge was confined to what we have ourselves been able to ascertain, by observation or calculation, it would be limited indeed; and so would be our capacity to deal with radical uncertainty. If our knowledge derives only from our personal experience, our capacity to make good decisions is also limited. And that applies to most non-human species; ask anyone who has tried to administer a healing medicine to a pet. Even other primates, whose intelligence most closely parallels our own, are typically bemused by non-routine questions. They can sometimes solve simple puzzles, but demonstrate little capacity to deal with mysteries.
Our ability as humans to deal with radical uncertainty is the product of our much greater capacity for social learning and greater ability to communicate relative to other species. We are social animals; we manage radical uncertainty in a context determined by the knowledge we have acquired through education and experience, and we make important decisions in conjunction with others – friends, family, colleagues and advisers.
Reference to the ‘wisdom of crowds’ makes an important point while missing another. The crowd always knows more than any individual, but what is valuable is the aggregate of its knowledge, not the average of its knowledge. Given the overwhelmingly large body of knowledge and experience which makes up our collective intelligence, and the obvious necessity for specialisation, the rational person following the requirements of logic and reason answers most questions about what will happen in the future or what will be the consequence of particular actions by saying ‘I do not know – if it matters I will try to find out’.
Recall the example of a commercial aircraft with two pilots, a flight crew and five hundred passengers, and the assistance of maintenance staff and air traffic controllers on the ground, and in the event of problems access to expert advice. The aircraft is flown not by constantly polling the opinions of hundreds of people, but by the disciplined process of making the best use of the specialist knowledge and experience of many people, few of whom are on the plane. And the reason representative democracy has proved to be the best form of government is that, properly conducted, it draws on the whole collective intelligence of the community.
We trust the pilot’s competence and experience, but if we ask him to explain the workings of the aircraft we will probably be disappointed, as we would be if we quizzed David Beckham about those differential equations. Good judgement and good explanation are not the same. The reasons people give for their judgements and decisions do not necessarily describe how those decisions were reached, nor do those people always know how they were made. But we learn from the process of effective decision-making by people engaged in difficult practical activities – those who save lives in fires or on the battlefield or at the roadside, or who rise to heights of sporting achievement, or who can detect at a glance the real image from the fake – that people may be very good at what they do without being good at explaining what it is they do. One of Klein’s most inspiring stories is of the fire chief who abruptly pulled his crew out of a burning building minutes before the floor collapsed, having sensed that there was something wrong with what he and his colleagues regarded as the best explanation while remaining uncertain what it was that was wrong. Administered by someone with a proven record of success in decision-making, the question ‘Does this feel right?’ is valuable. To admire this expertise is not the same as applauding people who make decisions ‘from the gut’, relying only on their bombast or seniority to attest to the quality of their judgement.
In large organisations today, it is often the case that decisions are made on the basis of what is easiest to justify rather than what is the right thing to do. ‘No one ever got fired for buying IBM’ was for long a mantra among mid-ranking executives, and a crucial factor in the success of that company’s technically unremarkable PC. The meaning of risk to the executives who hired IBM was not the same as the meaning of risk to the organisation that employed them. The false assumption that good process leads to good outcome is pervasive in public sector organisations, where good often means lengthy, involves many people with little responsibility for the result, and is imbued with ill-defined concepts of fairness centred around issues of representativeness and statistical discrimination. Process has become the policy, with deleterious effects on outcomes.
In the courtroom, of course, the judge must provide reasoned argument for what has been decided. But even there the decision of the creative judge reflects as far as possible what he or she believes to be right, and then expresses the argument in the terms required by statute and precedent. The phrase ‘communicative rationality’ as employed by Mercier and Sperber describes the terms in which people express their views and judgements to others, and particularly to others with whom they plan to debate these views and judgements, or who will be required to implement the resulting decisions.8 We should not assume that such expressions describe ‘the real reason’ for the views, judgements or decisions they express, or even that there is such a thing as ‘the real reason’ for them. And the terms of communicative rationality are culturally specific. The judge expresses the finding of the court in one way, the arresting policeman frames his request in a different way; the chief executive uses one style of speech to announce a decision, the tribal chief another.
Often it is more important to make a decision than what that decision is. We learn from Gary Klein how people who must make life and death decisions do not take time to assess a menu of options. They quickly find one that is good enough. It usually is good enough, and if it is not they move on to something else. By contrast we both have ample experience of the committee whose deliberations extend indefinitely because there are so many different views of the best course of action.
Nevertheless, we make better decisions in groups, because in a radically uncertain world the group holds more information than any individual member. The committee is wasting time when its members bring their opinions rather than their distinctive knowledge, and when it becomes a mechanism for diffusing rather than acknowledging responsibility for the outcomes. The effective leader is one who recognises that his membership of the group is marked by his superior responsibility rather than his superior wisdom.
Philosophers have speculated about the nature of human reasoning over thousands of years. But it is only very recently that neurophysiology has begun to elucidate the physical and chemical processes by which our brains work, and through which we interpret the things we see, and decide to act. And that evolutionary psychology has described how these processes have developed over thousands of years to aid us in making choices and decisions in a world of radical uncertainty. We find it humbling to realise how little we know about how humans really think, humbling to see how much scientists outside economics are beginning to know, and perhaps most humbling of all to see how little impact this work has so far made on economic science.
Knowledge would be fatal, it is the uncertainty that charms one. A mist makes things beautiful.
—Oscar Wilde, The Picture of Dorian Gray1
Nobody thinks in terms of human beings . . . they have their five-year plans.
—Harry Lime in The Third Man
Harry Lime, played by Orson Welles in the film The Third Man, famously observed that ‘in Italy, for thirty years under the Borgias, they had warfare, terror, murder and bloodshed, but they produced Michelangelo, Leonardo da Vinci and the Renaissance. In Switzerland, they had brotherly love, they had five hundred years of democracy and peace – and what did that produce? The cuckoo clock.’ Like so many people, Lime is unfairly maligning the Swiss; theirs is the country that produced Albert Einstein, Carl Jung, Le Corbusier, Paul Klee and Hermann Hesse, not to mention Ursula Andress and Roger Federer, and more Nobel Prize winners per head of population than any other nation in the world.2 The cuckoo clock caricatures the country’s genuine strengths in precision engineering. These industries, along with speciality chemicals, have made Switzerland one of the richest countries in the world. Still, Lime’s point that the political volatility which was characteristic of Renaissance Italy was compatible with one of the great eras of extraordinary creativity is well made.
In Groundhog Day, a very different movie starring a very different character, Bill Murray is condemned to live in a stationary world which repeats itself every day. Experience leads him not to bask in the certainty of knowing what is to come next, to which every risk-averse person supposedly aspires, but to attempt suicide in despair, only to discover that there is no such thing as death in a stationary world. The film has a happy ending, perhaps because Hollywood comedies must, but also because Murray’s character has learnt enough from repeated experience to escape from the loop of stationarity.
More than fifty years before Columbus crossed the Atlantic, Chinese vessels embarked on expeditions no less ambitious. But then the Ming emperors turned inwards, rejecting outside influence. They aspired to stationarity. Two centuries later, the Japanese shogunate adopted a similar policy. When Lord Macartney led a British delegation to China in 1792–3, his gifts and proposals were rebuffed. ‘Our Celestial Empire possesses all things in prolific abundance and lacks no product within its borders. There is therefore no need to import the manufactures of outside barbarians in exchange for our own produce,’ said the Qianlong Emperor.3
And so began the Great Divergence; the Industrial Revolution took place in Western Europe, not in the equally well-resourced south-east of China. Chinese stationarity began to change only when the power of the Royal Navy imposed British will on China in the discreditable Opium Wars of the nineteenth century. Even then internal dysfunction inhibited substantive economic development until the events which followed Nixon’s visit to China in 1972. After the arrival of Captain Perry in 1853, Japan began to open its economy to the rest of the world. But it was the forcible landing of General MacArthur in 1945 which brought that country – and over the next half century most of South-east Asia – into the modern world. Stationarity is not a happy choice in human affairs, nor in the long run is it a sustainable one.
Risk and uncertainty
The distinction between problems such as the unpredictable outcome of games of chance, which could be represented probabilistically, and radical uncertainty, which could not, was understood by both Keynes and Knight. After the Second World War Friedman denied the existence of such a distinction and the two concepts were elided not just in the field of economics, but in a much wider arena in which decision theory and Bayesian reasoning held sway.
We could attach probabilities to every conceivable event. Whatever might happen in the future could be spelt out as a set of mutually exclusive alternatives, and probabilities could be attached to each of those events. The implication was that risk was something that could be priced. Once it had been priced, risk was tamed. In effect, uncertainty was suppressed by markets.
In finance theory, risk is defined as a spread around a known average return. The lower the spread the less the risk. Since people are assumed to be ‘risk-averse’, they must be offered an incentive to hold assets that are risky in this sense. And so there is a trade-off between risk and return. Risk-averse individuals will be content to assume risk provided there is adequate compensation. Risk is no longer feared because it is priced and has been accepted in return for its price. And risky assets are simply commodities to be bought and sold just like soap powder and motor cars, and like these commodities risks will end up in the hands of those most willing and able to buy them. Radical uncertainty must be erased from the picture because it cannot be measured and cannot be priced.
But this small world is not ours or yours. In everyday language, the words ‘risk’ and ‘uncertainty’ are used in different senses and much confusion has been generated both by the multiplicity of interpretations and by the attribution of technical meanings which do not correspond to the ordinary usage of these terms. We have defined risk as the failure of a reference narrative to be realised. Leonardo, whose talents were avidly sought by rich patrons such as Ludovico Sforza and Cesare Borgia, was secure in a reference narrative which left him free to paint and think. Such patronage was an opportunity which enabled an illegitimate child from a small village to realise his genius even as the Borgias were murdering each other. For Leonardo and Michelangelo, the intellectual vibrancy of these tumultuous times was an opportunity, not a threat. While Sforza died in a French prison and Borgia was stripped naked and killed in battle in Navarre, Leonardo died at home of a stroke and Michelangelo lived to the age of eighty-eight.
The absence of observed volatility should never be confused with the absence of risk. Hume’s formulation of the problem of induction assured us that we are not justified in believing that the sun will rise tomorrow on the basis of the information that it has always risen in the past. The modern formulation, often attributed to Bertrand Russell, describes the experience of the turkey which is fed reliably every morning until 24 December. Nassim Nicholas Taleb reframes this narrative in contrasting the banker who receives a regular salary at the end of each month but always runs the risk of abrupt termination with the cab driver whose earnings vary constantly but are secure because they are derived on a continuing basis from multiple sources.4 The erroneous belief that the absence of current volatility demonstrates the absence of risk was at the heart of the financial crisis. Like the Christmas turkey, many financial institutions reported the steadily growing quarterly earnings per share that Wall Street required until they suddenly faced insolvency in 2008. The earnings stability they, and many other businesses, reported was properly a cause for concern, not congratulation; greater variability would have demonstrated a sounder basis for these earnings. The world is inherently uncertain and to pretend otherwise is to create risk, not to minimise it.
Taleb describes ‘anti-fragility’ – positioning oneself to benefit from radical uncertainty and the unknowable future. The value of an option is increased by volatility. The details of Thales of Miletus’s transaction with the olive presses remain obscure – if indeed any such transaction actually occurred. Perhaps he made a futures contract with the owners of the olive presses, perhaps he bought what we would now describe as a call option: the right, but not the obligation, to rent the presses at a price agreed in advance – a price which would seem low if the harvest was as good as Thales anticipated. In either case, he engaged in the first reported transaction in financial derivatives. Derivative markets exist because of volatility in securities prices. And the greater the volatility, the greater the value of an option – whether that option is a call option (the right to buy) or a put option (the right to sell). Most option transactions – such as the Big Short, the notorious bets against the US subprime mortgage market by hedge fund manager John Paulson and others – are simply wagers, in which two people have different views of the future and the one whose opinion is more nearly right gains at the expense of the other. Option transactions, however, can benefit both sides. The Chicago Mercantile Exchange, today a global centre for financial speculation, came into being to enable farmers and food processors to protect their reference narrative by fixing in advance the price of crops which had not yet been harvested.5 Although the term ‘option’ is nowadays most often used in financial markets, options in the real economy are of far more practical importance. A strategic decision may open up new possibilities, or close off alternatives.
Robustness and resilience
Good strategies for a radically uncertain world avoid the pretence of knowledge – the models and bogus quantification which require users to make up things they do not know and could not know. In chapter 19 we described how pension planning in Britain, under regulatory pressure, had demanded a certainty which is unattainable, represented it with a spreadsheet of imagined numbers, and far from achieving certainty created a structure so fragile that the outcome was the destruction of the schemes whose security it was designed to protect. This narrative of decision-making misled by unfounded confidence in understanding and prediction has been repeated many times in recent decades. On the Canadian fishing grounds, where sophisticated modelling led in less than twenty years to the loss of the stocks which had been successfully protected for centuries. In the banks which believed, or found it convenient to believe, that their risk management processes, based on a common view of good industry practice negotiated with international regulatory agencies, protected them against the greed and malfeasance of their traders.
Good strategies for a radically uncertain world acknowledge that we do not know what the future will hold. Such strategies identify reference narratives, visualise alternative future scenarios, and ensure that plans are robust and resilient to a range of plausible alternatives. The relevant reference narrative for the Grand Banks of Canada would have estimated a sustainable catch but acknowledged the imperfections of the regulators’ understanding and would have been associated with a strategy for fisheries management which incorporated triggers warning of impending problems and activated buffers and recovery plans. The similar reference narrative for a pension plan is one in which it meets its obligations for the foreseeable future and has reasonable grounds for believing it can continue to do so at the end of that foreseeable future. The immensely long-time horizons of pension funds allow much time for adjustment when scenarios emerge at the low – or high – end of expectations. And the relevant reference narrative for a bank is – fundamentally – that it can continue to operate as a bank, meeting its obligations as they fall due. The banks of 2008 were not within miles of being either robust or resilient, whatever their elaborate calculations of value at risk and risk weighted capital told them and their supervisors.
Robust and resilient plans confer positive options – opportunities to take advantage of developments which are not currently foreseen with any specificity or perhaps at all – and avoid negative ones, which close off alternatives and limit future developments to those which can currently be envisaged. Planners in modern cities benefit enormously from the foresight of their predecessors who created positive options. The Manhattan grid plan and the embankments along London’s River Thames, the corridors along which transport serves the centre of those cities, are assets which have been valuable for almost two centuries and will continue to be, even though the visionaries who built them had no idea, and could have had no idea, of the ways in which they would be used today. But they made plans which have proved to be robust and resilient to a wide variety of subsequent developments. We need to accept that we do not know and cannot know what is going to happen, and make plans accordingly; to practise resilience and acquire and retain as many options as possible.
But some decisions reduce future options, and these can be costly. Many visitors to New York must have wondered why it is so difficult to travel between the city’s two principal airports and Manhattan. Perhaps you have fumed in frustration on the Van Wyck expressway, like millions of travellers before you, and like thousands of airport and airline employees every day. When that road was planned in 1945, Dodd McHugh, chief of the Office of Master Planning in the City Planning Commission, proposed simple and relatively inexpensive modifications which would have added a rapid transit link to the corridor the city razed to build the expressway. That would have taken travellers to midtown or the financial district in twenty minutes. The plan was rejected out of hand by the brilliant but autocratic Robert Moses, who – holding multiple offices – dominated New York’s built environment from 1924 to 1968.6
Moses not only dismissed McHugh’s plan but ensured that the width of the corridors and, most importantly, the bridge clearances on his expressways made it impossible to implement such a scheme in future. His clientele consisted of the kind of people who owned automobiles in 1945 and the city he envisaged was one in which poor people and African-Americans did not venture far from home. Many more people now do own automobiles, or hire them from Uber, and each morning and evening they are stuck in traffic jams. Negative options limit future decisions, positive options offer new possibilities. Creatively used, options exploit uncertainty. Inappropriately used, they increase the costs of uncertainty.
Denmark as top nation
At a conference in an English country house on the topic of future geopolitics, pundits emphasised the significance of the coming competition between China and the United States to be ‘top nation’, as Sellar and Yeatman put it in their classic satire on British history 1066 And All That.7 Provocatively, one of the authors observed that for many modern Europeans, Denmark was ‘number one’ – rich, socially cohesive, with enviable infrastructure and environmental standards – and it regularly features near the top in surveys of the world’s happiest populations. ‘Hygge’, sometimes defined as ‘cosy contentment and well-being through enjoying the simple things in life’, has recently become one of the few Danish words to enter the English language.
But Denmark is so boring, responded a former ambassador to Denmark. Following Harry Lime, he might have said the same of Switzerland. And, for an ambassador, Denmark, like Switzerland, is boring. Its politics are of no global significance, its economy is stable, there is no need for embassies to respond to urgent cables or consultations. The life of the ambassador was a round of receptions at which congenial guests spoke excellent English. By contrast, Zimbabwe is not boring either for ambassadors or the general population, but the general population wishes it were. Denmark provides its inhabitants with a secure reference narrative – they do not feel threatened by loss of income, or crippling medical bills, or terrorist threats, or insecure retirement. Natural disasters are rare, and when they occur efficient emergency services are there to help. What was profoundly shocking about the devastation in New Orleans caused by Hurricane Katrina in 2005 was that the resources of the nation with the world’s largest GDP were not organised to protect the fundamental needs, far less the reference narrative, of its citizens in time of crisis. And that is why almost all Europeans are puzzled by the American idea that the provision of universal health care should be controversial.
There is a strand of thought which associates the extraordinary innovative capacity of the US economy with this reluctance of its governments to provide the social insurance against risk – in the broadest sense – which is taken for granted in Denmark, and most European countries. But we need to probe deeper. Bill Gates did not drop out of Harvard to set up Microsoft because the alternative was unemployment, or because he feared an illness that would threaten his bank balance as well as his life; rather the opposite. He was able to follow his dream because he had little fear of these things; he was the son of a prosperous attorney and already marked for success by his education. Leland Stanford had qualified as an attorney before moving to California. Peter Thiel, the putative refugee in a New Zealand bunker, and perhaps the most outspoken representative of Silicon Valley libertarians, also began his career as a lawyer (he graduated from Stanford University), clerking for a federal circuit judge, and practising with a premier securities law firm before founding PayPal.
In the nineteenth century, when poor but adventurous European immigrants flooded into the United States, there was some foundation to the narrative of the boy who risks all, but whose grit and enterprise creates a great business and makes him rich. Johann Suter tried – and failed; Andrew Carnegie succeeded. But as with the myth of log cabin to White House, real examples are few. If PayPal had failed, and it might have (many attempts were made to develop new payments systems for the digital age and few succeeded), Thiel might not have been a billionaire but would still have enjoyed a much more comfortable lifestyle than most of his fellow Americans.
America’s innovative hegemony is in technology. You will find more adventurous food in Copenhagen than in Chicago or even New York (except in that city’s Scandinavian restaurants), and in the Danish capital today there is a cultural milieu unmatched in any US city of comparable size. Denmark – and Italy – stand out for creative design. If we look for innovation in art, or literature, or music, our search extends across the developed world. But not to Zimbabwe, or Syria. While Borgia and Sforza had reason for constant fear for their lives, Leonardo and Michelangelo did not; and neither had to worry about ZANU-PF goons or chemical bombs.
The people of Denmark or Switzerland can enjoy uncertainty because they experience little risk and are secure in their reference narratives. Far from representing a threat, uncertainty can be the source of all that makes life worth living. Delight in discovering a previously unknown place while on holiday. Or a new book, or piece of music, or friend. In places such as Zimbabwe or Syria, risk dominates. The collapse of the Zimbabwean economy and the civil war in Syria deprived much of the population of any secure reference narrative; many are refugees in South Africa or Europe, and those who remain in their own countries are fearful of what tomorrow will bring. In the absence of a secure reference narrative, uncertainty is scary. Within the context of such a narrative, uncertainty – the prospect of new experiences – can be a source of joy rather than despair.
Uncertainty and evolution
Without uncertainty, there could be no evolution. Sexual reproduction is a mechanism which ensures that every child inherits genes from two parents, so that no two individuals are ever the same. Even viruses and bacteria mutate, since cloning is imperfect. And most mutations are for the worse. The mutated gene is less likely than its colleagues to be passed on in subsequent generations. But the occasional mutation which adds to fitness spreads through the population.
If the world was stationary, and if it was also linear – so that every small change could be scaled up in proportion to a similar large change – then the results of this process of mutation would look very like the economic concept of ‘optimising behaviour’. One reason why evolution is not optimisation is that the external world is constantly changing. At its simplest, humans are engaged in a constant battle with parasites, which themselves mutate to take greater advantage of us. They are evolving to resist our antibiotics, and we are evolving new antibiotics to keep them at bay.8 A cloned population runs extreme risk, as the Irish potato famine illustrated. Without uncertainty there would be little need for evolution, but without uncertainty there would be little possibility of evolution.
But as the example of antibiotics illustrates, genetic evolution is only one form of evolution. The co-evolution of culture and technology with biology has been the source of social and economic progress. Stationarity is boring. Pity the young student who is told his subject is ‘a highly developed, nearly fully matured science, that through the crowning achievement of the discovery of the principle of conservation of energy will soon take its final stable form’.9 That student was Max Planck, who received this advice in 1874 from his distinguished mentor, the German physicist Philipp von Jolly. Fortunately, Planck ignored the recommendation to seek new frontiers elsewhere – perhaps that was when he contemplated the study of economics. If so, he might have learnt that young economists were receiving a similar warning from that towering figure of mid-nineteenth-century thought John Stuart Mill, who told them: ‘Happily, there is nothing in the laws of Value which remains for the present or any future writer to clear up; the theory of the subject is complete.’10 A quarter century after Jolly, his verdict on his subject was reiterated by the irrepressible Lord Kelvin, who assured the British Academy for the Advancement of Science that, at least as far as physics was concerned, little advancement was possible or necessary; Albert Michelson, the first American scientist to be awarded a Nobel Prize, pronounced, ‘It seems probable that most of the grand underlying principles have been firmly established . . . An eminent physicist remarked that the future truths of physical science are to be looked for in the sixth place of decimals.’11 Perhaps the older Planck had Jolly’s advice in his mind when he suggested that science progressed only through the funerals of the previous generation. That observation may perhaps be even more pertinent today, when the young scholar who resists the advice of his or her sage elders is at risk of losing patronage and postdoctoral positions.
And yet the stable reference narrative provided by tenure remains important in enabling academics to navigate the radical uncertainty which surrounds advancement of knowledge. But in the academy as elsewhere the stable reference narrative can degenerate into the stationarity which led China and Japan to turn their backs on the rest of the world; ‘hygge’ becomes what the Danish writer Aksel Sandemose identified as Jante’s Law – ‘you are not to think you are anything special’.12
Evolution is at work in scholarship, where people compete to write fresh articles and books, most of which attract few readers or citations. Evolution is at work in entrepreneurship; people try new business ideas, most of which fail. Evolution is at work in competitive markets in which corporations compete, often unsuccessfully, to develop alternative strategies. Evolution is at work in technology, where constant tinkering leads to incremental development. ‘Darwin’s dangerous idea’ is key, not just to explaining the origin of species, but to understanding the development of our economy and society.
Those kinds of evolution in human institutions – universities, markets, corporations and workshops – are differentiated from biological evolution by the contribution of intentionality. The gene mutates randomly. But scholars believe they have some contribution to make to knowledge. Entrepreneurs select the ventures they hope will succeed. Corporate leaders adopt strategies which they think will be more effective than their existing courses of action. Engineers and software compilers think they are making improvements. These judgements are often wrong, and we are often inclined to exaggerate the role of skill relative to luck in favourable outcomes – the error of analysing to the result. But it would be an error to describe – or model – these processes as if they were simply random.
Entrepreneurship and radical uncertainty
Knight’s insight – that it is radical uncertainty which gives opportunity for entrepreneurship – is fundamental to an understanding of social, technological and economic progress. Through evolutionary processes – biological, institutional, political, market-driven – entrepreneurship drives us forward. Not just in business but in scholarship, practical knowledge, the arts, and many other areas of life.
The model of the lone entrepreneur – the poor boy with a brilliant business idea who rises single-handedly from poverty; the isolated scholar scribbling brilliant ideas in a garret or country vicarage – is largely mythological. There are contrary examples. Thomas Edison was fired from the only two jobs he held, the first as telegraph boy for Western Electric and the other as CEO of the corporation which is now General Electric. The Reverend Thomas Bayes died unknown. But such examples are few, and to find them we have to go some way back in history. The most common profile of the successful entrepreneur today is the individual who draws on his or her past experience in a larger organisation, and works from inception with a team of like-minded individuals. And such individuals can contribute to society only in a supportive social context. There is no shortage of entrepreneurial talent in Nigeria, but too much of it is directed to opportunistic scams and rent seeking. Barack Obama was widely criticised for his Roanoke campaign speech of 2012 in which he said ‘if you’ve been successful, you didn’t get there on your own’.13 But if you look further at what he said you see that he got it exactly right: ‘when we succeed, we succeed because of our individual initiative, but also because we do things together’.14 Perhaps the most remarkable of all lone geniuses was Srinivasa Ramanujan, the destitute Indian mathematician who failed his college exams, learnt mathematics from a public library book, impressed an Indian revenue official enough to be offered a job, and whose letter to G. H. Hardy took him to England and to a Fellowship at Trinity College, Cambridge. But without Hardy he would never have gained acceptance for his ideas among the community of mathematicians.
Humans thrive in conditions of radical uncertainty when creative individuals can draw on collective intelligence, hone their ideas in communication with others, and operate in an environment which permits a stable reference narrative. Within the context of a secure reference narrative, uncertainty is to be welcomed rather than feared. In personal matters – friends, holidays, leisure – stationarity is boring. In politics and business, uncertainty is a source of opportunity for the enterprising, though also associated with paralysis of decision-making in bureaucracies staffed by risk-averse individuals determined to protect their personal reference narratives. In the arts, uncertainty and creativity are inseparable. Embrace uncertainty; avoid risk.
Borodino
We end where we began – at the battle of Borodino. Fighting with the Russians against Napoleon was a young Prussian officer, Carl von Clausewitz, who would become a military strategist whose works are still widely read today. Clausewitz had learnt the importance of radical uncertainty on the battlefield, and argued forcefully that good judgement was the distinguishing mark of a successful general. In On War, he describes attempts by some to reduce war to mathematical terms: ‘They wanted to reach a set of sure and positive conclusions, and for that reason considered only factors that could be mathematically calculated.’15 But Clausewitz knew that war does not work in this way because it is radically uncertain, reflexive, and by its nature a collective activity.
It is only analytically that these attempts at theory can be called advances in the realm of truth; synthetically, in the rules and regulations they offer, they are absolutely useless. They aim at fixed values; but in war everything is uncertain, and calculations have to be made with variable quantities. They direct the inquiry exclusively towards physical quantities, whereas all military action is intertwined with psychological forces and effects. They consider only unilateral actions, whereas war consists of a continuous interaction of opposites.
To think otherwise was ‘to do violence to the facts’.16
Tolstoy described that battle in twenty chapters of one of the great narratives of literature, in which fact and fiction are intertwined. He understood radical uncertainty. We see through a glass, darkly. And we communicate with each other through narratives, not probabilities, to describe our endlessly fascinating world.
Axioms of Choice under Uncertainty
In Chapters 1–7 we explained why radical uncertainty precluded the formation of subjective probabilities for all possible states of the world, a prerequisite for the theory that people make decisions in a world of uncertainty by maximising their expected utility. That ‘optimising’ view of human behaviour rested on a set of assumptions, or ‘axioms’, about behaviour that drew heavily on an analogy with choices in a world of certainty. In the latter case, the assumptions of well-defined and consistent choices from a known set of possibilities seemed relatively innocuous. Applied to uncertainty they are far from innocuous. In this appendix we provide a brief explanation of why the economics profession was wrong to accept too readily the axioms of choice under uncertainty in order to justify the assumption of expected utility maximisation.1
There are evident similarities between the Hicks–Samuelson axioms of consumer choice under certainty and the von Neumann–Morgenstern axioms (as modified by Savage) of behaviour under uncertainty. The description of these approaches as ‘utility maximisation’ and ‘expected utility maximisation’ further emphasise the resemblance. But the analysis of consumer behaviour is distinct from the analysis of decision-making under uncertainty, and the apparent equivalence is the product of the long tradition in economics of using the word ‘utility’ and the modern emphasis on the term ‘rational’ not only to refer to a number of different things but also in ways which may not necessarily reflect ordinary usage. It is entirely possible to be ‘rational’ (in the Hicks–Samuelson sense) in consumer choice and not ‘rational’ (in the von Neumann–Morgenstern sense) in making decisions under uncertainty.
The von Neumann–Morgenstern approach is based on a priori assumptions about how such choices are made, and not on any study of how such decisions are made, still less on any evidence of which decision-making procedures led to good outcomes. ‘Rational’ decision-makers supposedly can translate their preferences over risky outcomes into a ranking – a preference ordering over different alternative probability distributions. Von Neumann and Morgenstern assumed that these preferences over alternative probability distributions are:
(i) complete – the decision-maker is able to choose between all possible probability distributions;
(ii) transitive – if I prefer A to B and B to C then I prefer A to C;
(iii) continuous – if A is preferred to B, and B to C, there is always some gamble involving A and C which will be preferred to B, and this is true whether A, B and C are fixed outcomes or probability distributions;
(iv) independent – if A is preferred to B, that preference of A over B is maintained regardless of other gambling options available.
But why should we suppose that rational individuals must observe these axioms? The axioms appear abstract, and are probably meaningless to many, and so may appear to be little more than technical details. But in fact they represent strong assumptions about human behaviour that are difficult to reconcile with how real people behave. The assumption of completeness is satisfied for well-defined games of chance but is fundamentally incompatible with radical uncertainty. The assumption of transitivity is probably relatively innocuous, and we do not discuss it further. Moreover, neither continuity nor independence are compelling, and are contradicted by observation of what most ordinary people would regard as rational behaviour. Take the axioms in turn.
Completeness
In his famous treatise, Savage showed that, provided people conformed to certain axioms which he described as constituting ‘rational behaviour’ under uncertainty, there existed numbers that could be interpreted as subjective probabilities, and that ‘rational behaviour’ was equivalent to maximising expected utility calculated using those subjective probabilities.2 Savage’s axioms are similar to those of von Neumann and Morgenstern, although there are a number of technical changes and additions. But the most significant difference between the von Neumann–Morgenstern approach and that of Friedman and Savage lies not in the axioms themselves, but in their extension to the case where there are no objective probabilities. Von Neumann and Morgenstern were working with well-defined problems for which frequencies could be deduced or – as at a casino, in the Monty Hall game, or at dinner with Professor Allais – in which the probabilities were set by the designers of the game. The completeness axiom is formally the same when applied to choices between goods and services, choices among lotteries with objective probabilities, and choices with subjective probabilities. But its significance and implications are very different.
The extension of the completeness axiom to lotteries with objective probabilities is itself problematic. Faced with the choice between a large gamble on the National Lottery and a smaller one on the spin of the wheel at Atlantic City, our answer is that we do not have the slightest interest in either proposition. As we observed in the discussion of pignistic probabilities in chapter 5, most people do not bet on most things. And where there are objective probabilities – as there are in the National Lottery or in the roulette game of an honest casino – the odds are usually unfavourable.
But if there are reasons for reservations in extending the axiom of completeness to lotteries characterised by objectively defined and quantifiable risks, they are multiplied many times when the axiom is applied to situations characterised by subjective probabilities. If there are possibilities of which we cannot conceive then we cannot attach probabilities to them and completeness is simply inconsistent with radical uncertainty.
Continuity
The problems with the assumption of continuity are also readily understood. Recall that the axiom implied that if A is better than B and B better than C, some combination of A and C is preferable to B. In Russian roulette you fire a gun at your own head; one, but only one of the six chambers is loaded. This spectacularly foolish game was played, evidently without disaster, by the novelist Graham Greene and by William Shockley, the inventor of the transistor, when young (and fatally in the film The Deer Hunter).3 Nassim Nicholas Taleb uses the example of someone invited to play the game for a $10 million pay-off; you would be foolish to accept but would probably survive, and if Taleb had successfully dissuaded you from playing you might then justifiably complain that he had deprived you of $10 million. Now suppose A is receiving $1, B is receiving nothing, and C is being shot in the head. Obviously A is better than B and B is better than C. I warn you that there is a lone gunman in the park who randomly shoots people in the head. But, with the confidence in models that enabled bankers to believe that they had brought risk under control, I assure you that the probability that the gunman will successfully fire at you is very low. Moreover, if you complete the traverse of the park successfully you will receive $1. We know of no one who would take the slightest interest in such a gamble, or would enter a discussion of ‘how low does the probability have to be to persuade you to cross the park?’ And we say that in the knowledge that many people, including us, take extremely small risks of catastrophic loss in return for extremely small gains every day, when we cross the road or overtake another vehicle.
What is going on here? It is simply not worth contemplating any risk of being shot in the head in return for an emolument of $1. If C is being shot in the head, no combination of A and C is preferable to B, violating the assumption of continuity. In an uncertain world, our choices are influenced by hopes and fears to a degree that is not necessarily determined by the probability that the events we dream of or dread in fact materialise. And, like most people, we take more care on the roads after we have seen an accident, or heard a report from an accident victim, even though our reflective selves know that the fact that someone else has suffered an accident does not increase our vulnerability to an accident. Such behaviour is the converse of those who hold to the dream when they buy a lottery ticket; the utility they gain from contemplating the outcome is little affected by their knowledge of the probability that it will occur. We attach significance to such salient outcomes independently of, and often in ignorance of, their probability.
Independence
The axiom of independence is perhaps the most interesting because it gave rise to controversy almost from the outset. It may be stated precisely as follows. Suppose you prefer A to B, where A and B may be either determinate outcomes or probability distributions. You are then offered the choice between the alternatives AC and BC. AC is A with probability p and C with probability (1-p), and BC is B with probability p and C with probability (1-p). Independence requires that you prefer AC to BC. The possibility of C does not affect your preference between A and B. Or at least that is one way of interpreting the axiom.
This somewhat strange axiom is modelled on an axiom of consumer and political choice which has become known as the ‘independence of irrelevant alternatives’. If you have the option of A or B, and you prefer A to B, you will still prefer A to B if you are choosing from a set that contains A, B and C. A restaurant offers a choice of meat or fish, and you choose meat. The waiter then tells you that there is a vegetarian option. If you said ‘in that case I will have the fish’ you would violate the independence of irrelevant alternatives axiom (although with a little ingenuity you may be able to think up reasons for such a decision). Independence of irrelevant alternatives gained significance and prominence because the American economist Kenneth Arrow showed that most social and political decision rules, such as majority voting, produce preferences for the group that violate that requirement.4
The Allais paradox noted in chapter 8 reflected violation of the independence axiom. Maurice Allais initially posed the following question: would you prefer an 11% probability of winning 100 million FF (otherwise nothing), or a 10% probability of winning 500 million FF and otherwise nothing? A majority preferred the latter, hoping for the larger prize and untroubled by the slight reduction in the probability of success.
Allais then proposed a rather generous modification of the problem. Would you take 100m FF for sure? Or would you prefer an 89% probability of 100m FF, a 10% probability of 500m FF, and 1% probability of nothing at all? Most agreed that offered such a choice, they would take the certainty of 100m FF.
Allais then reminded the participants of the expected value of the various options. The first choice was between an expected value of 11m FF (11% of 100m FF), and an expected value of 50m FF (10% of 500m FF). The second choice compares 100m FF for sure with an expected value easily calculated but generally rejected of 139m FF. And if you look carefully at the two propositions, you will see that the issue in both cases is whether raising the expected winnings by 39m FF compensates for a 1% increase in the probability of winning nothing at all.5
Whatever was going on here, it was not that the diners were incapable of doing the simple arithmetic required to compute expected value. All the prizes represented life-changing amounts of money, even for Samuelson, already the author of a bestselling textbook and a future winner of a Nobel Prize. But we suspect many readers will already have made the same choice as the diners without focusing on the values of the prizes on offer. Perhaps the participants were moved by fear of regret at leaving empty-handed, even if there was only a 1% chance of doing so.
Allais then pointed out that the choices violated the assumption of expected utility maximisation. Under that assumption, the first choice implied that
0.1×u(500) + 0.9×u(0) > 0.11×u(100) +0.89×u(0)
and the second choice implied that
u(100) > 0.89×u(100) + 0.1×u(500) + 0.01×u(0).
Simple rearrangement shows that the first choice implied that
0.11×u(100) < 0.1×u(500) + 0.01×u(0)
and the second choice implied that
0.11×u(100) > 0.1×u(500) + 0.01×u(0).
But both cannot be true, and so, to some consternation, Allais had demonstrated that the preferences of most of the participants were not compatible with the assumption that they maximised expected utility.
Allais was heard to remark – and subsequently wrote – ‘the experimental observation of the behaviour of men who are considered rational by public opinion invalidates Bernoulli’s principle’.6 With appropriate French courtesy, Allais refrained from emphasising that what he described as Bernoulli’s principle was in fact the theory of rational choice under uncertainty which had been developed by his fellow diners. But Allais’ presentation of his paradox was the forerunner of studies of behaviour that deviates from the economists’ definition of rational behaviour – expected utility maximisation. In effect, he had founded what would become known as behavioural economics – a subject for which Daniel Kahneman would be awarded the Nobel Prize almost fifty years later.7
Savage had been unable to set aside the implications of that agreeable occasion in Paris. When he returned to Chicago from Paris, he thought long and hard about the embarrassing fact that his stated preferences had violated his own principles of rational behaviour. He came to the conclusion that he had made a mistake – not in the formulation of the axioms but in his preferences. As he wrote: ‘there is, of course, an important sense in which preferences, being entirely subjective, cannot be in error; but in a different, more subtle sense they can be’.8 This appears to be sophistry. But, reassured that he understood properly his own preferences now that he was firmly on American soil, Savage published his magisterial Foundations of Statistics in 1954, and in so doing he created the basis for modern decision theory.
Some theorists have tried to rescue probabilistic reasoning by asserting that just as we define a probability distribution of outcomes when we do not know the outcome, then if we do not know the probabilities, we need to look at a distribution of probabilities.9 Such a distinction misses the true difference between the small world of probabilities and the ubiquity of radical uncertainty. And it leads down a treacherous path, long known to statisticians wary of the implied infinite regress in the argument. If there can be probabilities over probabilities, then why not probabilities of probabilities over probabilities, and so on. This attempt to sustain probabilistic reasoning leads to the infinite regress described by Savage himself:
There is some temptation to introduce probabilities of a second order so that the person would find himself saying such things as ‘the probability that B is more probable than C is greater than the probability that F is more probable than G.’ But such a program seems to meet insurmountable difficulties . . . once second order probabilities are introduced, the introduction of an endless hierarchy seems inescapable. Such a hierarchy seems very difficult to interpret, and it seems at best to make the theory less realistic, not more.10
What is so striking about the development of expected utility theory is how the leading protagonists saw the theory exclusively in terms of how it explained choices among well-defined lotteries. The richness of uncertainty in real-life decisions – radical uncertainty – was simply ignored.
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20 Haldane, Brennan and Madouros (2010) p. 88.
21 See Coyle (2014) pp. 93–104 for more.
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29 Keynes (1921) p. 51.
7. PROBABILITY AND OPTIMISATION
1 Keynes (1921) p. 56.
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A century ago, Frank Knight and John Maynard Keynes wrote their critiques of the application of probabilistic reasoning to economic and social problems. As we describe in the text, they lost the intellectual battle and the social sciences have been increasingly dominated by probabilistic reasoning – though George Shackle was a rare exception.
As the importance of radical uncertainty came to shape our own thinking, two authors seemed to us to be on the right track. They came from very different backgrounds. One was a British academic, Ken Binmore, a mathematician and economist specialising in game theory, at London University, whose 2009 book Rational Decisions explained clearly the limitations of Bayesian reasoning and the foundations of statistical theory espoused by Jimmie Savage. The other was a Lebanese-American former trader turned writer, Nassim Nicholas Taleb. His 2001 book Fooled by Randomness, followed in 2007 by The Black Swan, provided a powerful demonstration of why the unthinking application of probabilistic reasoning to financial risks failed. His writings constitute a series entitled Incerto which, although following many detours, contains very important insights into how to cope with a world of radical uncertainty.
George Lakoff and Mark Johnson’s Metaphors We Live By (1980) is a short, seminal account of the extent to which human reasoning is guided by narratives. This theme has been recently developed in the context of economics and finance by Jens Beckert and Richard Bronk in Uncertain Futures (2018) and Robert Shiller in Narrative Economics (2019). The relationship between narratives and models is a subject taken up by Nancy Cartwright and Mary Morgan; see, for example Nature, the Artful Modeler (2019) and The World in the Model (2012). Hugo Mercier and Dan Sperber provide important insights into communicative rationality – the links between reasoning and narrative – in The Enigma of Reason (2017).
As this book went to press, arguments similar to ours were presented in a popular manner by the writer and BBC journalist Michael Blastland in The Hidden Half (2019). Critical discussions of what is meant by rationality when information is imperfect – as it necessarily is in the face of radical uncertainty – are A Call for Judgment by Amar Bhidé (2010) and Beyond Mechanical Markets by Roman Frydman and Michael Goldberg (2011).
Nicholas Christakis’s Blueprint (2019) is a masterful account of how evolution has shaped human reasoning. Nick Chater’s The Mind is Flat (2018) is a provocative critique of any attempt to base an account of reasoning on computational science rather than neurophysiology and Joseph Henrich’s The Secret of our Success (2017) demonstrates the extent to which economic development is the result of the growth of collective knowledge. We think these three recent books, along with Joel Mokyr’s A Culture of Growth (2016), are indispensable for anyone who wishes to understand how economics fits into science (and social science) more broadly.
Peter Bernstein’s Risk (1998) is a highly readable account of the ways humans have attempted to manage risk over the millennia. Lorraine Daston provides a comprehensive account of the development of probabilistic reasoning in Classical Probability in the Enlightenment (1995) and its application to insurance is described in Niall Ferguson’s The Ascent of Money (2008). In 2019 the American Statistical Association devoted an entire issue to the misuse of probabilistic reasoning to make inferences about causation. The editorial concluded ‘it is time to stop using the term “statistically significant” entirely’.* The study of power laws was pioneered by Benoit Mandelbrot, and Mark Buchanan’s Ubiquity (2002) is a survey of many applications. Again as we went to press, we saw Ian Stewart’s Do Dice Play God? (2019) which reviews several of the puzzles and paradoxes in the early chapters of this book.
* Ronald L. Wasserstein, Allen L. Schirm and Nicole A. Lazar, ‘Editorial: Moving to a world beyond “p<0.05”’, American Statistician, Vol. 73, No. 51 (2019), 1–19.
As the final words of this book were written in the summer of 2019 its two authors celebrated, if that is the word, fifty years of life as professional economists. Much has happened to economies and the study of economics over that period. The first Nobel Prize in Economic Sciences was awarded in 1969, and the announcement of the latest winner has become a regular part of the economist’s calendar. In public, private and academic sectors, the number of economists has expanded greatly. We have had the good fortune to work with colleagues in all three domains. As we describe in this book, progress is made collectively and through communication with others. Our biggest debt of gratitude must, therefore, be to our professional colleagues, too numerous to mention, from around the world with whom we have interacted for half a century. Their influence on us, both conscious and unconscious, is immense.
Our immediate thanks are to those with whom we have discussed the ideas in this book during its writing: Rachel Barkow, Tim Besley, Amar Bhidé, David Bodanis, Alan Budd, Paul Collier, Samuel Issacharoff, Peter Kellner, Richard Pildes, Stuart Proffitt, Adam Ridley, Paul Seabright, Robert Skidelsky, Ed Smith, David Tuckett, and colleagues at NYU Stern School of Business and NYU Law School, as well as at the London School of Economics and the Bank of England. Some of the ideas were presented over several years to seminar participants at a number of places including All Souls College, Oxford, the Norwegian School of Economics in Bergen, NYU Law School and Yale Law School.
Others have made this venture feasible. Our personal assistants, Rachel Lawrence in England and Gail Thomas in New York, organised our lives to make it possible to work on the book. Andrew Wylie proved once again what an energetic and supportive literary agent he is. And our publishers – Tim Whiting and Zoe Gullen at The Bridge Street Press, and Drake McFeely at W.W. Norton – provided encouragement and advice at every stage.
Doris Nikolic and Matthew Ford not only provided excellent research assistance but persisted in asking difficult questions to which we felt impelled to try to provide answers. Their insights have greatly enriched the book.
Finally, our thanks must go to our long-suffering spouses, Mika Oldham and Barbara Melander-King, who not only gave us excellent comments and editorial suggestions but patiently allowed us the time to complete the manuscript.
Page numbers listed correspond to the print edition of this book. You can use your device’s search function to locate particular terms in the text.
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