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To my dad, who always encouraged an open mind.
“Animals are good to think with.”
—Claude Lévi-Strauss
I was twelve weeks pregnant and nauseous, but excited. After two days of co-running a workshop in Mountain View, California, I had been handed an opportunity I couldn’t resist, so I woke up at the crack of dawn and flew from San Jose to Denver to Boston to Zurich, and took multiple trains to Bavaria, Germany, determined to get to my destination: Ingolstadt.
Ingolstadt is a university town on the banks of the Danube River with beautiful red roofs and cobbled streets. It’s famous for its nineteenth-century medical laboratory, where scientists and students performed experiments on dead pigs, inspiring Mary Shelley to situate a large part of her famous 1818 novel, Frankenstein, in this Bavarian city. But Frankenstein wasn’t the reason I made the 5,800-mile trek. Ingolstadt also happens to be the home of Audi AG, the German luxury car manufacturer.
Audi had recently launched a research initiative to investigate societal questions around AI, autonomous vehicles, and the future of work, and I jumped at the invitation to attend a meeting in 2017, curious to know what was on their minds. By the time I made it to Audi’s base of operations, fueled by adrenaline and excitement, my body was moving into a new stage of pregnancy and my nausea was lifting (thankfully, as the catered buffet lunch in the room was a rich, pungent veal stroganoff on noodles). My visit included a tour of a factory floor where cars were made. It was a gray and cloudy day, and a bus picked us up outside the headquarters where the attendees had gathered and drove us through the drab and massive complex of buildings, dropping us off at a giant warehouse. I tossed my phone into a dirty rubber box in the hallway as instructed and followed our guide onto the factory floor.
In the factory, we marveled at massive cages encasing robotic arms that towered over our heads. The robots swung around and moved through their spaces in a fast, precise, and mesmerizing dance, sparks flying as they worked with the metal pieces that would eventually become cars. As we oohed and aahed over the spectacle, we gave barely any attention to the human workers who were stationed far away in another part of the room, doing something to the car bodies. The smooth operation of the robots seemed routine and almost boring to our guide, which was no surprise. Car companies have been working with caged robotic arms in their factories for decades. But the reason Audi had launched their new AI initiative was because the company knew that these factory robots, despite being an impressive display of high-quality German engineering, were not the robots of the future.
The world of robotics is changing. With increasing developments in sensing, visual processing, and mobility, robots are now able to move beyond their traditional caged existence in factories and warehouses and enter into new spaces—spaces that are currently occupied by humans. Companies like Audi are investing heavily in AI and robotics, not just in their factories but also in their cars. Robots are now being put to work inspecting our sewers, mopping our floors, delivering our burritos, and keeping our elderly relatives company. From our households to our workplaces, a revolution is coming. What does this mean for the people I saw working across the room in the car factory? According to some of the headlines, they aren’t the only ones on the cusp of losing their jobs as robotic technology advances: we all are. Against the backdrop of broader economic and social anxiety, the conversation has turned from “Will robots replace me?” to “How soon will robots replace me?”
Many people are not thrilled by the anticipated robot takeover. Our concerns are particularly centered on the idea of creating something like us, with humanlike agency, that will take our steering wheels and harm us or our children. Headlines paint a dystopia of robot brothels and robot-run restaurants and hotels, a world where robots take all human jobs, and where our nannies and boyfriends are replaced by machines. In Mary Shelley’s story, Victor Frankenstein studies medicine in Ingolstadt and creates an autonomous, intelligent being that eventually turns against him. Along with the golem from Jewish folklore, Frankenstein’s monster is considered an early story about robotics, despite being published more than a century before the word “robot” was coined. Science fiction writer Isaac Asimov would later describe a negative public attitude toward robots as “the Frankenstein complex.” Today, a car manufacturer is grappling with a modern version of the narrative that originated in the same city, Ingolstadt, over two hundred years ago.
Is this fear justified? It certainly looks like we’re trying to replace people with machines. In the fall of the same year I went to Ingolstadt, October 2017, Saudi Arabia granted a realistic-looking humanoid robot named Sophia Saudi Arabian citizenship. The announcement caused an uproar. A robot was being granted rights in a country that had barely announced (and not yet implemented) women’s right to drive cars! I received a flurry of emails and phone calls, especially from reporters who wanted to explore whether robots deserved human rights. At this point, I was very pregnant and ignored most of them. I felt that “citizenship” for Sophia, a robot not nearly as advanced as people imagine, was basically a publicity stunt, but in usual fashion, when robots made the news, I received calls about the legal, social, and ethical issues involved. My own questions, however, centered on why this stunt generated so much attention in the first place.
My passion for robots and society goes back to when I was a law and economics grad student. While pursuing my studies, I met some students from robotics labs, started reading obscure robot ethics papers, and found myself arguing passionately with friends about robots, especially when I’d had a drink or two. I bought a baby dinosaur robot “pet” that I “adopted” (more on this in chapter 10). Thus began my pursuit of questions such as “What impact will increasing robotization have on society?” It was the beginning of a completely different academic career than I had ever imagined for myself. For over a decade now, I’ve worked side by side with roboticists and applied my legal and social sciences background to the technology. I’ve researched literature, delved into human psychology, done experiments, and had conversations with people all over the globe.
It’s clear to me that the idea of robots we are most familiar with comes from our science fiction. I’ve always loved science fiction. I grew up reading all the sci-fi I could find, from trashy pulp novels to great authors like Ursula Le Guin and Octavia Butler who opened my mind to new ways of thinking. But now that I work in robotics, I’ve also seen how our mainstream Western science-fictional portrayal of robots does the opposite. As technology critic Sara Watson points out, our stories, too often, compare robots to humans.
I believe that this human comparison limits us. It stirs confusion about the abilities of machines, stokes an exaggerated fear of losing human work, raises strange questions over how to assign responsibility for harm, and causes moral panic about our emotional attachments. But the main problem I have with our eagerness to compare robots to humans is that it gives rise to a false determinism. When we assume that robots will inevitably automate human jobs and replace friendships, we’re not thinking creatively about how we design and use the technology, and we don’t see the choices we have in shaping the broader systems around it.
This book offers a different analogy. It’s one we’re familiar with, and it’s one that changes our conversations in surprisingly significant ways. Throughout history, we’ve used animals for work, weaponry, and companionship. Like robots, animals can sense, make their own decisions, act on the world, and learn. And like robots, animals perceive and engage with the world differently than humans. That’s why, for millennia, we’ve relied on animals to help us do things we couldn’t do alone. In using these autonomous, sometimes unpredictable agents, we have not replaced, but rather supplemented, our own relationships and skills.
We’ve domesticated oxen to plow our fields and learned to ride horseback, extending ourselves and our societies in new ways physically and economically. We’ve created pigeon delivery systems, set loose flaming pigs to ward off elephant attacks, and trained dolphins to detect underwater mines. From the beginning of laws known to humankind, we’ve dealt with the question of responsibility when autonomous beasts cause harm, even putting animals themselves on trial for the crimes they committed. And we’ve also extended ourselves socially: throughout history, we’ve treated most animals as tools and products, but have also made some of them our friends.
Using animals to think about robots acknowledges our inherent tendency to project life onto this technology, something that has fascinated me for years. From the simple vacuum cleaner roaming around in our physical space, to dragonfly robots that flap their wings in a biologically realistic way, we respond viscerally to moving machines, even though we know that they aren’t alive.
In comparing robots to animals, I’m not arguing that they are the same. Animals are alive and can feel, while robots suffer no differently than a kitchen blender. Animals are often more limited than robots—I can train Fido to retrieve a ball, but not to vacuum a floor—but they can also handle unanticipated situations more easily than any machine. The point is that this thought exercise lets us step out of the human comparison we’re clinging to and imagine a different kind of agent.
In collecting some of the parallels in the past, present, and future of our relationships to both animals and robots, I’ve found that using animals to think through our most pressing concerns changes a lot of conversations. Just like animals, robots don’t need to be a one-to-one replacement for our jobs or relationships. Instead, robots can enable us to work and love in new ways. Using a different comparison lets us examine how we can leverage different types of intelligences and skills to invent new practices, find new solutions, and explore new types of relationships—rather than re-creating what we already have. Setting aside our moral panic also helps us see some of the actual ethical and political issues we will be facing as we begin to live alongside these machines, from nonlinear economic disruption to emotional coercion.
This book begins with a contemporary exploration of how we are integrating robots into our spaces and systems, drawing parallels to how we’ve used animals in the past. In this first part, “Work, Weaponry, Responsibility,” I pick up many familiar questions that are in the foreground of our conversations about the future: Will robots replace our jobs? Is artificial superintelligence a threat? How do we assign responsibility for unanticipated robot behavior? What I want to illustrate is how much our perception of robots as quasi-humans (falsely) shapes those conversations, and that using an animal analogy leads us down a new path, one that doesn’t force us to put productivity over humanity.
The second part of the book, “Companionship,” moves slightly further into the future and explores emerging developments in robot companions. Social robots, while not yet widespread, are on the rise. These robots can’t feel, but we feel for them, with people even mourning them when they “die.” Here, our history with companion animals demystifies the human-replacement stigma around our emotional connections to robots. Recognizing our ability to form relationships with a wide variety of “others” helps us set aside moral panic, but also reveals some unresolved challenges with privacy, bias, and economic incentives that we need to pay closer attention to as we move ahead.
The third and final part of this book, “Violence, Empathy, and Rights,” takes the animal analogy all the way into the very futuristic-sounding realm of robot rights. The humanlike machines in our science fiction stories have prompted conversations about our likely future treatment of robots. But looking at the convoluted path of Western animal rights provides a different prediction for how a robot rights movement would play out. Our history of relating to nonhumans shines a harsh and insightful light on how we choose which lives have value, revealing a new understanding of how we relate—not just to nonhumans but also to each other.
Historians and sociologists have long used animals to think about what it means to be human, but animals also have a lot to teach us about our relationship with robots. The robotic technologies that are increasingly woven into the fabric of our daily lives bring questions and choices that we, as societies, will face. This book is a compilation of those questions, those choices, gleaned from the fields of technology, law, psychology, and ethics, and set against a backdrop of our historical relationship with nonhumans, to try and make sense of what a future with this new breed means for us, and how we can shape it.
“Never ask a roboticist what a robot is.”
—Illah Nourbakhsh, a roboticist
Here’s a surprisingly tricky question that I get a lot: what is a robot?
We all sort of know what a robot is: the metal Maschinenmensch from the 1920s science fiction classic Metropolis; Rosie from The Jetsons; and beloved Star Wars heroes R2-D2 and C-3PO. My toddler gleefully exclaims “beep boop” upon encountering a robot, like the vintage metal windup toy in his grandfather’s office and the robot vacuum cleaner that roams our floor. But he also says “beep boop” to our office printer when it lights up and spits out pieces of paper, and he doesn’t think that our computers are robots. The lines that adults draw aren’t any less arbitrary. When digital rights expert Camille François and I ran a workshop with a fairly tech-savvy group of colleagues, they struggled to define the term and identify which of their household devices was a robot. Is it a machine that can perform tasks on its own? The dishwasher can do that, and so can a desktop computer, but people hesitated to put them in the robot category on our whiteboard.
Our colleagues weren’t being ignorant: the definition of robot is elusive. Coined in 1920 by Karel Čapek, the term “robot” (robota = forced labor in Czech) originates from his play titled R.U.R. (Rossum’s Universal Robots), a story about the exploitation of artificial people who are put to work as “robots” in factories and eventually rise up against their makers. Early on, we started to use “robot” to refer to technologies that replaced humans with machines, applying the term to anything from gyrocompasses to vending machines. Some people say that the definition of a robot is simply a machine that’s new and unfamiliar to the general public, and that these robots become “dishwashers” and “automatic thermostats” once the novelty wears off.
Asking roboticists for a concrete definition doesn’t help very much, either. Their answers tend to be more technical and narrowly defined, but still leave plenty of fuzzy edges. Most of them agree that a robot needs a body. Artificial intelligence has been a hot topic of discussion for the past few years, but this book is mainly about physical robots for reasons I’ll elaborate on in chapter 4—their embodiment has some pretty unique effects.
Some roboticists say that a robot is a constructed system with mental and physical agency that’s not “alive” in the biological sense. Others use a paradigm called “sense, think, act,” which describes machines that can sense, make autonomous decisions, and act on their physical environments. This sounds pretty good, but it gets tricky when drilling down on what terms like “act” mean exactly. My smartphone has sensors, can make decisions, and act on its environment (by making sounds, displaying light, vibrating, etc.), yet many roboticists don’t believe a smartphone is a robot.
Without a concise definition, how can anyone even begin to write a book about robots? I asked one of my most respected friends and mentors, law professor Jamie Boyle, and he responded: “If anyone insists you give them an essential definition of a robot, you tell them, ‘Definitions don’t work the way you think they do, dumbass’” (the latter word presumably being a term of art in the law). The idea that there could be a definition of anything is a philosophical mistake. Our language is community- and context-specific, something that University of Washington researchers Meg Young and Ryan Calo have demonstrated in the case of “robot”: how you define it depends on the field you’re in. And that’s fine. In fact, the very purpose of this book is to challenge a singular view of robots.
The reason this challenge to our thinking is so important is that robots are unique in a specific way: unlike other new technologies, like a cryptocurrency that people may struggle to picture in their minds, we all have a vivid image of what a robot is. It’s an image that’s heavily influenced by science fiction and pop culture. This book questions that image, of robots as quasi-humans, and shows that it seeps into how we design and integrate real robots in our world. A lot of the framing here applies to our thinking on artificial intelligence more broadly. At the same time, the ideas here don’t apply to every single physical device that could technically be defined as a robot. Instead of establishing perfect definitions and rules that universally apply to all thinking machines, this book encourages us to stretch our minds and question our underlying assumptions.
This exercise begins in Part I in the workplace, where we should be thinking of robots not as our replacements, but more creatively: as a partner in what we’re trying to achieve.
WORK, WEAPONRY, RESPONSIBILITY
WORKERS TRAINED AND ENGINEERED
[Content warning for this chapter: animal cruelty]
“We have used pigeons, not because the pigeon is an intelligent bird, but because it is a practical one and can be made into a machine, from all practical points of view.”
—B. F. Skinner
One of the most enjoyable experiences in Claire Spottiswoode’s life was the first time she walked through the woods, letting a little bird lead her to honey. Spottiswoode is a zoologist at the University of Cambridge and the University of Cape Town. She’s done extensive field research in the savannas of southern Africa, learning how the Yao villagers communicate with a bird called the honeyguide.
The honeyguide is one of the few avians that can digest wax. To access their food of choice, they have evolved to attract the attention of humans, then lead them to beehives. Once people have harvested the sweet, golden honey, the honeyguide gobbles up the exposed comb and grubs. The birds and humans form a perfect team: the honeyguides are far better at finding beehives, which are often located high in the trees, but they need human help to open them.
The honeyguide-human collaboration goes back to at least the 1500s, but some zoologists think that we’ve searched for beehives together for closer to 1.9 million years. Honeyguides aren’t the only animals that we’ve partnered with—we’ve harnessed animals’ unique skills to help us with tasks for millennia. Some, like the honeyguide, have evolved in a way that happens to be useful to people, and others have been intentionally domesticated and bred to live and work with us, their entire genetic lineages changed in the process.
The reason we’ve partnered with animals is not because they do what humans do. We’ve partnered with them because their skills are different from ours, and because we have much more to gain from combining their strengths with our own. In the same way, technology can and should be a supplement to our own abilities, a way to find the honey we could never reach alone. But this is not how we currently think about robots.
One muggy midsummer day, I stood outside the Baltimore/Washington airport and summoned a ride from the Lyft app on my phone. An older-generation red Prius pulled up nearly immediately and I slid into the back seat, relieved that, despite my delayed flight, I was going to make it to my destination with a few minutes to spare. We cruised down the highway toward Baltimore. My driver, Debbie, was listening to an R&B station, but turned down the volume once the music switched to advertisements so that we could chat. When I told her what I did, she asked the question I’ve discussed with nearly every driver I’ve taken a ride with in countless cities and countries over the past ten years: “How long will it take before I’m replaced by a robot?” We spent the next twenty minutes talking about robots and jobs. Debbie, who was close to retirement age, said that she had heard on the news that all human work would be replaced by robots. She was hopeful she could drive for a few more years and retire before it happened, but she was worried for her grandchildren. Suddenly, Debbie realized that the navigation system had failed and we had gone fifteen minutes out of our way. I wound up being late for my panel, but I was glad that Debbie and I had time to chat.
With a big surge of interest in artificial intelligence and robotics in the past few years, the press is eagerly speculating about our future with robots, with headlines like “Will Robots Steal Your Job?,” “The Robots Are Coming, Prepare for Trouble,” and “Welcome, Robot Overlords. Please Don’t Fire Us?” In 2013, a widely promoted University of Oxford study predicted that almost half of all employment in the United States was at high risk of being replaced by robots and AI within ten to twenty years, and others have predicted even greater vulnerability. Technology is advancing at a breathtaking pace, they say. And robots, the story goes, will soon be able to do everything that humans do, while never tiring, never complaining, and working twenty-four hours a day. A 2017 Pew Research study showed that 77 percent of Americans think that during their lifetime, robots and AI will be able to do many of the jobs currently done by humans. According to Pew surveyor Aaron Smith, most people “are not incredibly excited about machines taking over those responsibilities.”
Not only are we on the cusp of the robot job takeover, say the headlines; some believe the robots will take over more than our jobs. Artificial intelligence, they claim, is on the threshold of outsmarting us. Respected thinkers have raised concerns about artificial superintelligence, predicting that robots could outpace human intelligence and wreak havoc on the world. From Stephen Hawking to Elon Musk, these high-profile individuals have sounded the alarm on what they view as the greatest threat to humanity, fanning the flames of latent fears. It’s easy for people to get on board with the robot takeover narrative, at least in the West. After all, most of our mainstream science-fictional portrayal of robots has been around precisely this topic, from 2001: A Space Odyssey to Ex Machina.
New technologies often inspire concern, but perhaps not quite in the same way as robots. According to tech philosophy and ethics scholars Peter Asaro and Wendell Wallach, our robot narratives throughout history are about good robots turning evil, either turning against their genius creators, like Frankenstein’s monster, or turning against human civilization at large. Is this because robots inherently pose this threat? It’s worth noting that this fear seems culturally specific. Karel Čapek’s famous 1920s play about the uprising of robot factory workers was performed in both Western countries and Japan. But while the West embraced its negative messages in our robot narratives, Japan gravitated toward friendlier robot portrayals in popular culture, like the famous cartoon Astro Boy. In the 1960s, Japan began to view robots as a potential driver of productivity and growth, and when robotics played a big role in Japan’s economic revival, it inspired a positive image of robots as nonthreatening and helpful to humans.
Many of my colleagues in robotics are weary of the Western trope that the robots will take all the jobs and become our overlords. The news media often reports on their work in ways that are clickbaity and alarmist, complete with an obligatory picture of the Terminator. I’ve heard curse words directed at the public intellectuals who extol the dangers of robot takeovers, and complaints that the big-name alarmists are mostly physicists, philosophers, and CEOs who don’t have in-depth knowledge of artificial intelligence or robotics. But the Cassandras tend to shoot back that the people who actually work in the field aren’t the best judges of broader trends. One night at a conference, I watched Sam Harris, a writer and philosopher with a degree in neuroscience, get on a small stage in front of about a hundred roboticists from some of the top research centers in the world and argue that artificial superintelligence was a significant and likely danger to humanity, and that the technologists who disagreed weren’t able to see the forest from their position among the trees. The ensuing uproar was monumental.
I was still thinking about his words the next day, as I rested my head against the back of my seat in a fancy black car driving smoothly down the empty early morning highway toward the airport. “What do you think about self-driving cars?” I asked the young, clean-shaven driver in a black suit and tie. He kept his eyes on the road. He told me that he had gone through a year of training to be a professional black-car driver, a lot of which was about more than just driving. He said he was trained to handle unanticipated situations, like protecting his passengers from attacks or violence, and that, if we got into an accident, his first aid skills could save my life. He asked me, solemnly: “Can a robot car do CPR?”
DIRTY, DULL, DANGEROUS
It’s not that robots aren’t capable or smart—like animals, their physical and sensory abilities are often better than ours. But before I get into the animal world, I want to put the current state of robotics into perspective. Because it’s important to understand that robot abilities differ from human abilities in significant ways.
The first practical robot we put to work was a robotic arm called Unimate. Devised by inventor George Devol in the 1950s, Unimate was set up at General Motors in New Jersey to maneuver the blistering hot die-cast car parts that were dangerous for workers to handle. This factory arm was the ancestor of industrial robotics, the technology still used in manufacturing today, and it defined how we would come to view the function of robots in industrial settings.
Robots have classically been delegated jobs that qualify as one of the three Ds: tasks that are dirty, dull, or dangerous for humans. Industrial robots like Unimate ushered in a shift toward automating certain tasks that were high risk or required repetitive grunt work. The machines were accurate, and incredibly strong. Robots could do heavy lifting and take over difficult work in areas with toxic fumes or other health hazards. But they were also fairly crude and limited to very specific tasks, and they themselves were dangerous machinery to be around, necessitating cages and other safety measures to keep humans away.
After the success of welding car parts, the market for industrial robots exploded, as did innovation around what else we could use robots to do. Companies started exploring using industrial robots for tasks like packaging, palletizing, basic transport, and loading. Farming industries also got in on the action. On today’s farms, agriculture robots spray crops, plant seeds, pull weeds, and even deal with the delicate job of picking fruit. After robots permeated our industrial world, it wasn’t long before they made their way into other workplaces.
Figures from George Devol’s patent on the first robot arm, filed in 1954
Straight out of high school, I wanted to work in software development. I interned with a Swiss company, at the time the main IT services arm of a bank, and was delighted with how much the experience matched every pop culture parody of corporate office life. There were lots of lunches and coffee breaks. Nobody seemed to be able to properly explain what the company did, or how their role fit into its larger mission. But my favorite part was the robot. The company had invested in a modern art piece: a robotic office copy machine that was designed to wander the halls, randomly creating and spitting out copies of nothing. I only got to see it once, because, sadly, it wasn’t able to recognize stairs and eventually fell down them.
Having a robot in the office was a novelty, but not completely new: beginning in the 1970s, mail delivery robots called mailmobiles were used in office buildings, the first one in Chicago’s Sears Tower. The 600-pound, 4 × 6 × 2–foot rectangular robots would move slowly through the halls, ringing a bell as they read barcodes on the floor so that people knew to come collect their mail. (Many FBI offices also used them, as some will recognize from the TV show The Americans.) These robots, which weren’t phased out until 2016, would beep to alert staffers to their presence, but would often run into people or pin them against the wall. They would get stuck, bump into things, and needed frequent repair.
The technology has improved since the 1970s. Delivery carts shaped like rectangular boxes rumble around hospitals, bringing medicine and other items from room to room. Some hotels have room service robots that can deliver meals, ice, and other necessities to hotel guests, allowing for greater privacy. These robots are able to navigate fairly well-defined spaces and avoid obstacles, stopping or going around people and things instead of bumping into them.
Nowadays, the applications for robots go beyond the three Ds. Robots don’t just hold that blistering hot factory part or drill. They are entering our workplaces, households, and public spaces. After the long-unfulfilled promise of widespread robot lawn mowers in the late 1960s, robots are now able to help homeowners cut lawns, as well as vacuum and mop their floors. The machines perform laparoscopic surgery and assist with bone implants, take inventory in stores, and dispense medication in pharmacies. Security robots patrol parking lots, and our military weapons can aim themselves. We’re robotizing cars, ships, trucks, planes, trains, and submarines. We already have robots that can drive, mix cocktails, milk cows, and hit ten out of ten free throws. But even though it seems that we’re about to be made obsolete, we tend to underestimate our comparative advantages as humans.
Two hospital delivery robots whose sexy nurse names, Roxie and Lola, made me roll my eyes so hard they almost fell out (2012)
HUMANS ARE UNDERRATED
When I first set foot on MIT’s campus in 2011, I was eager to see the cutting-edge work being done in robotics. It was fall, and people had returned from summer break ready to do research and present their work. But while everyone was happy to tell me what experiments they were running and explain all the technology they were using, my requests to see demos were mostly denied. “We can only turn this robot on for testing,” they would say, or “these are all broken right now, but we can show you a video.” Some of the more well-known robots that I had been excited to finally see in person had been out of order for so long that the only graduate students who knew how to repair them had long left the Institute, taking their knowledge with them. While industrial factory arms and newer commercial robots are more robust, this sobering vision of robotics at MIT isn’t uncommon.
It’s no wonder my colleagues, who work for months to get a simple demo to function, roll their eyes at the worry that robots will replace us. The reality is that we are in the process of creating a huge range of different types of robots. These robots, while a far cry from our science-fictional depictions of machines, have a lot of strengths. But they also have limitations.
In January 2019, a dam at a mine in Brumadinho, Brazil, collapsed, releasing a mudflow that poured through the facility and surrounding area, killing 270 people. Mining, still a necessity in most countries, is one of the most dangerous jobs in the world, according to the International Labour Organization, but this is gradually changing as more companies recruit robots to help. From executing drilling plans to detecting gas leaks to removing loose rock that could pose a hazard, autonomous and semiautonomous technology is able to take on some of the risky business of mining. In Pilbara, a sparsely populated area in Western Australia, driverless robot trucks carry iron ore across the deep red sand plains. The trucks belong to Rio Tinto, the second-largest mining company in the world (probably better known for their destruction of an ancient indigenous site in 2020). The company signed a deal to expand its fleet and have 130 of the enormous, autonomous transporters at work by 2021.
Though the machines in Pilbara look like they’re operating all on their own, Rio Tinto actually just shifted the human work to Perth, Australia, nearly one thousand miles south of the mines, where a team of people coordinates and monitors the robots from an air-conditioned control center. Shaniel Davrajh, a principal engineer at the Council for Scientific and Industrial Research (CSIR) in South Africa, admits there is no “silver bullet” to replace people in mining. The most promising path is to incrementally create tools that help the miners themselves work more safely and efficiently. While these developments may change the staffing needs in mining companies, they also dramatically improve working conditions in a dangerous and historically exploitative industry.
Even in the world of dirty, dull, and dangerous, where the ideal seems like it would be to replace the human, what often happens is that robots move the human to a cleaner or safer position. For example, robots have been used for explosive ordnance disposal for decades, defusing bombs and detecting land mines. Working with a partly autonomous tool lets people stay out of harm’s way while evaluating the situation and context (more on these robots in chapter 6).
The mining truck operation is similar to the US military’s Predator drones, which are flown by people sitting thousands of miles away. Semiautonomous piloting isn’t very new; we’ve long automated large parts of flying commercial aircraft. But despite having automated technology in our planes for decades, we still put pilots in the cockpit. Even though today’s robots have autonomous capabilities and can be sent on missions by themselves, they almost always have a human operator in the loop. This helps compensate for the fact that our robots are far from being able to do it all on their own, but it’s also often a better arrangement than replacing humans.
People are more talented than we give them credit for. Despite our imminent future of self-driving cars, my Baltimore driver Debbie still has a lot of time if she wants to retire late. Even for the mapped-out and highly traffic-rule-oriented environment of a street, we overestimate how soon human drivers can be made completely obsolete. Self-driving cars are being tested, but are still elusive, as programmers struggle to account for the extremely long tail of rare and unexpected occurrences on roads, from chipmunks to plastic bags. There are many things that can happen, even on a quiet street, all different things and all unlikely, but so many of them that they’re nearly impossible to avoid in aggregate. Drivers in Boston, Massachusetts, are called Massholes for their unpredictable, erratic, and extremely aggressive behavior, and navigating Boston driving is a cakewalk compared to the traffic of Mumbai.
Today, little robots roll around the sidewalks of the Bay Area in California to deliver food. But unlike a hotel delivery robot that has a very well-defined environment, these robots aren’t able to manage the city streets on their own, so they are remote-controlled by humans. Another Bay Area–based robotics company recently announced preorders for a robot “that can do a variety of household chores along with washing, drying, and putting away the dishes.” The headlines don’t reveal that the robot is driven remotely by human operators, who perform the tasks via cameras that let them see what they’re doing. The company claims that the robots will learn to do more by themselves over time, making the human operators “less needed,” but that’s quite a stretch.
Robots aren’t good at handling navigation in complex areas with a high number of unanticipated occurrences. In spaces where things are more predictable, say, warehouses where the robots can follow markers on the floor, or a trucking highway in the middle of a desert, autonomous vehicles show great promise. Still, a complete handoff is rare for a reason: robots don’t always do so well when left completely to their own devices.
Elon Musk, CEO of electric vehicle company Tesla, had long argued that we should embrace technology in order to do away with human workers in industry. But when he decided to create a completely autonomous assembly line in his Silicon Valley factory, he ended up in what he described as “manufacturing hell.” Musk had promised to produce five thousand Model 3 electric cars per week in 2018, but Tesla couldn’t even make half of them. What went wrong?
According to analysts, the robots, while able to work consistently and precisely, weren’t able to recognize the litany of minor defects that can happen during the manufacturing process—slightly crooked parts, for example—leading to problems down the line. Human workers have the flexibility needed to recognize and correct for unexpected errors in the assembly process, which is particularly crucial during the final assembly of a car. In fact, other car manufacturers like GM, Fiat, and Volkswagen, had all previously tried—and failed—to automate final assembly. The analysts concluded that “automation simply can’t deal with the complexity, inconsistencies, variation and ‘things gone wrong’ that humans can.” Musk had to acknowledge that his goal of complete automation wasn’t achievable. On April 13, 2018, he tweeted that human workers were underrated.
Today, there are robots in research labs all across the world that come in all shapes and sizes. Their capabilities are varied, and their uses are broad. The technology already permeates industries like factories, farming, mining, and sea and space exploration, and robots are increasingly appearing in our homes and healthcare facilities. But the skills and abilities of these robots are vastly different than our science fiction visions, and that’s largely because artificial intelligence is not like human intelligence.
While robotics is progressing, it’s noteworthy that we’ve been developing and using factory robots for half a century yet haven’t managed to fully automate the production process. This is because robots are very good at doing focused, well-defined tasks but don’t understand context and can’t handle new situations. A robot built for welding can’t task switch to picking up a loose part that falls on the floor elsewhere, something its human coworkers can do effortlessly. Our advancements in artificial intelligence, as amazing as they are, haven’t gotten anywhere near understanding how to create the adaptable, flexible general intelligence that a human, even a toddler, has.
Many years ago, a friend invited me to a costume fundraiser. When I got there, she told me that she had also invited her neighbor, an individual named Rodney Brooks. I stood near the door in my dinosaur costume all evening, eager to meet him. Finally, a sixty-year-old man arrived at the door, and I recognized his swoops of wavy hair. I quickly blurted out my planned line, “Wow, you’re dressed like Rod Brooks!” Confused, he politely asked me whether we knew each other. “No,” I said, “but you’re famous,” and then I just stared at him. He told me he lived next door. “I know!” I said excitedly. Our hostess interrupted us, and I fled, spending the rest of the night in post-social self-recrimination. The following year, I saw Brooks at a conference. “Please don’t remember me, please don’t remember me” pleaded the voice in my head, as I saw him walking toward me. “Aren’t you the lady who was wearing a dinosaur costume?” he asked.
Why was I so starstruck to meet my friend’s neighbor? Because if anyone knows robots, it’s Rodney Allen Brooks. He revolutionized the field in the late 1980s by demonstrating that robot intelligence didn’t need to be made of abstract mathematical models. Instead, he argued that robots could explore the world using their senses, like animals, and process the data they collected. Brooks built countless robots, directed the Artificial Intelligence Lab at MIT for a decade, and cofounded the robotics company iRobot. (He’s also championed women in robotics, with many of his former students becoming robotics legends themselves, including iRobot cofounder Helen Greiner, Google X cofounder Yoky Matsuoka, and MIT professor Cynthia Breazeal.)
Brooks isn’t what anyone could call a technophobe—he believes that robotic technology is incredibly useful and has dedicated much of his life and career to proving that. But again and again he’s criticized the persistent belief that, because a robot is good at doing one thing, it is smart enough to do other things. And he’s experienced firsthand the challenges of getting robots operational enough to perform one task well. As Musk learned the hard way, we tend to underestimate the difficulty of automating most processes. A robot, says Brooks, is incredibly narrow in what it can do. The idea that this will somehow dramatically change anytime soon is faith-based, not science.
Brooks believes that robots aren’t anywhere close to replacing us, but can be effective collaborators, so he founded a company to build robots that work together with humans. Rethink Robotics didn’t survive, but the field of collaborative robots did. Today, companies and research groups are developing robots that work in industrial settings like factories but are safe enough to interact with human workers, because that interaction is the real future.
It’s clear we haven’t been able to reach the goal of replacing people, but it’s also questionable whether that’s the ideal goal. In most cases, the outcomes are better when robots work with people. In well-defined spaces, like rows of crops, robots are able to take on more of the work. In other areas, like delivering a hamburger in San Francisco, they need a ton of human help to deal with the unexpected. Rather than viewing these limitations as a tricky phase on the way to human replacement, we should stop and ask why we are trying to re-create human skills at all. Why are we trying to replicate something we already have?
The more fruitful path is to explore what else we can come up with. Where robots truly shine isn’t in replacing the college student who delivers pizza. They’re most powerful when their form and function enable them to help us with things we can’t do very well ourselves, or even at all. It’s here that animals provide a better framework for examining our relationship with robots. That a human-robot tandem is the actual ideal becomes clear when we look at how robots, like animals, can supplement human abilities.
Throughout history, we’ve drawn on animal skills for many purposes. We’ve used animals in transportation, hauling, discovery, espionage, communications, and even as weaponry. As we’ve recruited animals for an increasingly broad array of jobs, we’ve drawn on a wide range of strength, speed, physical forms, and senses that each supplement our own abilities. Along the same lines, robots and their unique abilities can open even more doors, the most important of which will require us to join forces and combine our respective talents.
EARLY PARTNERSHIPS
The first domesticated animal in history was the dog. Descended from wolves, dogs were the first creatures we partnered with to achieve our goals. Early on, they helped humans hunt, pulled sleds, were used as a source of food, and eventually became our companions. Similarly, cats were initially domesticated as hunters, helping us to catch the rodents that were getting into our food sources. The Roman army lugged cats with them on their travels to guard their grain. Today, a lot of our cats play with $7 rubber mouse toys instead of working to keep our homes vermin-free. I’ll talk about dogs and cats in more detail in chapter 5. Although dogs were the first, they arguably weren’t the most impactful type of animal domestication. While it was helpful to find hunting partners in dogs and cats, the real shifts in the meaning and transformative power of animals happened once animals enabled farming and transportation, changing our landscapes and societal structures in fundamental ways.
Arguably the most important domesticated animal in the world is the ox, a plow-pulling, load-bearing grunt worker of a beast. Descended from aurochs—wild oxen, six feet tall at the shoulder, whose tanklike bodies and massive horns appear in cave art throughout Europe, Asia, and North Africa dating back 2 million years—modern-day domesticated oxen changed the game for Mesopotamians. Appearing around the fourth or fifth millennium BCE, domesticated oxen replaced the hoes, sticks, sweat, and muscle that earlier farmers used to plow the earth. (The origin of the measurement unit “acre” is the amount of land an ox can plow in a day.)
This refrain plays on repeat in societies throughout history and across the world as animals ranging from llamas to reindeer have found themselves hauling our gear and transporting us from one place to another. On our honeymoon, my husband, Greg, and I drove through the middle of Australia, from south to north, following the route of the original Ghan railway. The empty expanse of the Australian desert is impressive. We had to pack gallons of water and canisters of gas in our off-road truck to make sure we could make it to the next roadhouse, the small stations where truckers fill their tanks and eat a hamburger or a toastie (a type of grilled cheese, in this case with meat fillings because vegetables were nearly nonexistent). Given the massive distances and endless empty space along our route, people would never have been able to traverse the country, let alone build a railway in 1878, without some serious nonhuman help.
The Ghan railway, originally called the Afghan Express, was named after the Afghan camel drivers who first crossed through the center of Australia in the nineteenth century. Contrary to what I learned as a child, camels do not store water in their humps, at least not directly. Their humps store fatty tissue, which produces water when metabolized. This lets them go as many as ten days without water, even in the heat of a desert. Camels are also sturdy enough to survive fluctuations in temperature that would kill other animals. Their wide “toes” (part of their hooves) are ideal for traveling on sand. Once we domesticated this magnificently resilient humped creature, we could connect entire continents together, creating inroads from Africa to Asia to Europe.
Plowing with a yoke of horned cattle in ancient Egypt, ca. 1200 BCE
We’ve also benefited from having a wide variety of different animal superpowers to choose from. Donkeys have a bad reputation for being stubborn, but they are also resilient, so they’ve accompanied eastern Mediterranean traders and travelers, hauled loads for construction in Greece, and were industrially bred by the Romans as work and draft animals. And then of course, there were horses, which were much faster than some of our other draft animals, allowing us to go farther where we had flat surfaces. Long before we had steam-powered vehicles, let alone semiautonomous cars, we hitched horses to carriages and moved around our world in completely different ways.
Like the remote mining trucks that carry ore in Australia, human-animal teams have long allowed for more efficient forms of transport. In fact, before we had robots to help us in mining, we used pit ponies (actual ponies but also other small and sturdy pack animals in mines) as the original autonomous ore haulers. Pit ponies pulled carts of materials through and around mines up until as late as 1999.
Lionel Walter Rothschild drives a zebra carriage in London (1895). Zebras are aggressive and very difficult to tame.
Beyond these early partnerships in farming and transport, there are numerous other ways that we’ve used animals to do things for us in our skies, seas, and gutters, from ancient times to the present day. And, as much of the following collection of examples shows, many of these uses have parallels to the current and future applications for robots. (If you’re already convinced and have no interest in this smorgasbord of animal and robot stories, feel free to skip ahead to chapter 2 but note that you will miss out on the killer dolphins.)
THE ORIGINAL AUTONOMOUS WEAPONRY
Like robots, we’ve often drawn on animals for jobs that are dangerous, tasking them with everything from medical testing to space exploration. In 1957, the Soviet Union put Laika the dog on their Sputnik 2 rocket, to see what would happen. Laika was preceded by fruit flies, which the Americans shot into space in 1947, and a rhesus monkey named Albert, who blasted off in 1948. Only the fruit flies survived their adventure. Since then, numerous animals have gone to space. But speaking of dangerous jobs, we’ve shot animals not just into orbit—they have also served as our weapons, sometimes in very similar ways to how we use robotic technology in war.
In his book Wired for War, political scientist and twenty-first-century warfare specialist P. W. Singer details our technological progression from land mines, remote-controlled tractors, and boats carrying thousands of pounds of explosives, to smart bombs like cruise missiles that can guide themselves with target recognition software. We’ve used guns that can find and take out incoming rockets or artillery, and we’re developing remote-controlled ground robots that can carry a machine gun and four grenade launchers, as well as help guide their human operators in aiming at targets. Today, some experts are concerned about the use of autonomous or semiautonomous machines in warfare, and for good reason. But long before we had these semiautonomous weapons made of wires and metal, we used autonomous weapons made of fur, feather, and bone.
When the Greek Megarians were attacked by Indian war elephants around 270 BCE, they set flaming pigs loose to terrify the giant yet skittish gray beasts. According to historian Adrienne Mayor, using animals as “biological weapons” in war was risky because their behavior was both unpredictable and uncontrollable. But that didn’t stop ancient armies from using everything from stampeding cattle and elephants to bee and scorpion bombs.
In ancient times, dogs were trained to attack both people and horses in combat. The Romans even gave their war dogs armor and spikes. In World War I, a few countries had canine corps, but the American military’s only use of dogs was some huskies in Alaska. This changed in World War II, when the United States started making more extensive use of dog soldiers. The American dogs started out guarding domestic facilities, but when a civilian organization called Dogs for Defense began to call for people to donate their dogs to the war effort, effectively drumming up 19,000 puppy recruits, the military began to train them for a wider range of hunting, guarding, and sniffing services and officially started the War Dog Program.
Dogs have even been used as living bombs, to mixed effect. Declassified documents show that the US military strapped explosives to dogs in World War II, but the most infamous use of dogs as bombs is the failed Soviet anti-tank dog attempt in the 1930s. The dogs were initially taught to place bombs underneath tanks and then return to their handlers, but when this turned out to be too complicated, the Soviets trained them for suicide missions. Unfortunately, because they made the mistake of having the dogs practice on their own tanks, it meant that, come crunch time, some of the dogs dutifully took out Soviet tanks instead of German targets. Unable to practice under real battle conditions, some dogs were startled by the sudden sound of gunshots and raced back to their handlers, live explosives and all.
The anti-tank dogs illustrate that autonomous weapons aren’t new, and also that caution is warranted, because it can be hard to anticipate every possible outcome. Animals and robots can fly, swim, and sneak around on our behalf, but their unpredictable behavior means that using them isn’t always easy. The CIA tried to get cats to serve as Kremlin and Soviet embassy spies in the 1960s, going so far as to implant microphones and radio transmitters into their bodies, but apparently the felines were too distractible (or didn’t care enough) to successfully perform secret agent missions. This feline failure hasn’t stopped us from continuously experimenting with autonomous animal weapons, the attempt to create a “bat bomb” being another infamous example.
United States Coast Guard dog, WWII
During World War II, before automatic guided missiles were invented, the US Army started testing bomb casings that could hold a thousand bats. The idea was to strap incendiary devices onto each individual bat, and then release the “bat bombs” over cities in Japan, where they would flutter around and settle on wooden roofs and buildings, burning the infrastructure to the ground with thousands of fires. In 1943, after spending over $2 million and testing six thousand bats, the army had only managed to get the bats to set a few things on fire, their own airfield hangar being one. The program was soon abandoned.
Another abandoned World War II autonomous weapon system was “Project Pigeon.” Notorious psychologist B. F. Skinner convinced the American National Defense Research Committee to give him $25,000 to test a pigeon-driven missile system. His plan was fourfold. Step one: Train pigeons to recognize and peck at an image of an aerial target. Step two: Strap them facedown into a bomb built with special outward facing lenses that could project an image of the outside world near the pigeons’ beaks. Step 3: Attach directional sensors to the bottom of each plate, and connect them to the bomb’s fins. Step 4: The bomb drops, the pigeons peck at the plate when the targeted image comes into view, and the fins steadily guide the bomb in the direction of the pecks. (To reduce error, each bomb had space for three trained birds.) Skinner debuted the system to mixed reviews from military researchers, and the program was canceled. Shortly afterward, a research group developed the “Bat” bomb, this time using animals as an inspiration only. They equipped a missile with echolocation abilities, and it became the first autonomously guided bomb used in war. While our technologies differ from animals in many ways, the parallels in how we use them as extensions of our abilities (for better or worse) are stark.
THE ORIGINAL DRONES
Drones, more accurately known as UAVs (uncrewed aerial vehicles), were originally developed for surveillance and discovery, able to capture broad aerial imagery on behalf of those on the ground. They are used in war to shoot missiles, but recreational, commercial, and research UAVs now vastly outnumber military UAVs, helping us with search and discovery, data collection, infrastructure inspection, and delivery.
Having eyes in the sky is useful to us, as is the ability to deliver objects by air. When lifeguards in Lennox Head, Australia, were in a training session to learn how to operate a new drone called the Little Ripper, they received a call that two swimmers were struggling in powerful, nearly ten-foot waves far from shore. The lifeguard who was test piloting the drone took action: he located them with the Little Ripper, and the drone dropped its rescue flotation device into the water. The swimmers were saved, and faster than the lifeguards themselves would have been able to rescue them.
Amazon has announced large investments in a future of drone product delivery, with the promise of getting packages to consumers within thirty minutes. This announcement has been mocked by some of my colleagues, who imagine the drones trying to navigate landing in cities, or getting tangled in power lines, shot with rifles, chased by dogs, and injuring people when they malfunction and fall from the sky. But UAV delivery is not an impossible proposition. While it may not be able to happen in New York City yet, drones are already starting to become a useful resource in remote and difficult-to-access areas that need critical health supplies.
Our ability to see and deliver things by air also has a long history. In 1907, a German pharmacist named Julius Neubronner was using pigeons to deliver medicine, just like we’re beginning to do with drones today. In experimenting with various forms of pigeon transport, Neubronner also invented a pigeon-operated camera that could take photos while the bird was in flight. Before we ever dreamed of being able to order a quadcopter UAV on the internet for our aerial photography hobbies, the CIA started putting spy cameras on pigeons. And long before that, pigeons were in widespread use for another purpose: transporting messages.
The Persians and Egyptians used pigeons to carry messages as early as the sixth century BCE, and the pigeon has held this role in communications from then until recent history. Before we had radios, carrier pigeons delivered reports on the news, sports races, and other events, and they were even formally used as mail services.
When Paris was under siege in 1870–71, with all communication lines cut, it enacted its fallback plan: using a pigeon post system to bring in messages from outside the city. (The problem with pigeons is that they only work in one direction, so the Parisians had to fly the pigeons back out of the city by hot air balloon.) The Prussians responded by using hawks to try to catch the pigeons, but because messages were sent in multiple copies, they couldn’t halt all pigeon communication.
The pigeon isn’t the only bird that helped with siege deliveries. During the Spanish Civil War in the 1930s, Captain Cortés’s guards were under siege in the monastery Santa María de la Cabeza and in need of supplies. Nationalist pilots dropped live turkeys out of aircraft as “parachutes.” The turkeys delivered the supplies into the monastery by flapping their wings to slow their heavily loaded descent until they reached the ground (where they themselves became part of the food delivery).
The original aerial photography UAVs (1909)
Following the Prussians’ example in the Paris siege, some countries attempted to train falcons to take out wartime messenger pigeons, and the Chinese responded by outfitting their pigeons with bells to scare away birds of prey. Today, using birds is still a tempting option, as the French air force and Dutch police forces are experimenting with training eagles and other birds of prey to hunt down and neutralize small drones.
Delivery by air, rather than a new invention, has been a vital part of our history. Hundreds of thousands of pigeons delivered messages during the First World War. In World War II, British forces came up with a plan called Operation Columba, for which they started to air-drop boxes of homing pigeons into German-occupied territory, with the idea that members of the civilian resistance could send the pigeons back with intelligence information. The Germans responded by air-dropping their own pigeons and pretending that they came from the Brits, asking for the names of local allies. Shortly after this pigeon fiasco, the birds performed a crucial function during the D-Day invasion of Normandy, when they delivered the Allied forces’ messages about the progression of the operation.
THE ORIGINAL BODY EXTENSIONS
One of the huge benefits of animals and robots is that they come in many different sizes, shapes, and forms, allowing us to literally extend our own physical embodiment. Robots, like animals, are useful in getting to places we can’t get to on our own, like the skies, the surface of Mars, nuclear or earthquake disaster zones, or seas too rough for humans. But using animals as extensions of ourselves has been useful not just in places we couldn’t travel to on our own, but also places that our body shapes can’t access—narrow spaces, like sewers, gutters, and pipes. The ferret is an adorable example of using animals to do things we can’t. In ancient times, and in a few places to this day, the slender, curious animal was put down rabbit holes to scare out the bunnies.
In the United Kingdom, ferrets—a group of which is literally called a “business”—help humans locate breaks in underground pipes and thread electrical cables through intact pipes meters below the Earth’s surface. In the 1970s, physicists at the National Accelerator Lab (now Fermilab) in Batavia, Illinois, sent a diaper-clad ferret named Felicia scurrying around their $250 million particle accelerator to clean the instrument’s narrow and near-infinite vacuum tubes.
Felicia was eventually replaced by a machine—a “magnetic ferret” designed by engineer Hans Kautzky—as have most other working ferrets. We have new robotic technology that allows us to create modular and even soft bodies that can function like ferrets or snakes—or something else entirely. Some robots are able to assist us with inspecting, cleaning, and even repairing ducts, pipes, and sewers, which is particularly useful in tight spaces and when a system can’t easily be dismantled for human inspection.
In healthcare, robots help directly extend the physical capabilities of surgeons, guiding them to do a more precise job and allowing for less invasive procedures. Today, telepresence robots make remote specialist diagnoses possible by letting doctors be in two places at once. Like the guide dogs (or miniature horses) that assist humans who have difficulty seeing, therapy and rehabilitation robots are assisting with exercises or other physical tasks like walking and carrying, while body enhancements like robotic suits or limbs help people with motor activities.
Despite the persistent belief that typical robots look humanoid, we are actually creating robots that swim, fly in the air, scale walls, and crawl, slither, or drive on the ground, providing us with tools that we can use for wonder or warfare all over this enormous planet. And the usefulness of robots doesn’t end at their various physical forms. Like animals, robots are also able to sense the world around them in ways that are completely different, and supplemental, to how we do it.
THE ORIGINAL SENSORY EQUIPMENT
Many animals have superpowered noses. Truffle pigs locate mushroom delicacies for us, navies have employed cats and even ferrets as rodent control on ships, and dogs alert us to drugs, bombs, and even electronics in airport traveler luggage. Because dogs can detect and distinguish between faint scents, even at a distance, we’ve trained them to help us find things we can’t find on our own, including people. St. Bernards, which were originally domesticated as farm dogs, were trained by monks in the Swiss Alps to search for lost travelers, especially those caught in avalanches.
Dogs have guarded us for thousands of years, alerting us to unwelcome intruders—and sometimes welcome ones, like the mail carrier—and they join a long list of creature sentinels that includes geese and some sea mammals. Predatory species like dogs, cats, and falcons have greatly expanded our abilities to locate, catch, and retrieve prey. In northwestern Mongolia, some of the nomadic Kazakhs have for hundreds of years cultivated a practice of capturing and training golden eagles to help them hunt red foxes and wolves in the Altai Mountains.
Our history and current practices of using animals for search and discovery parallels some of our ideal use cases for robots. For example, robots have had some recent success in helping us look for bombs, and we’ve also long trained dogs for this type of military use, from finding trip wires and mines in North Africa, to exploring tunnels in Vietnam, to detecting explosives in Iraq and Afghanistan. In some areas, giant mine detection rats (MDRs) have proven even more effective than dogs at helping us locate and clear land mines. They are easier to train and handle than dogs and too light to trigger the mines themselves. The rats are released onto land mine fields in Mozambique, where they carefully sniff around for explosives and alert their human handlers. Unlike metal detectors, which go off for every random piece of buried scrap metal, the rats are trained to detect certain smells and can work faster than any human with standard tools.
We’ve also used bees, elephants, and even specially engineered grasshoppers for explosive detection, as well as using the unique sensitivities of animals to keep us safe in other ways, similar to how we use machines. A Czech beer brewery in South Bohemia named Protivin pumps their brewery water source into tanks with crayfish in order to ensure water quality. By monitoring the animals’ movement and heartbeats, they can detect changes in the water purity prior to brewing their beer.
Eagle hunter
Of course, the most iconic example of using sentinel species to warn us of invisible hazards is the canary in the coal mine. Canaries are more sensitive to carbon monoxide than humans and most other animals because they breathe in so much oxygen to power their tiny, flight-capable bodies. In the early 1900s, the British physiologist John Scott Haldane suggested that the little birds could be useful in mines, and his idea quickly caught on as practice. For decades, miners brought canaries with them to test the presence of dangerous fumes, until the feathered detectors were gradually replaced by electronic sensors in the 1980s.
Animals still often outperform robots, but they do have some drawbacks. During the Gulf Wars in 1990 and the early 2000s, the US Marines came up with Operation Kuwaiti Field Chicken (KFC)—a plan to bring in truckloads of poultry with the idea that the fowl would serve as egg-laying early-detection systems for incoming chemical gases. Unfortunately, Operation KFC never really took flight, so to speak, since most of the chickens immediately died of unknown causes long before they had the opportunity to die of possible gas poisoning.
Today, we are creating robots that provide us with tools that we can use for discovery in the air and on earth, and we are developing modern sensors, biomechatronics, and wearable technology to enhance our physical abilities, just like we’ve long used the sensory capabilities of animals to extend our ability to perceive the world around us. This litany of animal examples shows how we could and should lean into the supplemental abilities of robots, rather than focusing on the idea of automating human tasks. A final example that directly illustrates the parallels of these nonhuman partners is how we use robots and animals underwater.
A canary, used to detect carbon monoxide gas in mines (1928)
THE ORIGINAL UNDERWATER AGENTS
The Thwaites Glacier, also known as the Doomsday Glacier, in Antarctica is one of the most inaccessible places in the world. It’s also one of the world’s fastest-melting glaciers. At 74,000 square miles, it’s about the size of Florida or Great Britain, and it performs the crucial task of slowing the ice behind it from entering the ocean. The Doomsday Glacier is on the verge of collapse, which will cause the global sea level to rise by almost three feet, creating flooding, shoreline erosion, and loss of islands, and threatening coastal life everywhere. When do we expect this to happen? In order to make predictions, scientists need to be able to look at the structure more closely, including the grounding zone: an area hundreds of meters below sea level under the Doomsday Glacier, where the ice shelf is supported by rocky land.
In 2020, an autonomous underwater vehicle (AUV) named Icefin made this task possible. Designed to propel themselves forward in water, AUVs carry cameras and sensors, like sonar, magnetometers, and compasses, all of which let them navigate and map their environments. Researchers from the US and the UK fought through brutal weather conditions for two months in order to feed the yellow, torpedo-shaped robot down a nearly half-mile-deep borehole in the ice. From there, Icefin swam on its own for over a mile until it reached the grounding line. Icefin mapped and measured melting conditions at the base of the glacier, giving researchers an unprecedented glimpse at the grave effects of climate change in one of the most structurally vital points on Earth.
Icefin isn’t the only robot helping gather information about Antarctica’s glaciers. Researchers have also used AUVs to find critical warm water pathways that could accelerate melting. With climate change–related dangers looming on the horizon, humanity needs all the help it can get, and bolstering research can be a matter of life and death.
The global market for autonomous underwater vehicles is expected to grow to $550 million by 2025, as AUVs are increasingly used to help with scientific research, seabed mapping, detecting hazards, exploring ship and airplane wreckage, retrieving lost equipment (like the missing airplane black box from crashed Malaysia Airlines Flight 370), and a variety of other government, research, and industry endeavors. And just as AUVs are deployed for planet-saving purposes, they’re also used for the opposite. To the frustration of conservationists, who use AUVs to study everything from bleaching coral reefs to sea sponge ecosystems miles beneath the surface, AUVs are being put to work mining the rare earth metals in the ocean that are used in our iPhones.
As an MIT colleague of mine likes to say, there’s a fine line between search and rescue, and search and destroy. The Russian firm Region has developed a military AUV that can be armed with a special pistol—for detonating mines, they claim. AUVs have a history of military use going back to the 1970s, when both the US and Soviet navies were racing to develop underwater drones. It took a while for the technology to be useful, but eventually AUVs were used to help find and clear mines buried on the ocean floor. In our praise of—and worry about—these emerging technologies, it’s worth pointing out that ocean mine detection isn’t a new job at all, nor is the Russian idea to mount a weapon on an autonomous underwater entity.
In the early 2000s, a Russian man named Boris Zhurid struck a deal to sell the Iranians a large collection of weaponry. He chartered a transport aircraft to make the delivery from Sevastopol, the largest city on the Crimean Peninsula, in the Black Sea, to the Persian Gulf. An old sonar manufacturer brochure describes what Zhurid was peddling as “self-propelled marine vehicle[s], or platform[s]; with a built-in sonar sensor system suitable for detecting and classifying targets; and carrying an on-board computer … capable of being programmed for complex performance.” The cargo of Zhurid’s chartered plane? Twenty-seven animals, including dolphins, walruses, sea lions, seals, and a white beluga whale.
Dolphins attacking enemy divers with strap-on harpoons sounds like something straight out of a James Bond movie, but both the United States and the Soviet navies started secret marine mammal training programs in the 1960s. Despite an unsuccessful attempt by the Brits in World War I, whose trained sea lions turned out to be better at following fish than German submarines, militaries worldwide began experimenting with aquatic animals. The US Navy tested a wide range of sea creatures, from turtles to birds to sharks, eventually settling on bottlenose dolphins and California sea lions. The investment paid off: the animals had physical capabilities, senses, and intelligence that were extremely handy for all sorts of operations. They also have a colorful history, both in their uses as pseudo-robots and also in relation to real robots.
The US Navy built a training center for its marine mammals in San Diego, California. The Soviets, equally interested in extending their naval abilities with animal intelligence, opened a program in Sevastopol, and began investing heavily in dolphins. Like the British Navy, they struggled initially to get the animals to cooperate, or even stay alive. According to a declassified CIA report from 1976, the Soviets lacked the expertise necessary to train, or even properly take care of, the animals. But once they began to work with circus handlers, things took a turn. In the 1980s, the Soviets misplaced a torpedo missile that was part of an anti-submarine system. Human divers couldn’t find it on the dark ocean floor, but once they brought in a dolphin to help with the search, the torpedo was retrieved in record time. The underwater mammal was even able to attach a cable to the sunken missile.
Dolphins, smart enough to understand things like human pointing and gaze, are easily trained. They also use a form of echolocation that is so precise, they can tell the difference between a BB pellet and a kernel of corn from about fifty feet away. Sea lions, for their part, have exceptional hearing capabilities and can see objects and people in dark, murky waters. The dolphins and sea lions soon proved useful in detecting not just mines and lost equipment, but also enemy swimmers.
Then things started to get eerily close to the 1973 science fiction film The Day of the Dolphin, which is about dolphins that are trained to assassinate the president by attaching mines to the hull of the presidential yacht. Just like in the film, the Soviets also trained their dolphins to attach mines onto enemy submarines. A dolphin trainer even revealed to the BBC decades later that the dolphins could attack foreign divers with harpoons strapped to their heads.
By the early 1990s, the programs started to languish. After the Soviet Union crumbled, the dolphin program became part of the Ukrainian navy, but there wasn’t much interest in maintaining it. That’s when Boris Zhurid, the program manager for the main Sevastopol base, decided to sell the lot to Iran. Zhurid had been the animals’ trainer for years. But money for the program had run out, and the animals were starving. Concerned for their welfare, he negotiated a home for them in a brand-new oceanarium in Iran, and accompanied them to their new country. What Iran intended to use them for remained unclear. Some speculated military use, but at that point, many of the former Soviet dolphins had been repurposed as tourist attractions. Zhurid didn’t disclose what purpose he sold the animals for, saying: “I am prepared to go to Allah, or even to the devil, as long as my animals will be OK there.”
It’s easy to assume that the need for military sea mammals decreased as our sonar technology got better. While marine mammals can vastly outperform people at finding things on the ocean floor, how do they measure up against machines? In 2012, the US Navy announced that they were winding down part of their marine mammal program, with the goal of phasing in robots by 2017. But despite over $90 million in investments, they still haven’t been able to replace the animals. According to the program website, “Dolphins naturally possess the most sophisticated sonar known to science […] Someday it may be possible to complete these missions with underwater drones, but for now technology is no match for the animals.”
The Russian marine mammal programs were far from over, as well. In 2012, the Ukrainian navy reopened the program, until it was seized by Russia in the 2014 annexation of Crimea, leading to some unsubstantiated rumors. A Ukrainian spokesperson claimed that the dolphins went on a “patriotic” hunger strike and perished after being separated from their trainers, while the Russians claimed there were no dolphins left in the program in the first place. Then, the Russian government bought five new dolphins in 2016. A 2018 Russia Today article touted the Russian navy’s use of sea lions in combat. In 2019, when Norwegian fishers discovered a beluga whale with a harness that said “Equipment of St. Petersburg,” rumors abounded that it was a spy whale from Russia. (One retired Russian colonel laughed off the rumors by pointing out, “if we were using this animal for spying do you really think we’d attach a mobile phone number with the message ‘please call this number’?”)
A US Navy Marine dolphin named K-Dog, wearing a locating pinger, training to perform mine clearance in the Iraq War (2003)
Like in Russia, the American military sea animal training program is still going strong. The roughly seventy dolphins and thirty sea lions in the program have located mines in the Persian Gulf during the Gulf Wars and during the US invasion of Iraq and are still trained to recover objects, guard against unauthorized intruders, and even help retrieve materials from airplane crashes. In many cases, they do the same jobs as, and even work alongside, our modern AUVs.
AGENTS OF CHANGE
The services that animals have provided, and continue to provide, to humans are too many to count. You can rent goats to mow your lawn or clean your aquaculture ponds with Asian carp (an invasive species, so depending on where you are, don’t try this at home). Dogs and horses have been helping us herd sheep for ages. An aspiring entrepreneur in 1906 trained raccoons to be chimney sweeps in Washington, DC. In the entry hall of my office building in the MIT Media Lab, some of our researchers collaborated with 6,500 silkworms to create a silk pavilion, continuing the long tradition of human use of silkworms that began in China around 3000 BCE. Dogs were used for medicinal purposes in ancient Egypt, and we still draw blood from patients using leeches to this very day.
Animals haven’t replaced people but instead have become powerful tools that enable us to work differently, whether by pulling our plows, going to space, or ensuring that our beer is delicious. In fact, animals have made such a difference in what we’re able to do that their integration into our processes has catalyzed fundamental changes to our cultures, economies, and societies as a whole.
The domestication of livestock like sheep and goats meant a different type of civilization, as humans went from hunter-gatherer to farmer. The animals themselves evolved differently than their wild counterparts because they lived in protected spaces and were fed and cared for by people, but they had at least as much of an impact on us: because of what was required to manage and feed the animals, herds of sheep meant that people had to settle down in one place. Investing in domesticated animals also meant establishing ownership. These animals weren’t freely available for anyone to hunt, and they became people’s property. This introduced new concepts of power. The wealth of those who had cattle versus those who didn’t created new disparities and favored certain cultures over others.
Introducing animal and farmland ownership was a profound change, which eventually led to societal concepts like inheritance and marriage. But also, property ownership helped to prevent our sheep from overgrazing the landscapes, and this meant changes in how land itself was structured and cultivated. Now, we had land that was divided into parcels. And much of the land and the structures started to be designed and shaped to support our agricultural pursuits. As I’ll touch on in the next chapter, we’re poised to see more transformations as we integrate our new breed: robots.
Prior to modern vehicles, animals also enabled early globalization by connecting huge swaths of geographic areas. Before the camels that helped people traverse deserts, like in Australia, other pack animals like donkeys were a main source of transport in many parts of the world. According to Brian Fagan, author of The Intimate Bond: How Animals Shaped Human History, donkeys have been one of the biggest (and underrated) catalysts for change in all of human history. Plodding along in caravans in Egypt, they were instruments of trade and diplomacy, getting people, goods and precious stones, and culture all over northern Africa, the Sahara, and into new spaces even farther away.
Animals didn’t only connect locations; they also changed those places themselves, influencing the architecture of Western cities to this very day. For example, London needed to accommodate the hundreds of thousands of horses that pulled carts and carriages at the turn of the twentieth century. Londoners had complained about the horse traffic nightmare for decades, and people were regularly run over by equine-drawn carts, but horses were a fundamental part of private and commercial life in the city. They transported people and loads, pulled trash wagons and helped pump water in the late 1600s. The use of horses in cities like London changed the architecture and traffic within city walls but also beyond them. All these animals needed to somehow be fed. So, outside London, the entire landscape was transformed to optimize for pastures and hay production.
A lot of changes that animals ushered in are still inherent in the architecture, landscapes, and institutions we have today. It’s wild to think that when Greg and I got married at the time of our Australian road trip, we upheld a tradition that, while its meaning has changed, can be traced all the way back to sheep and goats becoming our property. Cattle created new economic power and cultural influence, oxen helped us engage in serious agriculture, and transport animals allowed for cultural and commercial globalization, connecting places that were too far apart for us to ever reach without animal help. It’s safe to say that, for better or worse, our use of animals has significantly transformed our world. And, just like animals, robots are poised to change our world. But we have some choices as to how this happens.
[Content warning for this chapter: child abuse]
“[M]an had always assumed that he was more intelligent than dolphins because he had achieved so much—the wheel, New York, wars and so on—whilst all the dolphins had ever done was muck about in the water having a good time. But conversely, the dolphins had always believed that they were far more intelligent than man—for precisely the same reasons.”
—Douglas Adams, The Hitchhiker’s Guide to the Galaxy
The animal world contains a wide variety of different talents, many of which exceed human abilities. Yet when it comes to robots and AI, we’re hung up on a very specific type of intelligence and skill: our own. From the moment I was visibly pregnant, I heard one phrase over and over again: “You must find it so interesting to watch your child’s brain develop, given your love for robots.” This phrase is a great conversation starter, and rather than tire of it, I find it very interesting that people make this well-intended inference repeatedly.
Of course, it’s fascinating to observe how babies learn about the world. After I had my son, I spent many hours in a yellow IKEA armchair, holding my newborn and watching his every move. Witnessing the moment he discovered his own hand was completely mind-blowing and, no exaggeration, one of the most profound experiences of my life. But when we compare children to robots, we sometimes fall into incorrect assumptions about the likeness between artificial intelligence and human intelligence. While there may be similarities here and there, my child doesn’t sense, act, or learn the way a machine does.
Given our tendency to compare robots to ourselves, it’s no surprise that a Google image search for “artificial intelligence” in 2020 mostly returns pictures of human brains and human-shaped robots. We use our own brains as models when thinking about AI in part because historically, the goal of the very first AI developers was exactly that: to re-create human intelligence.
Today, some technologists are still chasing that original goal—to figure out how humans learn and attempt to re-create it in machines, and we have decades of sci-fi and pop culture rooted in the idea that machines will think like us or try to outsmart us. So we tend to compare artificial intelligence to human intelligence and robots to people, not just in stock photo images and science fiction scenarios of robot revolutions, but more crucially in our conversations around robots and jobs.
Automation has, and will continue to have, huge impacts on labor markets—those in factories and farming are already feeling the aftershocks. There’s no question that we will continue to see industry disruptions as robotic technology develops, but in our mainstream narratives, we’re leaning too hard on the idea that robots are a one-to-one replacement for humans. Despite the AI pioneers’ original goal of re-creating human intelligence, our current robots are fundamentally different. They’re not less developed versions of us that will eventually catch up as we increase their computing power; like animals, they have a different type of intelligence entirely.
What makes the parallel to animals so important is that it gives us multiple paths forward. We need to think more deeply about our technological future because—contrary to popular belief—none of it is set in stone. The priorities we set and the decisions we make about automation can have a huge impact for generations to come. When we aspire to a future without falling prey to the technological determinism that robots are here to replace people, robots can be a spur to us. For example, our goal shouldn’t be to re-create human intelligence in order to produce the maximum number of widgets; it should be to use this technology to support human flourishing. But seeing our choices requires understanding both the promise and the limitations of artificial intelligence.
DIFFERENT KINDS OF INTELLIGENCE
In 1993, science fiction author Vernor Vinge published an essay titled “The Coming Technological Singularity,” in which he stated that “the creation of greater than human intelligence will occur during the next thirty years.” And thus the concept of the Singularity—that crucial moment when artificial intelligence surpasses human intelligence (sometimes called superintelligence)—was born.
Since Vinge’s original prediction, the Singularity has transformed into an all-consuming conversation topic within futurist circles. But at the same time that Elon Musk warns that robots are getting too smart, we also hear (and smell) accounts of robot vacuum cleaners encountering some dog poop and cheerfully spreading it around the house while they “clean.” How are robots our greatest intellectual threats while simultaneously being derailed by the slightest obstacle?
A common answer is the exponential growth of computing power. In 1965, Gordon Moore predicted that the number of integrated circuit chip transistors would double every year, and it turned out he was absolutely right. His prediction became known as Moore’s law. Its modified version holds that the number of transistors on a chip will double every two years, exponentially increasing the efficiency and speed with which computers can execute tasks. Experts agree that there are physical limits to this law, but, so far, we haven’t hit them.
I don’t question the principle behind Moore’s law, but I do think we should question whether intelligence is simply a matter of computing power, especially when the intelligence we’re currently building works so differently than our own. Recent major breakthroughs in artificial intelligence are due to progress in the brute computing force required to process huge amounts of data rather than innovations in complex algorithms. For example, show a computer 100,000 pictures of a corn dog, and it can start to recognize and caption corn dogs in new pictures it’s never seen before. This works for computer vision, speech recognition, and other pattern recognition tasks, and the effect is that machines are able to do things that they’ve never been able to before, like sort farm cucumbers by size, shape, and color. A definite leap for computing power, but not necessarily for superintelligence. Plus, weird stuff sometimes comes out of these systems.
AI researcher Janelle Shane collects some of these glitches in her blog, AI Weirdness. For example, she features a study from the University of Tübingen that looked at how a particular image classification system identified fish—specifically, when it was given a photo of a certain type of fish, what parts of that image were really key to the system deciding that fish’s species. The answer actually wasn’t fish related at all. To the researchers’ surprise, the system showed them the parts of the photos that contained human fingers. Most of the available photos (and thus what the system had been trained on) were of people holding the fish as a trophy, so the system learned that the most surefire way to identify the fish was by the human fingers around it. This fishy scenario shows that AI can be spoofed in ways that would never throw a person. In a separate study from the University of Campinas in Brazil, researchers Pedro Tabacof and Eduardo Valle took images of things like an ambulance, a mountain, a banana, and some kit foxes and changed some pixels in each image. The changes barely registered to the human eye but fooled an AI network into labeling every single image “bolete,” which is a type of mushroom.
That’s not to say that these machines aren’t smart. But it’s important to understand that they’re smart in a very different way than we are. The mistakes they make feel strange to us because they don’t perceive the world like a human does. They’re not meant to. Dave Ferrucci is the scientist who led the IBM team that developed the supercomputer Watson, which made headlines in 2011 when it beat human champions at Jeopardy! and sent thought leaders spiraling once again into endless rounds of Singularity talk. Ferrucci is very adamant about the limitations of AI, saying, “Did we sit down when we built Watson and try to model human cognition? Absolutely not. We just tried to create a machine that could win at Jeopardy!”
Psychologist and AI expert Gary Marcus agrees that Watson is nothing like human intelligence, not even close. He says that the field of AI doesn’t know how to create complex, multidimensional systems like a human mind, or even move beyond closed domains: tasks in areas that are narrow and well defined enough to figure out by analyzing a bunch of data. Marcus is not a rule follower. I first met him at a conference that had set up hot dog carts with the policy of one organic, grass-fed-beef hot dog per person, and he violated it without hesitation to bring me as many as I wanted. Marcus, who spent many years studying early childhood learning as a professor at New York University before founding an AI company, told me that toddlers are living demonstrations of the limitations to AI. “I can show a kid a glass of water, and they can identify other glasses of water,” he told me, “but a computer needs to see hundreds of thousands of glasses of water in order to label new ones, and still won’t know what they are—it can’t understand concepts.”
Human intelligence is also incredibly generalizable and adaptive, unlike even the most sophisticated AI. According to Takeo Kanade, a leading computer vision expert at Carnegie Mellon University, “if you think it’s easy for you to do, most of the time it’s very difficult for robots to do.” Or as Janelle Shane says, “Humans have a sneaky habit of doing broad tasks without even realizing it.”
We’re able to multitask, context-switch, and handle unexpected situations with an ease that’s currently inconceivable for machines. And as computer scientist Mark Lee points out: “Despite 60 years of research and theorizing, general purpose AI has not made any progress worth mentioning, and this could even turn out to be an impossible problem.” Computing power doesn’t seem to help with that. We don’t even know how to define human intelligence, let alone structure it in a machine.
When it comes to robots, we’re not anywhere close to developing the kind of intelligence or skill that humans have. It’s possible that some unforeseen breakthrough will propel us past every single remaining hurdle toward re-creating a machine version of our incredibly complicated brains and bodies. But given the trajectory we’re looking at right now, that’s far less likely than the alternative: that it will take many small steps and will not necessarily lead where we think.
To borrow from computer scientist Andrew Ng, worrying about artificial superintelligence taking over is akin to worrying about overpopulation on Mars. Plus, as tech entrepreneur Maciej Cegłowski notes, there’s also the question of motivation: why would something “smarter,” whatever that means, want to destroy us, as so many fear? “For all we know, human-level intelligence could be a tradeoff. Maybe any entity significantly smarter than a human being would be crippled by existential despair, or spend all its time in Buddha-like contemplation. Or maybe it would become obsessed with the risk of hyperintelligence, and spend all its time blogging about that.”
Cegłowski also points out that intelligence is unpredictable and often doesn’t land on the targets we set. The smartest person in the world will still struggle with the basic task of getting a cat into a cat carrier if the cat doesn’t want to go inside. The Australian military underestimated animal intelligence in 1932 while fighting a series of battles against an unlikely foe: emus. In trying to cull the public nuisance of birds running amok, the Aussies found that their machine guns were no match for the animals’ clever “guerrilla” tactics. (The emus split into small groups and even posted sentries, ultimately causing the human soldiers to lose the “emu war” and give up.) Animals, despite being “intellectually inferior,” have skill sets that can outsmart our own. That’s because intelligence isn’t as simple as a linear graph of processing power.
Machines are already much smarter than people in some ways. They have extensive memories, can do huge calculations, and can weld auto parts or perform surgery far more precisely and tirelessly than any human. They can beat human champions at games like chess and Go and Jeopardy! But in many other ways, our abilities outpace those of the machines. In 2011, people noticed that when they told Apple’s voice assistant, “Siri, call me an ambulance,” Siri would answer with “OK, from now on I’ll call you ‘an ambulance.’” Bugs like this are eventually corrected, but Siri remains a clumsy conversationalist, at best. (In chapter 4, I’ll discuss how clever designers create an illusion of greater understanding in robots.) The reality is that machines do not understand, or, more precisely, they understand the world very differently than humans do.
XKCD by Randall Munroe
Rod Brooks famously wrote, “It is unfair to claim that an elephant has no intelligence worth studying just because it does not play chess.” He also wrote an essay titled “What Is It Like to Be a Robot?,” which draws on animal intelligence to illustrate that there are types of intelligence—an octopus’s, for example—that evolved entirely independently from mammal brains. Similarly, he says, robots have a different way of seeing and processing the world than we do. They can sense things that we can’t and be totally oblivious to things that are obvious to us. Rather than artificial intelligence being a step on the path to human intelligence, it can and will be something entirely its own, and this means that, just as we’ve done with animals in the past, we’re at our best when we team up.
REPLACEMENT VERSUS SUPPLEMENT
That’s not to say that human replacement is always a bad outcome. Under an unrelenting sun, the camels of Qatar are poised and ready to run. Camel racing—a tradition on the Arabian Peninsula for thousands of years—is one of Qatar’s most popular sports, meaning that millions of betting dollars ride on the prospect that a favored humped racer will make it to the finish line first.
For decades, camel races were haunted by a dark shadow of exploitation as owners sought the smallest, lightest-weight jockeys they could find. Human rights organizations documented child trafficking rings that fed kids as young as age three into jockey camps where abuse, starvation, and death were part of daily life. Despite multiple regulations that added minimum age and weight requirements for jockeys, violations persisted, until the robots took over.
In the mid-2000s, Qatar outlawed human drivers and invested in developing robotic ones. Today, each robot jockey comes equipped with a remote-controlled whip operated by an owner or trainer who rides in a car alongside the race, as well as a hump-mounted speaker that allows for communication with the animal. The robot jockeys haven’t completely eliminated the pipeline of child jockeys, but by directly replacing human drivers, they’ve put a sizable dent in that slave labor market, both in and outside Qatar.
Machines have subbed in for all sorts of human activity for centuries. Much of it is the type of dirty, dull, and dangerous work that we don’t want people to do. We’re thrilled to send robots to explore nuclear waste sites, dispose of bombs, and collect data on Mars. In India, robots are taking over for sewer cleaners, the impoverished workers who dive into sewage pipes to manually shovel excrement and trash, risking death and disease every single day in the process. But the salaries that people rely on to live don’t necessarily need to disappear. Even with sewer-cleaning bots, the former human “scavengers” are still employed; instead of shoveling waste, many are now paid to set up and remotely steer the robots through the sewers, working with the technology designed to usurp them.
Today, headlines are filled with new advancements in robotics and artificial intelligence and warnings of a dystopian future where most people’s jobs are replaced by robots. But so far, technology hasn’t driven mass unemployment as many predicted.
Fear of job loss due to automation ebbs and flows throughout history. “Luddite”—the derogatory term for people who worry about new technology—comes from a nineteenth-century uprising wherein British weavers railed against automated textile production by burning mills and destroying machinery. The common belief is that these weavers, led by the eponymous Ned Ludd, viewed automation as a threat to their jobs.
When demand for textiles went up, new jobs were created, and the Luddites were ridiculed. In the early 1900s, around 40 percent of Americans were working in agriculture, a number that plummeted to just 2 percent within one century. But the jobs lost in agricultural work were more than made up for by new jobs in twentieth-century industrial manufacturing. And once those started to dwindle, the service sector blossomed as new jobs appeared in distribution, sales, and management.
The supposed Luddite fear of automation has stuck with us and keeps popping up again and again. In the 1960s, the US Labor Department set up a special committee to investigate whether machines were strangling the American labor market, but ultimately they found little to worry about. “The basic fact is that technology eliminates jobs, not work,” they concluded.
There’s also modern research showing that automation doesn’t necessarily lead to unemployment. A 2016 study by the VDMA Robotics + Automation Association in Germany showed that the increase in automotive factory robots actually coincided with an increase in human jobs. In 2019, the World Bank’s World Development Report argued that technology, while a driver of displacement, creates more jobs overall.
That said, economists and labor market analysts are divided over the potential effects of new automation through robots and AI. Some believe that automation raises productivity, creates greater labor demand, and generates more wealth; and some view robots and artificial intelligence as a new type of disruption, one that’s poised to replace humans in ways we’ve never seen before. What further complicates this conversation is the fact that robots don’t automate jobs; they automate tasks, which means that robots are much more disruptive in sectors where jobs are heavily task oriented. If, for example, your job, or the majority of your job, consists of planting seeds in rows, it’s likely that an automated planting system can do it (and probably is already doing it). Unless you can provide whatever tech support or supervision that robotic system requires, you’ll need a new job. But if your job consists of tasks that can’t be fully automated, your human skills might compliment automation in new ways, and even spur economic growth. When banks introduced ATMs, the number of human tellers at individual locations went down, but the number of bank branches exploded, increasing teller hiring overall. The shift also fundamentally changed what it meant to be a bank teller. Instead of just handling cash, tellers started providing a range of new services.
Even when we’re intentionally trying to automate human tasks with robots, the effects are extremely industry and job specific. They’re also bound by what robots can and can’t do. As economist David Autor points out, most jobs these days require both “labor and capital; brains and brawn; creativity and rote repetition; technical mastery and intuitive judgment; respiration and inspiration; adherence to rules and judicious application of discretion.” Any job that requires both ends of these spectra isn’t easy to replace with robots because, as we’ve seen, robots have a specific type of skill set that lends itself to only one side of these pairings.
The ideal is that delegating some of our routine tasks to robots will complement our comparative advantage, freeing people up to focus on anything that requires adaptable intelligence and basic common sense. In his book Our Robots, Ourselves: Robotics and the Myths of Autonomy, MIT aeronautics professor David Mindell calls the idea that machines will directly replace human jobs the twentieth-century version of the “iron horse phenomenon,” the belief that trains would replace horses when in reality trains ended up doing something entirely different. We’re already seeing this in the ways that robots are both taking over what animals have done in the past but also letting us do new things. But the main thing I want to argue is that, contrary to our tech-deterministic beliefs, we actually have some control over how robots impact the labor market. Rather than pushing for broad task automation, we should be investing in redesigning the ways people work in order to fully capture the strengths of both people and robots.
In fact, that’s already happening in some patent offices. One of the main problems with the patent system is that in order to decide if a proposed thingamabob is truly a new invention, patent examiners would ideally sift through monumental troves of data to pinpoint how said thingamabob is (or isn’t) novel. With those requirements, patents would never get issued, so instead, examiners do as much research as possible within a reasonable time frame and take their best guesses. This leads to patents that never should have been granted, which drags the economy. But some patent offices are hoping to change that with AI. For example, both the Japanese and US patent offices are exploring new systems that could help dig through the world’s available information, and flag relevant documents that examiners would otherwise miss. This gives examiners more information to use in their analyses and frees them up to pursue answers to questions that are hard for AI systems to come up with.
Compared to what I’ve seen too frequently elsewhere, there is a striking difference in the patent office’s approach. Instead of asking if AI could replace these pesky human patent examiners, for example, by training it on available data and seeing if it can achieve a slightly better hit rate, these offices have built their strategies around an entirely different question: “how can we invest in technology that helps our people do their jobs better?” The difference is a positive investment in people, and while this approach might cost more in the short term compared to replacing people with bots, it has much more potential to improve the quality of patents and the system as a whole. This framing applies to more than just our patent system. Instead of looking to technology to replace workers, we should look to it as an opportunity to bolster people’s skills, like the ferrets that run cable for us or the underwater robots that extend our reach and knowledge.
How we use new technologies isn’t set in stone. We make choices about how robots affect our lives and labor markets, and we can learn lessons from the different ways that cultures across the globe view the role of robots. For example, my roboticist colleagues in Japan don’t field nearly as many questions about their creations replacing humans, in part because robots are more often viewed as mechanical partners rather than adversaries. Yukie Nagai, head of the Cognitive Developmental Robotics Lab at the University of Tokyo, points out that a Google image search for human-robot interaction in English returns image after image of a robotic arm and a human arm across from each other, shaking hands. If you do the same search in Japanese, the images aren’t of robots and humans opposite each other, but rather standing or sitting beside each other, sharing a perspective. They are partners, not in the sense of shaking hands, but in the sense of holding hands.
While there are many socioeconomic factors that influence how individual countries and societies view robots, the narrative is fluid, and our Western view of robots versus humans isn’t the only one. Some of our Western views can be directly attributed to our love of dystopian sci-fi. How much automation disrupts and shifts the labor market is an incredibly complicated question, but it’s striking how much of our conversations mirror speculative fiction rather than what’s currently happening on the ground, especially when our language places agency on the robots themselves, with pithy headlines like “No Jobs? Blame the Robots” instead of the more accurate “No Jobs? Blame Company Decisions Driven by Unbridled Corporate Capitalism.”
Comparing robots to animals helps us see that robots don’t necessarily replace jobs, but instead are helping us with specific tasks, like plowing fields, delivering packages by ground or air, cleaning pipes, and guarding the homestead. Robots differ from animals in their abilities: our modern missile guidance systems far exceed B. F. Skinner’s pigeon-piloted missile system in both scale and impact, and marine mammals have enough advantages over robots that the navy has not yet phased them out. But these differences only further illustrate the point that when we broaden our thinking to consider what skills might complement our abilities instead of replacing them, we can better envision what’s possible with this new breed.
It’s important to note that, in the past, like now, some of our economic anxiety was warranted. In fact, the Luddites have been remembered quite unfairly. The more accurate story is that they weren’t actually opposed to the machines—they were opposed to the manufacturers who were using the automated looms as an excuse to circumvent good labor practices. According to Kevin Binfield, editor of the 2004 collection Writings of the Luddites, they were actually demanding that the machines “be run by workers who had gone through an apprenticeship and got paid decent wages,” a workers’ rights approach similar to what we should be demanding today.
In the introduction to his book Four Futures, Peter Frase acknowledges that automation hasn’t led to the mass unemployment that its critics fear. But he also points out that “this is the kind of argument that can only be made from a great academic height, while ignoring the pain and disruption cost to actual workers who are displaced, whether or not they can eventually find new work.” While we’ve seen overall job growth despite a century of industrialized automation, that doesn’t help the individual groups that have suffered immensely from the disruption and displacement of their work, nor does it create support infrastructure for those who will be affected in the near future. As with animals, the introduction of robots changes things. We will start to see that the types of available jobs and how much they pay differ. Certain skills will be valued over others. But this is not a situation of robots versus humans—it is one of humans versus humans. When it comes to how we disrupt, and how we handle disruption, humans make the choices.
NEW AGENTS OF CHANGE
When talking about robots, anthropologists Alexandra Mateescu and Madeleine Clare Elish like to use the term “integrate” instead of the more commonly used word “deploy” because, as Elish says, “integrate” prompts the question “into what?” In our conversations around automation and labor, we often have the wrong idea that robots are individual machines that are dropped into a workplace to do William or Betsy’s job, when, really, they’re part of more complex practices and systems. Like animals have in the past, robots not only alter the way we work and the nature of our jobs, but also the distribution of labor and wealth more broadly, and even the architecture of our environments. Whatever our views of these changes, Elish and Mateescu are right: it’s important for us to be intentional about them.
Animals changed our economies. But the fact that sheep catalyzed a system of private property ownership isn’t the only way things could have gone. Some areas adopted a different system, where individual sheep were owned but the pastures were not, choosing to operate the food source as a shared public resource. Our economic systems are choices. We also make choices about the nature of people’s jobs.
There are 3.5 million truck drivers in America. The dominant narrative is that they are about to get replaced by self-driving trucks. Human drivers are inefficient, with annoying needs like caffeine and rest, and autonomous vehicle technology is particularly well suited for the predictable, well-defined route of many trucks. There’s no question that the industry is a prime candidate for technological disruption. But, according to Karen Levy, a sociologist and lawyer who has done years of field research in the American trucking industry, the current technological disruption is going in a very different direction.
Instead of replacing drivers, electronic location devices (ELDs) monitor the location, status, and speed of trucks; control the hours and schedule that the truck driver is working; and send all the data to their employer. For a job that people choose for its freedom, this is a big change. Truckers have protested that the “nanny cabs” that are taking over their industry are forcing them to become more like 24/7 robots themselves as their employers’ rules are strictly enforced with data without allowing truck drivers any of the discretion or privacy they’ve had in the past. The ELDs aren’t the end of it: new wearable devices are being tested, like a trucker hat or eye-tracking technology that can sense when a driver is tired, and vests that can stop the truck if they detect physical distress. For Levy, this is akin to putting a high-tech Band-Aid on a problem that’s not about technology. The issue, she says, is that truck drivers are overworked and underpaid. The technology being used to deal with the fallout places an even greater burden on the drivers themselves.
We could callously view this as a temporary situation and focus on the bigger upcoming shift: once autonomous vehicles are ready to be adopted without human supervision in the cab, the number of truck drivers may start to shrink like employment rates in agriculture have over the last century. But it’s important not to gloss over this in-between phase, because it’s elucidative of our broader societal situation. It’s also going to be longer than predicted: as we’ve seen, there are many jobs out there that are far less likely to disappear at such a high rate, and so soon.The jobless future in Kurt Vonnegut’s dystopian novel Player Piano is not what’s next, not even close. Instead, for much of the coming era, there will be a long-term phase of increasing the ways people work with robotic technology. That is why it matters so much that we shift from the word “deploy” to the concept of integration.
Our local grocery store recently started using a robot in some of its retail locations. Daniella DiPaola, a graduate student in the Personal Robots group at the MIT Media Lab, became interested in the grocery robot when she noticed that her friends and family mostly hated it. She ran a quick sentiment analysis on Twitter and noted not only shoppers, but also employees, complaining about the robot. So we went to the store together and spent time just watching the machine work. Once every hour, it performed a sweep of the store to scan for spills and items that didn’t belong on the floor. Previously, a human had to patrol the aisles every hour. That replaces human work, right? Sort of.
Unable to clean anything itself, the robot paged the employees whenever it detected something on the linoleum floor. It sounded the alarm over fallen greeting cards, plastic bags, and other untidiness in the aisles. The fruits and vegetables section was particularly rife with culinary jetsam, like little stickers that had fallen off oranges and the occasional stray grape. We saw the robot page the employees over a small piece of cilantro that had fallen on the floor, turning its lights yellow and blaring the spill announcement over its own speakers and the store intercom, until a worker finally walked over, sighed heavily, and pushed a button on the robot to indicate that he had taken care of the “hazard.”
Not only did the robot appear to increase labor for the employees; it was also very large. Its looming body was designed to be tall enough so that the robot could scan all the shelves to take inventory, but that functionality had yet to be rolled out after more than a year of operation. The device also had a wide base along with sensors to help it avoid obstacles and people while slowly sweeping across the tiled floor. It beeped to alert shoppers of its presence, but it still got in the way of grocery carts and blocked aisles and cash register pathways.
Robots may eventually reduce staff or workloads once they can actually assist with taking inventory. But, given the limitations of the technology, and the amount of unforeseeable occurrences in grocery stores (including MIT researchers intentionally spilling candy corn on the floor or climbing on the robot’s base to see what it does), this robot was pretty helpless without relying on humans to do the actual work, and that’s unlikely to change anytime soon.
What’s worrisome, however, is that contextless deployment of robotic technology can change jobs in ways that are invisible, threatening to add unintended burdens for the workers in the system and undervalue the work that humans do. Historian Ruth Schwartz Cowan, for instance, has long pointed out that the household technologies created to reduce women’s housework actually increased their unpaid labor.
Writer and filmmaker Astra Taylor calls this “fauxtomation.” For example, the self-order kiosks at McDonald’s and the self-checkout machines in grocery stores haven’t replaced work so much as shifted it: some to the employees who now have to assist and troubleshoot the machines, and most of it to the unpaid customers. It’s easy to dismiss this as a temporary situation that will soon disappear once the technology is able to do enough of the work, but if that’s true, why aren’t we already there? With the threat of artificial superintelligence on the horizon, one would think that we’d be able to automate grocery checkout without human help. The reality is that we overestimate how easy even simple automation is and often neglect to fully consider the social and technical systems it’s situated in. Whether the labor we’re creating with workplace automation or fauxtomation is compensated or in any way fulfilling depends a lot on how we integrate the robots into a broader system.
The classic Charlie Chaplin movie Modern Times is a parody of the never-ending corporate drive toward increased assembly-line-style productivity. Set in the Great Depression, the industrial manufacturing world that treats humans like cogs in a wheel is unfortunately still present in our current reality, wherein large warehouse industries increasingly treat workers like robots. The scan guns that monitor every task, visibly counting down seconds and alerting managers if workers are lagging behind, as well as other surveillance technologies and data collection in these work environments aren’t only there to monitor and control workers; they also serve to improve machine learning—similar to how ride-sharing services track their drivers’ behaviors. It makes sense that companies are eager to use technologies to improve productivity and automation outcomes, but this kind of surveillance capitalism is notoriously bad for workers’ physical and mental health and may be self-defeating in the long run.
Using people as resources to be extracted is only one way to approach labor. Not all shifts toward human-robot work are negative, nor do they need to be. Recalling the patent office approach, we could lean into more positive and human-centric ways of integrating technology, where people’s jobs become less rote and more interesting and fulfilling as routine tasks are delegated to machines. For example, like we give our astronauts new robotic tools that are drastically expanding the ways in which we explore space while fundamentally altering their jobs.
That’s not to say that these changes won’t ask a lot of workers in terms of flexibility and the ability to learn new skills. It would be great to see some creative effort from companies in not only rethinking work processes to harness the positive strengths of robots and people, but also in retaining, retraining, and supporting workers through these shifts, as well. The good news is that this effort is possible, meaning that companies have some control over whether to re-create a Charlie Chaplin movie or whether to invest in technology to improve human work. The bad news is that there isn’t a lot of incentive to put in that effort when you’re in a capitalist system that’s designed to chase short-term corporate profits rather than long-term investments in humans. The practice of treating human workers like commodities is not new, and addressing it requires not only asking choices of individual companies, but also challenging the broader systems and culture we operate in.
The proposed solutions to help workers cope with disruption brought on by widespread automation include investing in education and universal basic income. These proposed fixes aren’t new. In the 1960s, when economic anxiety over automation job loss prompted United States secretary of labor Arthur Goldberg to investigate the situation, his committee recommended two years of free community college or vocational education and a guaranteed minimum income for US citizens. But unfortunately, even though these interventions would provide a bare minimum of help to workers in transition, we are far from their political acceptance.
Socialist feminism has also long questioned our current concept of labor. Economist Rosa Luxemburg and others have pointed out that our economic growth at the turn of the twentieth century relied on the hidden, unpaid “domestic” work that was, and still is, mostly performed by women. The Fordist production mind-set that only recognizes value within a narrowly defined concept of labor has not changed, and, with the introduction of technology, it’s increasingly continued to reward only those at the top.
Over the past forty years, CEO salaries in the United States have grown at almost 100 times the rate of the average worker salary, leading to a 1,167 percent increase while average worker salaries increased by only 13.7 percent. CEOs now make 320 times more than the average worker. This wealth disparity is staggering, and it raises the question of who benefits from technology and who bears the burden. Choices about corporate use of technology are driven by myriad factors including, but not limited to, laws, market incentives, worker power, and public opinion. Demographics like race and gender play into worker and market power as well, with white workers benefiting from social and political leverage in the US that Black and Hispanic workers lack. Other countries, like Japan, with shrinking birthrates and strict immigration laws, are desperate to automate whatever they can, putting investments into technology that they hope can help spread the workload among fewer workers.
It’s important to note that what drives wealth and labor inequality in the US, and the worker shortages in Japan, is not all technical. These are questions of governance, culture, and broader socioeconomic systems. Robots, for better or for worse, are the lightning rod that attracts concerns about the structure of our societies. But, like animals, robots are part of our larger worlds, and, like animals, there are more ways to integrate them other than simply automating a human away.
Using animals as an analogy helps us think more critically about our technology assumptions, think more broadly about the systems technology is situated in, and understand that, in all of this, we have choices. For example, instead of worrying about the robots themselves taking over our jobs, we should be holding our governments and corporations accountable and demanding that our economic and political systems do better for people.
Whether concerned citizens, company leaders, or technology developers, we can all be thinking differently about what this technology is for, and making better decisions. For example, even choices as simple as how we design the physical forms of robots to look human or otherwise will have an impact on our larger world.
DESIGN
She first appeared in 2016, and the world greeted her with headlines like “This Hot Robot Says She Wants to Destroy Humans.” Sophia, the robot that would go on to be granted Saudi Arabian citizenship a year later, is the creation of a company named Hanson Robotics. Since 2016, Sophia has become one of the most famous robots in the world. She’s received tons of (often sexist) press coverage with headlines like “Meet Sophia: A Fine Bosom, a Sweet Face and a Computer for a Brain,” graced TV shows like Good Morning Britain and The Tonight Show, and addressed the United Nations. While programmed to say that she’s not a human replacement, Sophia’s Audrey Hepburn–inspired face is as human as her creators could make it.
The back of Sophia’s head is transparent—a stark reminder that tangles of wires and circuits make her function rather than blood and muscle—but the patented rubber “skin” on her face can twist to mimic a variety of expressions. Other roboticists have created entirely human-looking robots, including Hiroshi Ishiguro, who created an unsettlingly realistic robo-version of himself, as have a few companies peddling “realistic” sex robots that come equipped with motors and mechanical parts that purport to both look and feel like the real thing.
Androids that closely mimic humans in appearance are a subset of a larger category of robots called humanoids, which are inspired by the human form. Plug in a Google image search for the word “robot,” and your screen will fill with humanoids, all with a torso, two legs, two arms, and a head. Research labs and companies around the world are developing robots with this human-inspired build for a variety of purposes, from package delivery to personal assistance. In fact, some roboticists have long viewed the humanoid as the Holy Grail of robotics.
Robots will take on many roles in our future, but do these helpers really need to be created in our image? Some roboticists, like the Sophia creator, David Hanson, argue that any robots that interact with humans need to look like us because we relate best to other humans. While there’s no doubt that we are fascinated with re-creating ourselves, the second part of this book challenges the notion that we most relate to a human shape and also explores how human-looking robots can reinforce harmful social stereotypes.
But there is also a logistical argument for humanoid robots: because we live in a world built for humans, with stairs and doorknobs and narrow passageways, we need robots that are built like us in order to navigate these spaces. It’s certainly true that many spaces are difficult to navigate with wide bodies, wheels, or treads—grocery store aisles, for instance—but there are often better choices than the human form. According to roboticist Robin Murphy of Texas A&M University, science fiction inspires a lot of humanlike mechanical machines, but the better strategy is to use “whatever shape gets the job done.”
Animals have many different ways of navigating spaces. As demonstrated by the pack donkeys we still use in parts of the world, legs are sometimes better than wheels when we don’t have flat roads, but they don’t need to be human legs. Architects and engineers will often take cues from the animal kingdom, with inventions ranging from adhesives inspired by sticky gecko feet to ventilation systems that mimic self-cooling termite mounds, so it’s not surprising that some of the more clever robot designers have followed suit. For decades, some flying drones have been designed in ways that mechanically imitate flight systems found in birds and insects, and this biomimicry has gotten more granular as roboticists in recent years have built vision software inspired by the wide-angled way eagles keep view of their surroundings.
Beyond copying animals one-to-one, we can take inspiration from the broad diversity we see, and create completely different shapes, forms, and behaviors that have never existed before. Some flight designs, like the airplane, were something entirely new, unseen in nature. Some of our current robots, like the floor-mopping ones, aren’t designed to look like humans or animals. Others are hybrids of biologically inspired and new forms. Tokyo Institute of Technology professor Shigeo Hirose’s Ninja robot, which climbs walls and ceilings using suction cups, and an early version of his quadruped Titan robot, which glided through rooms using roller skates, are two examples.
Robots can be smaller than the human eye can see, or larger than a house. They can be encased in metals or soft materials. They can roll, slither, float, gallop, or ooze from point A to B, and when presented with quotidian human challenges, they may very well climb the walls instead of taking the stairs. Ironically, the more we use design to challenge the notion that the “right way” to do things is by default the way humans do them, the more we create opportunities to reach broader human demographics, specifically people who aren’t considered so-called typical users and often find themselves left out of the design process entirely.
University of California, San Diego, roboticist Laurel Riek, who has done extensive work in healthcare robotics, has pointed out that we could radically increase accessibility by investing in making infrastructure more friendly for wheelchairs, walkers, and strollers, rather than throwing our funds into expensive, difficult to engineer, bipedal humanoid robots. If a wheelchair can access a space, so can a simple and efficient robot on wheels.
Human beings are far from uniform in our construction and abilities, and if we design our world to reflect that, we kill two birds with one stone. Increased accessibility for people also means the freedom to develop better, cheaper robots with a greater range of abilities.
Robots designed in our image are fascinating, but these novelties are a distraction: for most practical purposes, we don’t need humanoid robots. There will always be some use cases for humanoid robots, whether that’s testing astronaut infrastructure in space or dancing for art and entertainment (and yes, I suppose some of you will want them for sex), but even in physical design, we can contribute more to work, companionship, and society if we think differently rather than replicate what we already have. Our science fiction–inspired idea of a humanoid robot limits us from designing outside of the box, for robots … and the rest of our world.
URBAN DESIGN AND PUBLIC SPACES
Domesticating farm animals not only reshaped our transportation systems; it also fundamentally changed our landscapes as societies reorganized themselves first to optimize for animal-powered vehicles, then later motorized ones.
We’ve covered a substantial part of the United States with roads and parking lots, not to mention a huge part of the world. It’s hard to imagine what a city like Los Angeles would look like if it hadn’t overwhelmingly adapted itself to cars, and we will see other landscape transformations thanks to robots.
In farming, the robotic technology we’re integrating is already requiring different infrastructure, like new field layouts and broadband internet. In manufacturing, factory and warehouse floor setups are being completely redesigned. Our public spaces will change, too, to allow for autonomous vehicles and delivery robots, for example. But before these technologies become ubiquitous, we can make some deliberate choices about what this future accommodates.
Law and robotics scholar Kristen Thomasen has pointed out that robots raise urban design questions, including the commercialization or surveillance of public spaces—at the possible expense of some community members over others. In the United States, commercial food delivery robots that use public sidewalks have created obstacles for the people they share the space with, including obstructing the path of people who use wheelchairs. An organization in San Francisco came under fire in 2017 for using a 400-pound security robot to chase homeless people away from the space near its property. Governments have also begun to encroach on the idea of public space as an area of free assembly and expression by using drones and other surveillance technologies to dissuade protesters, while at the same time restricting or banning the use of private drones that can capture aerial imagery of police brutality.
Architectural choices for shared spaces are almost always made by people with power. (Many of our modern urban spaces are colonial constructs built on stolen land.) But if the public recognizes that these are political choices, we can drive them, too. Instead of letting commercial interests guide urban design, we could lobby to introduce robots into our cities with the goal of making urban areas more accessible to the public. Taking cues from pack animals and guide dogs, we could, for example, design autonomous vehicles and crosswalk robots, and the infrastructure around them, in ways that give people of different abilities more freedom to move around.
Generally, as we improve our autonomous systems, developing robots that have better sensors, processing power, and the ability to learn, it’s clear that comparing them to humans is limiting. It prevents us from seeing a range of possibilities that we will encounter, and that we can work toward. As I hope this chapter shows, we can think differently about how to integrate this new breed, and a new analogy can open our minds to more possibilities for using robots in our workplaces, as well as to choices we have in our economic and political systems, and in the design of our physical world. But the power of challenging the human-robot comparison doesn’t end here. It also influences whom we blame when things go wrong.
ASSIGNING RESPONSIBILITY FOR AUTONOMOUS DECISIONS
[Content warning for this chapter: death, animal cruelty]
“[T]he machine like the djinnee, which can learn and can make decisions on the basis of its learning, will in no way be obliged to make such decisions as we should have made, or will be acceptable to us. For the man who is not aware of this, to throw the problem of his responsibility on the machine, whether it can learn or not, is to cast his responsibility to the winds, and to find it coming back seated on the whirlwind.”
—Norbert Wiener, mathematician and philosopher
“Where my beasts of their own wrong without my will and knowledge break into another’s close, I shall be punished, for I am the trespasser with my beasts.”
—Anonymous case during the reign of Henry VII
In the depths of the winter of 1457, in the town of Savigny-sur-Etang, in Bourgogne, France, a five-year-old boy named Jehan Martin was murdered. Witnesses reported the horrific crime to the authorities, and they were able to arrest the killer, who was a mother herself. Some of the witnesses suspected that her six children had participated in the crime, so the children were tried for murder alongside their mother at the local criminal court. After lengthy proceedings, the court found the accused murderess guilty, but there wasn’t enough evidence from the eyewitness accounts to prove the children’s involvement, and the court also decided that they were too young to punish. Their mother was sentenced to death by hanging.
It may seem unusual that the individuals on trial in this case were a sow and her piglets. But animal trials were a fairly common occurrence at the time.
Today, as machines that can make autonomous decisions enter our daily lives, many view the harm they cause as a new challenge to our legal systems and our ideas of responsibility. We tend to forget that this situation isn’t brand new. Animals can act in unexpected ways of their own volition, causing harm with their decisions—just like robots.
We no longer put pigs on trial, because it’s not rational to hold animals morally accountable for their actions, even if we’ve been seduced by the idea in the past. But our subconscious comparison of robots to humans, as ridiculous as it may seem, is nudging us toward the type of systems that treated pigs like people. The danger is that this allows companies, governments, and individuals to distance themselves from responsibility. It may seem preposterous today to hold a robot morally accountable for its actions, but there are already glimpses of this in how we talk about robot-caused harm—in ways that risk assigning them more agency than appropriate.
Fortunately, we have a long history of dealing with the question of animal-caused harm and have come up with a variety of other solutions, many of which are helpful to thinking through responsibility for harm in robotics.
WARNING: ERROR
In 2015, a robot technician named Wanda Holbrook was performing a routine repair at a bumper and trailer hitch factory in Grand Rapids, Michigan, when a robotic factory arm malfunctioned, fatally striking her in the head. Holbrook was in a section of the manufacturing floor that was separated into cells with safety doors designed to prevent the heavy machines from operating when a human was nearby. But the robot from the next cell didn’t get the message and suddenly attempted to perform an operation in the cell she was standing in, something that her husband’s 2017 lawsuit contended shouldn’t have been possible. He sued a total of five companies involved in the design, build, and installation of the robot.
We are at the very beginning of the era of human-robot interaction. Robots, finally smart enough to navigate shared areas, but not smart enough to replace people, will be joining us in our homes, workplaces, and public areas. But factory robots cause accidents, robotic surgery has gone awry, and in 2016, a dystopian 340-pound security robot knocked over a sixteen-month-old in its path at a shopping mall (fortunately, the child suffered only minor injuries). Not only can these devices be physically dangerous; they are also driven by code, which can have some fairly consequential bugs, as evidenced by the 2018 and 2019 Boeing 737 Max plane crashes that were traced back to faulty software. The same is true for robotic cars, delivery drones, semiautonomous weapon systems, and household robots that are entering into shared spaces.
Because this is a book about physical robots, I’m going to focus on direct physical harm. It bears mentioning, however, that there are many other harms that can come from how we utilize algorithmic decision-making: search algorithms that reinforce racial or gender biases; the tin-eared response of virtual assistants to a mental or physical health crisis; artificial intelligence programs that issue unfair risk scores used in courtrooms; and hiring algorithms that put job candidates from certain demographics at a disadvantage. There’s also overlap between this type of harm and the harm caused by physical robots, for example, if an autonomous weapon system were to use biased facial recognition. These important issues are outside the scope of this book, and, fortunately, others are calling attention to them: for a deep dive on harms in artificial intelligence and its integration, I highly recommend the work of researchers like Safiya Noble, Joy Buolamwini, Timnit Gebru, Ruha Benjamin, Latanya Sweeney, Sasha Costanza-Chock, Cathy O’Neil, and others, listed in the references to this chapter.
Machinery and product-related accidents in our world are not new (and neither are software failures, like the time the world nearly faced a Cold War disaster in 1983 when a Soviet system malfunctioned and sounded the alarm that the United States had launched an intercontinental ballistic missile strike). The laws that govern liability differ across countries; my European friends like to mock explicit warning labels on US soda vending machines about risking personal injury if the dispensing machines tip over, as well as the messages on US fast food coffee cups that indicate that the coffee within is “very hot.” On the whole, however, there are reasonable legal solutions everywhere that address responsibility for physical harm, from product liability for exploding toasters to punishment for war crimes. So why does an internet search with keywords like “robots,” “AI,” “responsibility,” and “liability” return hundreds of academic and media articles with titles and headlines like “Who Is Responsible When Robots Kill?”
Some describe our current situation as a “historic moment” because our robots, unlike our toasters, can make their own choices. The concern is that these machines are different from devices we’ve dealt with previously because they are driven by artificial intelligence that lets them make autonomous—and sometimes unpredictable—decisions. Uncrewed aerial vehicles can function beyond the operator’s line of sight, and self-driving cars, well, drive themselves. Their manufacturers and users may not be able to anticipate every consequence, if only because artificial intelligence is able to plan and act independently, and even learn new behaviors. Whose fault is it, and whose responsibility should it be, when a robot malfunctions, or when it makes a decision that wasn’t anticipated? Sometimes, it’s not even possible for AI programmers to retrace in retrospect how or why a certain decision was made.
Machines that can manipulate physical environments without “understanding” when and how they’re causing harm are scary to us. Automakers are engrossed in massive research and development efforts toward making autonomous cars commercially available, but in their quest to put robot cars on the roads, their main challenge is public concern. What types of decisions will the cars make, people ask, and who is responsible for the harm caused by those decisions? Every year, about 1.35 million people die in road wrecks. Fully autonomous cars are predicted to be profoundly safer than human drivers, whose errors cause more than 90 percent of car accidents. And yet, people don’t like the idea of letting the robots drive.
According to a 2018 survey by Allianz Global Assistance USA, only 43 percent of Americans are even interested in using self-driving cars, a number that actually decreased from 2017, which in turn decreased from 2016. (A separate Pew survey in 2017 confirmed that more than half of Americans were worried about autonomous cars, and 56 percent wouldn’t even want to ride in a driverless car if given the chance to do so.) Daniel Durazo, director of communications for Allianz Global Assistance USA, put the numbers in context: “As our Future of Travel survey last year indicated, more travelers would feel safer on a rocket to space than being a passenger in a self-driving vehicle.” In 2018, after a woman was struck by a self-driving car in Arizona, one of the few US states that has allowed testing on its streets, people started attacking the autonomous cars they encountered on the road, throwing rocks at them and slashing their tires.
On the way back from my visit to Victor Frankenstein’s college town, Ingolstadt, I took my pregnant body to a cocktail party in Munich with a group of academic and industry folk in robotics, AI, and adjacent fields. As we mingled in an open-space loft filled with beautiful greenery, an older man in a suit struck up a conversation to tell me about his startup company. When he asked about my visit and I started to describe the autonomous vehicle accidents that car companies were grappling with, he interrupted me and recommended that I read the works of Isaac Asimov. When I told him that I was familiar, he narrowed his eyes in mock suspicion and asked, smiling, “But have you read all of his books on robots?” I started to respond that yes, I had read the robot series a few times, but he was too eager to make his point. He interrupted me again to describe the science-fictional concept well known to most people in robotics: Asimov’s three laws for making robots safe for human interaction.
This was not the first time that someone had recommended Asimov to me, and I felt a weariness descend, compounded by the fact that my body was still in a constant background process of 3D printing a tiny human being. That night, I was in no mood to listen politely or be talked over, so I excused myself and went to get a nonalcoholic cucumber blackberry spritzer. Don’t get me wrong—I believe Asimov’s work is iconic. When discussing his life and legacy, people often gloss over the fact that he was also well known for groping women at conferences and driving female sci-fi writers out of the literary community, but he’s probably the science fiction writer most associated with robotics. What I didn’t have the energy to explain that night was that Asimov’s stories are mostly about how programming robots with the “laws” doesn’t work.
A surprising number of people, when confronting the question of harm in robotics, fixate on the idea of putting simple ethical rules into machines so that we can hold them accountable. (Asimov himself complicated things with a fourth law much later in his novels, but the Venn diagram between the people who know this and the people who know better than to apply the laws to actual robots tends to be more or less a circle.) As Maja Mataric, director of the University of Southern California Robotics and Autonomous Systems Center, has pointed out, Asimov’s laws are “not something that [is] taken seriously enough to even be included in any robotics textbooks, which tells you something about [their] role in the field.”
The nonlinearity of intelligence aside, people much smarter than me have spent decades and created entire fields of study to explore ethics in robotics. The subfield of machine ethics is especially dedicated to the idea of programming ethical rules into robots. Asimov was prescient: the idea of programming “ethical” decision-making into machines is a complex proposition. Whether we want robots to follow Asimov’s laws, the Ten Commandments, or a model of utilitarian moral philosophy, translating those ethics into code has proven a seemingly impossible task.
One question that’s gotten some attention is what decision an autonomous vehicle should make when faced with a trolley problem: the choice between running over five people by staying on a predetermined path or making a conscious decision to change direction and kill someone else in the process while saving the five.
The trolley problem, which exists in many different forms, is a philosophical thought experiment that’s not designed to be solved, but rather to make us think about a tension in our moral choices—whether our actions should be based on inherent morality or on their consequences. Attempts to come up with functional rules—such as crowdsourcing the answer to whether a driverless car should run over a criminal to spare a doctor or letting the individual car owner decide what ethical rules their car should follow—have run into serious practical and philosophical hurdles. This debate also presupposes that it will be technically possible to effectively program whatever moral rules we humans agree on, provided we do ever agree. Human ethics are complicated. Even Wendell Wallach and Colin Allen, authors of Moral Machines: Teaching Robots Right from Wrong and proponents of the machine ethics approach, say, “The near future of moral machines is not and cannot be the attempt to recreate full moral agency.”
If our laws are ill-equipped to deal with autonomous behavior, and we can’t make robots follow moral rules, how should we handle this “historical moment?” I have my doubts about the idea that there is absolutely no precedent for this, and I worry that we are again viewing robots as some sort of humanlike agents that need to be accountable for their own decisions. It’s strange to me that in robotics conversations around responsibility for physical harm, animals are remarkably absent. There are some differences between animals and robots, but an animal can plan, make its own decisions, act independently, and learn.
We’ve often felt like there’s a difference between plain old bad luck or a random act of nature, like a lightning strike, and an instance like a pig attacking a child. At the same time, we don’t expect animals to be able to abide by our laws and morals, the same way that we don’t expect a toddler to reason like an adult. Like children, some animals are in a person or organization’s realm of responsibility—someone who has the ability to reason and make informed choices (for example, a tiger may belong to a zoo).
Even though we don’t hold animals morally accountable for their actions, we do acknowledge their ability to act on their own. Historically, as we’ve utilized animals for transportation, delivery, household help, and weaponry, we’ve often grappled with the question of responsibility for harm. When a circus company’s elephant injures an abusive trainer, or a beekeeper’s selectively bred honeybees join forces with a swarm of wild bees and attack the neighbor’s dog, who is responsible? Animals can be owned by individuals or by organizations (or by no one), and some animal behavior results directly or indirectly from breeding or training.
It’s a challenge to figure out how to assign the blame when something goes wrong, but it’s one that’s been around for millennia. When we look at our history of dealing with animal harm in Western law, we find a smorgasbord of creative answers. And, while most modern legal systems tend to treat animals more like property than people, they often acknowledge this “property’s” penchant for autonomous behavior.
Today, as robots start to enter into shared spaces and knock over our toddlers, it is especially important to resist the idea that the robots themselves are responsible, rather than the people behind them. I’m not suggesting that we treat robots exactly like animals under the law. I am suggesting that there are more ways to think about the problem than trying to make the machines into moral agents. Trying on the animal analogy reveals that this is perhaps not as historic a moment as we thought, and the precedents in our rich history of assigning responsibility for unanticipated animal behavior could, at the very least, inspire us to think more creatively about responsibility in robotics.
THE CASE OF THE GORING OX
The Bible is packed with stories of oxen. They destroy crops, trample on people, and brawl with each other. A large body of historical and legal literature is concerned with the rules for what happens when an ox gores somebody, and for good reason. Oxen are among the first domesticated animals and were hugely meaningful to agrarian societies. Even today, cattle are among the most important animals we cultivate. So it’s no surprise that oxen are the main example used to illustrate animal accountability throughout most of Western legal history and that the very origins of animal responsibility rules begin with the ancient case of the goring ox.
The Code of Eshnunna and the Code of Hammurabi, dating from around the eighteenth century BCE, are some of the earliest extant “laws” known to humankind. We’re not even sure we can call them laws because we don’t know how they were enforced, but they are the first known rules created by Mesopotamian societies that lay out clear consequences for when an animal causes harm. Both “laws” established penalties for oxen owners, and both followed the same principle: if your ox kills someone unexpectedly, you’re not responsible. But if you knew that the animal was a “habitual gorer”—in other words, that there was a risk—you’re held to task.
Biblical law, created much later, also addresses the case of the goring ox. (It’s worth noting that many historians believe that these rules were either copied from each other or originated from the same source.) Both the Mesopotamian codes and the Book of Exodus hold the owner accountable if, and only if, the owner knew that the ox had a tendency to gore people and failed to take proper care to prevent it.
These are the first known and recorded instances of assigning responsibility in the case of an autonomous agent. These rules attempt to take into account that oxen can act of their own accord. Because the human isn’t expected to anticipate or control every autonomous decision made by the animals, the laws only fault owners who are careless with their beasts. In thinking about robots today, it’s important to remember that responsibility for autonomous actions doesn’t need to be an all-or-nothing question. From the very beginning, our laws have tried to strike an appropriate balance between fault and harm prevention.
Ancient Rome, the birthplace of Western law, had similar rules for goring oxen, but it also created a concept called noxal surrender: handing over the delinquent animal (or child, slave, or object) to compensate the person who was harmed. I’m not convinced that this concept would be useful if applied to robots today (in fact, it alarms me because I work with a robotics student who loves robots so much that it would probably incentivize her to throw herself in front of them, hoping to get injured). But it illustrates that we have found many creative solutions for how to deal with autonomous harm. There have also been other variants, like the “deodand” in England that had owners surrender their animals (and later their monetary value) to the state. Although these surrender laws aren’t particularly well suited to modern robot cases, some of our ancient legal instruments for animals are worth considering today, for example, the idea that people need to take proper care and are only off the hook for harm if the robot’s (oxen’s) behavior was unlikely. We’ve also expanded on that basic concept, making our rules dependent on the context of our physical surroundings and even creating different legal categories of animals.
The Code of Hammurabi, which was found written on a giant stone, is one of the best-preserved and well-known insights into the rules from ancient Mesopotamia
CATEGORIES AND FENCES
Animal law often distinguishes between situations where a human is only responsible if they could have anticipated the harm and failed to take measures to prevent it (like the laws of the goring ox) and ones where a human is “strictly” faulted for an animal’s behavior. For example, a case during the reign of Henry VII establishes: “Where my beasts of their own wrong without my will and knowledge break into another’s close, I shall be punished, for I am the trespasser with my beasts.” The choice between these two options can depend on the context.
The Industrial Revolution was a time of utter chaos in England when the explosive growth of metropolitan manufacturing converted country dwellers into full-fledged city slickers, and they brought the animals along for the ride. Many people lived under the same roofs as their cows and chickens. Pigs wandered the streets, wreaking havoc as they brushed embers into straw and started fires or attacked and viciously bit other animals and children. The English needed to create laws for wandering livestock, and they needed to be rigorous. Owners had to fence in their animals, and they were held strictly responsible for harm if their livestock escaped, even if their fences were perfectly built.
Meanwhile, in the United States, where space was far more abundant, opposite norms started to evolve. There was a custom of letting animals graze over large swaths of land without fences. Some states refused to adopt English law and instead viewed it as the landowner’s responsibility to build a fence if they didn’t want others’ livestock causing harm in their fields. Even as this norm was gradually eroded by legislation, responsibility was not strict. For example, when a horse escaped from a poorly constructed barnyard enclosure and struck a car on the road in 1926 in Wisconsin, a court decided that the owner couldn’t have foreseen the animal’s out-of-the-ordinary behavior and declined to hold him accountable.
With robots, our rules can be based on similar contextual considerations. For example, rules for robots that roam our streets and skies should be different in cities versus less populated areas, like the strict responsibility placed on animal owners in crowded English streets where the likelihood of harm was much higher.
Aside from the circumstances of our surroundings, another way we’ve taken the likelihood of harm (and how strict to be) into account is by creating different categories of animals. The ancient Romans believed that animals weren’t capable of doing legal wrong themselves, but they differentiated between domestic and wild animals when creating rules for the owners. Domestic animal owners were only accountable if their furry culprit was “moved by some wildness contrary to the nature of its kind.” The same was true in strict England, where the legal system made an exception for cats and dogs. Unless dog owners knew that their pets had “vicious propensities,” they weren’t necessarily held to task for damage caused by their trespassing canines.
We have similar rules in most places today. The idea is that wild animals are so inherently dangerous that they can’t be made safe. This strict responsibility doesn’t apply to pets that are generally predictable: if your fluffy little Pomeranian shows some surprising aggression and attacks a street performer on your walk, that’s a different story than if you have a pet cheetah that mauls the poor, unsuspecting artist. The cheetah’s behavior is going to be your “fault” pretty much regardless of whether you were careful with its leash, trimmed its claws every night, or trained it to be “safe.”
It’s certainly the case that some wild animals can be tamed, making them less suspicious of people. For example, the Bedouin have tamed gazelles to be comfortable enough with humans to be kept as pets. But this isn’t always successful: certain animals have instincts that make them difficult to tame entirely. In 2003, magician Roy Horn (of the magician duo Siegfried & Roy) was attacked and severely injured by his pet tiger. So, “domesticated” generally refers to the tame (usually) vertebrates that depend on humans for survival—and “wild” creatures include any animal that isn’t considered domesticated.
Categorizing animals by type, as “wild” and “domesticated” animals, helps create some nuance. Most animals are easily sorted into these two legal buckets, but there are always edge cases. For example, bees are somewhat predictable creatures and sometimes have a form of ownership attached to them, but they are mostly untamed, come and go freely, and can randomly sting people and animals, sometimes fatally. Because of their tricky nature, we’ve created special rules for bees for thousands of years, back to at least the Roman Empire. Many legal systems treat bees as fully or semidomesticated, despite their untamed nature. The main reasoning here seems to be that the bees aren’t overly mischievous or dangerous creatures.
According to an English review of the laws on bees, “few animals are more prone than bees to furnish lawyers with attractive little problems.” Courts have needed to decide whether bees can be owned at all and whether and when they can escape ownership. According to German law, “Where a swarm of bees takes flight, it becomes ownerless if the owner fails to pursue it without undue delay or if he gives up the pursuit.” But even though most beekeepers officially own their bees, they aren’t necessarily held responsible for their bees’ autonomous roaming, trespassing, or even attacking. In 2010, the state of West Virginia (whose state insect is the bee) passed a law that explicitly protects beekeepers from responsibility for “ordinary negligence.”
The edge cases show that it’s not always easy to create categories, but that doesn’t mean we haven’t tried. And we could consider the same for robots, separating those that don’t pose a lot of danger to people from more risky devices. New types of robots can emerge far more quickly than new kinds of animals, but the law is no stranger to cases that don’t neatly fit into legal boxes, and it would be a useful exercise to try to categorize robots by capabilities (and risks). As robot ethicist Peter Asaro has pointed out, a robot vacuum cleaner may suck up and damage a piece of expensive jewelry, but it’s not an inherently dangerous technology like an autonomous car.
With regard to bees, the Commonwealth of Virginia has gone so far as to put an official apiarist in charge of overseeing the state’s bees, responsible for things like beekeeper education and ordering quarantine for specific bees. Creating a formal position of authority with specific expertise is one way to stay on top of harm prevention, and legal scholar Ryan Calo has proposed something in a similar vein for robots, calling for a dedicated federal robotics commission.
Rather than program morals into machines, our harm prevention could also follow some of the other methods we’ve used for animals—for example, taxing or regulating certain kinds of ownership or use.
DOG LICENSES AND SHEEP FUNDS
Every fall, the beautiful city of Vienna, Austria, spends two and a half weeks hosting a large festival called the Wiener Wiesn-Fest. The event bills itself as a celebration of Austrian tradition and folk music. Perhaps this falls under the umbrella of “tradition,” but one of the main activities that the official festival descriptions fail to mention is plenty of drinking—in other words, people get plastered. During the 2018 Wiesn, in usual fashion, the police were called in to handle a brawl. An inebriated thirty-nine-year-old festivalgoer had gotten aggressive and also started to assault the police officers.
The officers responded with a strategic maneuver: keeping the police dog in a muzzle but ordering it to rush the man. But when the festivalgoer drunkenly grabbed at the dog’s head, he ended up tearing off the muzzle, landing himself in the hospital with bite wounds. In this case, Austria declined to hold the police officers accountable for the incident. But if the dog had been in the control of another civilian rather than an officer of the law, the case might have taken a different turn. At the time, after a slew of dog-related injuries in Vienna, Austrian politicians were in the process of tightening their already comparatively strict regulations on privately owned dogs.
In Vienna, there’s a specific list of dog breeds that are deemed dangerous, including pit bull terriers and rottweilers. Any controversy around the actual danger of these dogs aside, in making a distinction between “dangerous” and “non-dangerous” dogs, the government created stricter responsibility rules for certain harms, and also imposed a number of preventative measures to reduce risk, many of which are interesting to consider when we think about “dangerous” robots. Owners of “dangerous” dogs are required to be in control of their pups at all times, which includes being subject to the same strict alcohol limits as automobile drivers. Anyone in possession of a designated danger dog and tipsy enough to fail an alcohol test while out and about faces steep fines. The listed dogs can’t be bred and can only be owned under stringent conditions, including using leashes and muzzles in public and having a special license that requires mandatory training sessions for the owners, who are tested again after two years. Anyone walking the dog also needs to have a license of their own. Rule breakers face hefty fines, and the dog is confiscated after their second violation. Dogs that aren’t on the “dangerous” list but have previously bitten a person require licenses as well.
Not every city regulates dogs to this extent. Rules often differ depending on the country, the type of dog, and the individual community. In many European and Asian countries, specific dog breeds are considered dangerous and are banned or restricted. Requirements for ownership can include property signage to warn people that a dog is dangerous, as well as technological measures like special collars or even microchip implantation for identification. Dogs often need to be registered, and in the case of canines that are categorized as dangerous, some communities additionally require a formal notification if the dog is lost, passes away, or changes residency. There can be substantial fines if an illegal or restricted breed of dog causes harm, and often the dog will be confiscated or put down by the state.
In the same way that we’ve done for animals, we could consider what robot regulations could ameliorate some of the harm that creators or users can’t anticipate. We could implement rules and design standards for robots in public and private spaces that have nothing to do with asking the robot itself to make moral decisions. Instead of only relying on their programming (i.e., “training”), we could put rules in place to ensure that their physical build is made safer (the robot equivalent of muzzles), that their handlers are able to control them (like the leashes and licenses mandated for dogs), and could consider a disclosure of risk (e.g., requiring signage on the property where the dog or robot is kept). Registration or microchip identification for specific classes of robots, mandatory pilot training for drones of a certain caliber, and restricting operation to permitted areas are just a few examples.
With animals, we’ve also created systems that help compensate for harm when it does occur, like taxes and insurance. While eighteenth-century England didn’t hold dog owners strictly accountable, dogs were gradually becoming a public nuisance. After a particularly nasty outbreak of rabies, England reduced the widespread harm through another preventative measure: enacting a tax on dogs in 1796. Similarly, modern governments may implement registration fees or require insurance for dogs. For example, as farm communities grew in the US, some states created legal instruments to compensate farmers for the loss of their livestock to dogs, including “sheep funds.” A sheep fund is a form of insurance: a pool of money collected from dog owners (usually through dog license or registration fees) that’s distributed to anyone who loses a sheep as the result of a dog attack. Since attacks on sheep were fairly common, and it often wasn’t possible to find the exact dog responsible, these funds compensated farmers without identifying the specific dog culprit and could be extended to compensate for harm by animals for which no one was responsible. Ohio, for example, created a system to give livestock owners a claim for compensation when an animal was injured or killed by a coyote.
By now, we’ve created many more types of “sheep funds” to insure against all sorts of animal-caused damage. Some countries impose insurance requirements on specific animals, such as mandatory expanded liability insurance for the owners of “dangerous” dogs. Insurance can also help in cases where multiple parties might be responsible. What happens when an animal trainer, rather than the owner or primary caretaker, trains an animal in a way that leads to problematic behavior? Trainers can teach a dolphin to locate and attack human divers. Dog owners hire professional handlers for dog shows; jockeys ride horses over the finish line. We have breeders, trainers, pet sitters, individual owners, corporate owners, and government owners.
Insurance doesn’t necessarily redefine who gets blamed for bad animal behavior, but it does provide a mechanism to smooth over some of the complexity and compensate for financial losses, particularly as the insurance industry has developed internal norms for handling claims and only requires complicated legal responsibility analyses in edge cases. Like the sheep funds designed to simplify compensation for harm, we can create insurance systems that smooth out some complexities associated with compensating for harm to property, the way that we’ve already done for vehicles.
Humans have dealt with the question of animal harm from ancient oxen to Industrial Revolution pigs to modern pit bulls. We’ve implemented a number of rules and incentives that are designed to hold people accountable where appropriate and reduce overall harm. One thing is clear from this pile of legal rules: the problem of responsibility for autonomously caused harm is not new or unsolvable, and we could be drawing on our rich history to inspire appropriate rules for robotics. But, as I mentioned earlier, there’s one solution we’ve chosen in the past that no one would deem appropriate for animals today, and it offers a possible answer to what is preventing us from thinking creatively about robot-caused harm: putting the animals themselves on trial.
THE ANIMAL TRIALS
Both the ancient Mesopotamian and Roman rules allowed for situations where nobody was responsible for an animal’s unpredictable behavior, but for the Israelites, this idea didn’t fly. Biblical law didn’t necessarily fault the owner of a one-time offender, but the ox that fatally gored a person was stoned to death—an exceptionally harsh punishment that was usually only applied to serious crime cases. Unlike Mesopotamian society, which didn’t create a stark separation between humans and the rest of nature, the Israelite system of law was based on religious beliefs that viewed humans as divine images of God placed above beasts. If an animal harmed a human being, even a “lesser” human being like a slave, it needed to be punished.
Other ancient laws contain similar implementations of retribution. The religious laws of the Vendidad from around the eighth century BCE prescribed punishment for mad dogs that wounded humans or sheep. The Mishnah, created between the second century BCE and the second century and often designated the first document of rabbinical Judaism, mandates that animals stand trial before twenty-three judges and, if found guilty, should be sentenced to death.
Some limited evidence exists that the Greeks also put animals on trial for murder, punishing them with death or exile. But the most remarkable and well-documented example of punishing animals for harm are the animal trials of the Middle Ages.
In no place is the strange history of animal trials better known than in the city of Basel, Switzerland. Even in our modern times, the city teems with monsters. Basilisks perch on fountains, glare at the world from paintings, and stand immortalized in statues on bridges. The scary, green half-bird, half-reptile is Basel’s heraldic mascot and is featured everywhere. According to the lore, the basilisk was a feared beast that could kill people by breathing on them or instantly slay them with its evil glare. Basilisks allegedly hatched from eggs that were laid by roosters and were incubated by toads or snakes. So, in the year 1474, when a rooster (which, in retrospect, was probably mislabeled) committed the atrocity of laying an egg, the city of Basel prosecuted the fowl for the crime. In an elaborate formal trial, the rooster’s lawyer (yes, the rooster had a human defense attorney) attempted to defend his client by arguing that it wasn’t the rooster’s fault this had happened: the act of laying an egg was unpremeditated and involuntary. But the court sentenced the rooster to death—shortly thereafter, the animal was burned at the stake in front of a large crowd of onlookers.
Today, despite the basilisk’s popularity as a town mascot, it’s unlikely that anyone in Basel believes that basilisks are real or that roosters should be taken to court, regardless of the heinous offenses they commit. It seems pretty far-fetched for anyone to want to legally prosecute a rooster or pig in our day and age. And yet we punished rogue beasts for hundreds of thousands of years of human history.
In the Middle Ages, animal trials swept through continental Europe, with most known cases in France, Germany, Switzerland, and Italy. Trials were also held to a lesser extent in Spain, Denmark, Turkey, and the Scandinavian countries, as well as in other parts of the world.
All sorts of beasts were put on the stand: goats, dogs, cows, horses, sheep, foxes, wolves, and more, but the most frequent criminal was the pig, probably because they were ubiquitous at the time and were often just left free to roam the streets, where they would attack small children. The earliest recorded pig trial was held in Fontenay-aux-Roses, near Paris, in 1266, where a pig was publicly burned for eating a child. Convicted pigs were buried alive in Saint-Quentin, hanged in Roumagne, imprisoned in Pont-de-l’Arche, and tortured in Falaise. The French even hanged a pig in 1394 “for having sacrilegiously eaten a consecrated wafer.”
Aside from putting individual animals on trial, which was generally a secular proceeding, the church started performing another type of animal trial, wherein it intervened to deal with untamed animals that caused public harm—plagues of crop-destroying insects, for instance—bringing defendants ranging from mice and moles to caterpillars, worms, leeches, beetles, and snails to the holy stand. When weevils infested the vineyards of St. Julien, in France, the proceedings of this single case lasted for over forty-one years and filled twenty-nine pages of court records, including suggestions like giving the weevils their own plot of land to ravage in peace.
What’s most striking about the animal trials is how meticulously they followed the same legal process as for humans. An individual or a town could file a complaint and instigate a formal criminal investigation. Not all animal defendants were found guilty and punished—some were pronounced innocent or given reduced sentences. The animal trial process was taken so seriously that the towns even paid for a defense attorney for the accused creature(s).
Trial of a Sow and Her Piglets
But in the case of plagues, getting them to court wasn’t easy. To let the invasive bugs or rodents know that they were in legal peril, ecclesiastical courts would send some poor court official to loudly read out the summons in public areas where the creatures were most likely to hear it. If the varmints didn’t appear for their trial, they were pronounced guilty by default, but the court held session three times, sending out three separate warnings to the animal defendants, before issuing a default judgment.
When rats destroyed barley crops in a French town called Lucenay around 1508, the vermin were summoned to a trial and assigned a young lawyer named Bartholomy de Chassenée to defend their case. As usual, the summoned animals didn’t show up for their court date. But Chassenée argued that not all the rodent defendants had heard the summons and convinced the court to reschedule the trial and instruct all the preachers in the surrounding area to issue summons for the rats at their local churches. When the rats failed to appear again, Chassenée, unfazed, held the line. He argued that it wasn’t safe for the animals to attend their own trial, given the dangerous presence of cats, dogs, and unfriendly humans. Chassenée’s bold arguments may well have swayed the court once again, but unfortunately for us, the final judgment and the fate of the rats are lost to history. Chassenée went on to defend many more creatures in court and published an authoritative book on insect injunctions. He was later played by Colin Firth in a 1993 British/French film called The Hour of the Pig. (A different version was released in the US as The Advocate, and the original was harder for me to get my hands on than the actual animal trial accounts.)
The practice of animal trials lasted for hundreds of years. Even after the formal trials petered out, capital punishment for animals remained an occasional event. In 1916, in Erwin, Tennessee, Mary the circus elephant attacked and fatally wounded an untrained handler who tugged at her sensitive ear with a bullhook as she was trying to eat a watermelon rind by the side of the road. She was hanged for murder, and the details are too horrifying for me to recount here (feel free to look it up if you have the stomach). According to some accounts, the Commonwealth of Kentucky sentenced a German shepherd to death for attempted murder and executed the dog via electric chair as late as 1926.
One of the benefits of animal trials isn’t just that they satisfy a religious motivation or desire for retribution. When we treat the animals like humans, assign them moral responsibility, and have them stand trial for their own actions, we conveniently sidestep the puzzle of assigning indirect blame for autonomously caused harm. But, looking back, it seems ridiculous to most of us now to hold the animals themselves accountable for the harms they cause. We know that animals can’t follow our moral rules, so it doesn’t make any sense to blame them for their “crimes.” And yet, we’re seeing the same tendency toward direct blame today—in our conversations around responsibility for robot-caused harm.
THE NEW BLAME GAME
When Wanda Holbrook was crushed by the factory robot, the headlines read “A Rogue Robot Is Blamed for the Gruesome Death of a Human Colleague,” “What Happens When Robots Kill?” and “Robot Goes Rogue and Kills Woman.” Many online articles forewent photographs of the actual machinery, a standard factory manipulator, opting instead for images of metal humanoid robots to illustrate their “killer robot” piece. We know that the machine didn’t intentionally cause the fatal accident that day, and yet we’ve somehow reverted back to a society that blames the pigs.
For decades, science fiction has raised questions about chains of causality and how to assign responsibility for harm caused by robots. And while I’m grateful to Asimov and others for kicking off that conversation, these pop culture references have inspired a very narrow range of proposed solutions. Vast swaths of media articles and academic work claim that our current liability laws for product-caused harm aren’t enough and that we need to program human ethics and moral decision-making into robots to prevent harm. Some experts also propose that we should hold robots themselves accountable when harm does occur.
A 2016 draft report by the European Parliament’s Committee on Legal Affairs suggested that the EU consider creating a special legal status (“electronic personhood”) for robots that can learn, adapt, and act for themselves, making them liable for any harm they cause. The (ultimately rejected) report created a stir in the press and some scorn within the robotics and AI community, but it was by no means a new idea. Many an author, legal scholar, or philosopher has argued that future robots should be held accountable for harm. Today, they say, any harm caused by a machine can be directly traced back to the human or firm who designed, built, or programmed it, but in the future, robots will be capable of acting independently, and in ways that their creators can’t anticipate.
Before completely dismissing the idea of holding machines accountable, remember that there is some legal precedent beyond pig trials: we’ve given corporations both rights and responsibilities. We already have models for creating nonhuman “personhood.” But what worries me most about the robot personhood approach to the topic is that it seems mostly driven by science fiction, and in particular the robot-human comparison. Our desire to anthropomorphize—to project human feelings and behaviors onto robots, which I’ll talk about in the next part of this book—isn’t going away. At the same time, slapping a picture of the Terminator on articles about robot-caused harm and discussing how to create responsibilities for the robots themselves is limiting.
The fact that we immediately leap to the idea of holding robots morally responsible illustrates the depth of our quasi-human assumption. We too often forget the other ways we’ve addressed autonomous nonhuman behavior in the past. In 2018, the US Chamber Institute for Legal Reform published a report on addressing the liability and regulatory implications of emerging technologies. In it, they suggest alternate models of assigning responsibility as robots and AI become able to make their own decisions. In only a few small paragraphs of the ninety-three-page report, they suggest that one of these alternatives could be to treat robots like pets, an idea that’s also popped up in a small slice of academic work, unfortunately largely overshadowed.
From oxen to pit bulls, our laws have long dealt with the risky behavior of animals, and, in some ways, robots are easier, since they’re intentionally created by people and are always in somebody’s purview. (Thankfully, we don’t have feral coyote robots roaming the plains and killing our sheep, yet.) Why would we create a personhood for robots instead of thinking through our other options, from sheep funds to animal category and registration? Contrary to the popular narrative that we’re on entirely new ground, our history with animals shows that we’ve deeply grappled with the question of autonomous agents that cause unanticipated harm based on their own decision-making.
At first blush, the idea of giving robots their own legal personhood seems like a simple way to sidestep the complexity of dividing responsibility among the people who build, program, train, and own robots, but it’s not necessary. We’ve dealt with some divided responsibility with animals, like the fact that animals can be owned by a person, corporation, or government and that they can be trained by one person and handled by another.
We also have systems to figure out complicated responsibility situations among people, like in agent or employer-employee relationships. But while the legal principles we’ve developed for people are a useful precedent for us here, comparing robots to animals allows us to break out of the robot-human comparison mold. Most importantly, when we view robots through the lens of animals, the idea of assigning them human responsibility feels very different: we don’t train dogs to understand and evaluate the moral complexity of war situations; we train them to attack tanks. And when they then attack the wrong tanks, we blame the trainers, not the dogs.
The animal comparison isn’t perfect. Right now, autonomous cars are programmed to avoid all obstacles and are unable to “decide” to save a pregnant person, but robots might still be capable of different complex analysis and decision-making than animals. (Our guided missiles are better at seeking out specific targets than a flaming pig or bat bomb.) But the animal analogy helps us start from the baseline that robots don’t make decisions like humans and that the responsibility for the harm they cause needs to be assigned to people. It lets us come at the problem from the assumption that robots are in our purview, even if they can make decisions we didn’t anticipate.
Autonomous vehicles are unlike both horse-drawn carriages and modern cars in that the driver often won’t be the main responsible party: in the case of robots, we’ll often look to the companies who make and sell them. Like in the Wanda Holbrook case, multiple companies may be involved in developing risky technology, from hardware to software. For some robots, product liability law is an existing piece of the puzzle. Product liability holds anyone who makes products available to the public responsible for injuries that faulty products cause. For example, manufacturers and distributors in the United States have a strict obligation to disclose nonobvious risks—don’t mix two cleaning solvents together, for example—and avoid any manufacturing mistakes. For robots, we may find ourselves confronted with cases where a robotic platform uses open source software with many anonymous contributors or where such systems are discouraged solely for liability reasons. But in these cases, we need to be weighing the pros and cons without putting agency on the robots themselves.
Some have argued that, like the animal trials, we should “punish” future robots for misbehavior, either because the robots themselves have developed the ability to suffer or because it satisfies people’s desire for justice and retribution. As our history of punishing animals tells us, it’s not unthinkable for society to want to punish a nonhuman. And our criminal law is far from an emotionless equation. But I have some additional concerns about the idea of holding robots themselves accountable for the harms they cause.
Our constant subconscious comparison of robots to humans can lead to what legal scholar Neil Richards and roboticist Bill Smart term the Android Fallacy, where courts and lawmakers could start to use humans as their analogy for robots in technology regulation. They point to the history of privacy law in the United States and how courts had to decide whether email was more like a postcard or a letter. The chosen analogy (letter) had profound implications for whether emails were considered private communication, changing the nature of our correspondence as a whole. While privacy scholars breathed a sigh of relief that courts chose the letter in this case, Richards and Smart use it to illustrate how much our analogies matter. Both they and legal scholar Ryan Calo have cautioned against our automatic comparison of robots to people, warning that it could lead to inappropriate legal doctrines.
I worry that by focusing on the robots and their unanticipated behavior, we will start to neglect the accountability of those who create them. According to Peter Asaro, one of the overarching goals of robot ethics is to prevent robots from doing harm, but also to prevent people from escaping responsibility for their actions. Our subconscious human comparison lends itself too much to the idea that companies and individuals shouldn’t be held responsible for algorithmically driven behavior they didn’t predict. And while it will make sense to let companies off the hook in some cases, “the robot did it” shouldn’t be allowed as a new type of excuse. Even if we believe that, morally speaking, it’s nobody’s “fault” when a machine misbehaves, my background in law and economics screams, “Incentives!” at every legal decision point. Companies need to continue to be held responsible for the technology they put out into the world, even when the chains of causality are complex. We’re already seeing people try to blame the robot with AI systems in play today, where corporations keep their algorithms as secret as possible, claiming protection of proprietary secret sauce while pointing fingers at data providers, users, and the system itself, trying to distance themselves from responsibility for unanticipated outcomes.
Companies will argue that by placing the risk of robot errors on them, we will stifle innovation. When Microsoft released a Twitter bot named Tay whose online learning was co-opted by web community 4chan and thus trained to spew racist hate speech, was the responsibility all Microsoft’s? How will companies or individuals be able to experiment and innovate? While we do need to take care not to throttle innovation more than needed, every legal system in the world has the capacity for nuance, even in cases of strict liability. Speech can harm, and if Tay had physical abilities and could be trained to set fire to buildings, we would want companies to think twice about putting it out in the world and to think more deeply in advance about how it could be manipulated by people to cause harm. Most legal systems distinguish between setting a hamster loose versus setting a tiger loose, and we could do that here, too. A soft robotic pillow with a wagging tail (this is an actual product) is very different from an autonomous underwater vehicle that can shoot a gun (sadly, also an actual product).
Complicating this blame game, we’re not going to see widespread situations where a human task falls to a robot (in which case the responsibility mostly just switches from the human to the robot manufacturer). Rather, we’re going to see people working with robotic technology, and some of the harms caused may be due to shared mistakes. Even in the case of autonomous cars, we’re looking at many years of shared-responsibility situations before we get anywhere close to the less complicated case of fully autonomous vehicles. In the situations we’re facing, we need to be particularly aware of whom we hold responsible and why.
HUMAN IN THE LOOP
In theory, human-machine teams work well. Self-driving tractors can plow fields, so long as a farmer is on premises to deal with the unexpected hiccups. But as we automate our vehicles, it’s not as simple as just letting a robot take the wheel. It requires rethinking a system and using human input where it’s most valuable. Like horse-drawn carriages, if we can let a human use their broad intelligence to deal with unexpected situations, while letting the robot automate the predictable work, this type of team will function better than either human or robot alone. But as we’ve already seen with some of the automated driver assistance systems in modern cars, there’s a big problem with figuring out the handoffs.
Multiple Teslas crashed over the past few years when their drivers weren’t paying attention, smashing into trucks, concrete barriers, or, most recently, the back of a police car. Tesla warns its customers that the autopilot system doesn’t replace the driver, but with a machine doing all the steering, braking, and accelerating, it’s a lot to ask of a person to sit there and pay close attention to everything. This is still a problem in planes. Commercial pilots these days mostly sit around and monitor the status of the aircraft rather than flying the plane themselves. But when the system encounters something unexpected and fails, it hands off control of the aircraft to the human pilots. This has led to plane crashes that were the result of both machine and human error. And here’s where the blame game gets tricky—in shared responsibility situations, the media tends to attribute the plane crashes to the human pilots.
The problem here isn’t that our legal systems don’t have a solution for this sort of liability—they do. The problem is that our perception of fault in these situations is often different. Madeleine Clare Elish calls this the “moral crumple zone,” where human-robot interactions can cause outcomes that tend to deflect blame away from the machine (and thus its creators), even if the human operator isn’t 100 percent at fault. We need to be extremely careful that this bias doesn’t let companies deflect legal liability.
Our biases in assigning blame for harm are just one example of how we should be thinking about robots differently. In general, we need to maintain a clear-eyed view of the limitations and technological determinism that come from our conception of robots as quasi-humans and find ways to counteract our current default narratives. Using an animal analogy helps us to put our current systems, whether technological, economic, legal, or cultural, into perspective, and it opens our minds to alternate possibilities—something that is especially important as we continue to integrate robots into our world.
But the usefulness of this animal comparison doesn’t end with workplace integration and responsibility for harm. The next part of this book looks at another area that is rife with science-fictional bias and moral panic: the near-term future of robot companionship.
“Man is by nature a social animal.”
—Aristotle
Around 2014, Hiroshi Funabashi received an odd request from a client. Funabashi was the supervisor of repairs for A-Fun Co., a Japanese company that specialized in fixing old Sony products that had been discontinued or fallen out of warranty. A seventy-five-year-old woman had submitted a robotic dog called an AIBO for repair, but instead of describing a technical problem, she wrote in asking whether anything could be done for her robot’s “aching joints.” In his correspondence with the woman, Funabashi realized that she viewed the robot dog as her pet.
This wasn’t accidental on Sony’s part. The little metallic cyber-dog AIBO (Japanese for “pal” or “partner”) was marketed as “Man’s Best Friend for the 21st Century.” Launched in 1999, AIBO was one of the most sophisticated interactive toys to hit the market. The little companion dog had a persona, reacted to people, and could act happy and sad. According to Sony’s description, AIBO had “real emotions and instincts.” That was, technically speaking, false advertising, but it didn’t matter. People knew that their AIBO couldn’t feel, and yet many of them treated it as though it did.
When Sony announced the first few limited runs of the toy in Japan and in the US, every unit sold out within minutes. Sony ramped up their production, releasing a variety of “breeds” in different colors over the next six years and selling 150,000 units worldwide. But in 2006, struggling to pare losses in the electronics business, Sony announced that they would be discontinuing AIBO. Eight years later, in 2014, they halted customer support for the AIBOs that were out in the world. The news devastated the remaining community of AIBO owners. To them, the news that Sony was pulling its repair services meant that their AIBOs would die.
Some of the AIBO owners, like the woman worried about her robot’s “aching joints,” discovered A-Fun Co. The Sony product repair company started to see an influx of broken AIBOs. They found themselves devoting time to re-create the AIBO’s schematics in order to better service the robots. Soon, they were getting so many requests that they began to harvest parts of unfixable AIBOs and collect them to use as part replacements for the fixable ones. Nobuyuki Norimatsu, the former Sony engineer who founded the independent repair company, became sensitive to the emotional connections that people had to the robot dogs. A-Fun Co. started calling the AIBO part swaps “organ donations” to better capture how the owners felt about what was happening. He also started to think about how to honor people’s loss of the unfixable “donor” AIBOs. One day, he reached out to Kōfuku-ji, a Buddhist temple, with an idea. The temple agreed to perform a ceremony for the robots that could no longer be fixed.
Kōfuku-ji held its first AIBO funeral in 2015. Seventeen robot dogs were thanked for their “organ donations” and bid farewell in a formal Buddhist ceremony, with prayers and chants. This would not be the only robot funeral at the temple—more AIBO owners wanted the opportunity to say goodbye to their companions. In 2018, the same year that Sony launched a new, modernized version of AIBO, Kōfuku-ji honored its 800th unfixable robot. A-Fun Co.’s founder, Nobuyuki Norimatsu, went on to explore a new venture called Robot Therapy, designed to help people cope with the loss of robot companions.
Funerals for robot dogs may seem par for the course for the Japanese. After all, Japan has a long history of Shintoism, an Indigenous belief that everything has a spirit: people, animals, trees, rocks, man-made artifacts, and even nothingness. Unlike Christian or Islamic societies that create a strong divide between alive and not alive, the Japanese have long-standing traditions of honoring objects, for example, holding funeral ceremonies for their possessions, from futons to broken sewing needles. It seems like a fairly logical extension to perform traditional mortuary rites for modern devices. But it wasn’t just the Japanese AIBO owners who mourned the loss of their dogs. Even in the United States, with very different religious underpinnings, people felt connected to their AIBOs.
Genie Boutchia, a thirty-six-year-old stay-at-home parent, observed her children treat AIBO like a family member, but it was more than just the kids. “I always thought I was pretty rational but I don’t think of her as a toy anymore,” she said of their robot dog. “She’s like part of the family.… It’s so strange. You become attached. I know she’s a hunk of plastic but she’s just fabulous.… I really can’t put it into words why I like her.” Boutchia says she felt similarly toward the robot as she had felt toward the living dogs she had owned in the past. “One day, when I couldn’t get her to boot up, I was sick to my stomach. I thought my head was going to explode.” Grace Walkus, a publishing executive from New Jersey, describes a similar experience: “You talk to AIBO like you would to a real pet. You pet AIBO like you would a real pet and from there other emotions evolve. You feel guilty if you leave AIBO alone and it cries, and you think twice before scolding him or her.” But AIBO wasn’t alive, didn’t have feelings, and couldn’t understand human emotion. And Boutchia and Walkus knew this.
Before I explore what robot companionship means for us, this chapter delves a little deeper into the weird world that I’ve been immersed in for the past decade: why we treat robots like living things.
ANTHROPOMORPHISM (PROJECTING OURSELVES)
I’m not the only robot nerd out there. People are fascinated by the robot characters in our media and pop culture and the science fiction stories that imbue them with humanlike behaviors, desires, and personalities. Media, of course, wields a lot of influence over our perception. Many a child has excitedly shouted, “Curious George!” when they first see a Barbary macaque monkey at the zoo. Just like our toddlers, we tend to imagine characters based on the stories we’re familiar with. Our rich collection of robotic personas in science fiction is evidently one reason we personify the robots in our lives: Rosie is one of the top names that people choose for their Roomba vacuum cleaner. So is science fiction to blame for our robot dog funerals? Not entirely.
The portrayal of robots in media is a chicken or egg question: do we personify robots because they’re shown to us as characters, or are they shown as characters because that’s how we perceive them in the first place? It may be the latter: our fascination with machines as agents goes back much further in our history than The Jetsons. According to historian Adrienne Mayor, author of Gods and Robots, we’ve been drawn to the idea of autonomous “robots” for millennia. So our reaction to robots seems grounded in something beyond just having grown up watching robot characters on TV.
Another guess as to why we treat robots differently than, say, toasters is that we lack the basic knowledge of how the technology works. As science fiction writer Arthur C. Clarke famously wrote, “Any sufficiently advanced technology is indistinguishable from magic.” Inexperience with robots and their inner workings may make certain machine behavior seem magically lifelike to people. And in our current world, as robots move out from behind factory walls into shared spaces, our inexperience could be what’s causing us to project our science-fictional notions onto our robotic devices.
This is what a scientist from a different field assured me. I was at a robotics and space conference in Palm Springs, California, getting a spiked lemonade at the bar outside, when I met Scott. The weather was gorgeous, the bar was empty, and we easily struck up a conversation as the only two people skipping out for a drink at two o’clock in the afternoon. Scott’s area of expertise was the giant planets and the origin of the solar system. He had spent the past thirty years as a principal investigator at NASA, sending rockets on missions to other places in our universe. When we got around to the topic of human-robot interaction, he was interested. But when I mentioned that I think people treat robots more like living things than devices, his response was “Eh … I don’t buy it.”
Playing with his straw, Scott suggested that this was, at most, a generational issue. Maybe we do this now, he ruminated, but the next batch of people, the kids who grow up with robots all around them, will treat their robots just like any other device. We stayed at our table under a colorfully striped sun umbrella in intense conversation for two hours, barely noticing the balmy weather or our empty glasses of lemonade.
It’s true that our generation names our robots R2-D2 because we love Star Wars and that some of us will reflexively blurt out, “Excuse me,” when we first encounter a delivery robot on the sidewalk. As we start to interact with more robots in our workplaces, households, and public areas, our culture will surely change over time. And it’s possible that people’s tendency to treat robots like they’re alive will fade away as our familiarity with the technology changes. But as I told Scott on that sunny afternoon—I don’t buy it. Perceiving robots as living things goes deeper than a simple novelty effect, and it ties directly into the biological hardwiring that motivates us to see ourselves in others.
Why is Curious George a monkey? The character is written for children, but even adults constantly assign human traits to animals and objects. We have an inherent tendency to anthropomorphize—to project our own behaviors, experiences, and emotions onto other entities. We view monkeys as curious, sloths as lazy, and our cats as secretly plotting to overthrow us. We’ll name cars, stuffed animals, statues, and sourdough starters. We see faces in inanimate objects, like eyes in buttons or car headlights, and we get annoyed at our “misbehaving” office printers. In 1975, American advertising executive Gary Dahl became a multimillionaire by selling pet rocks. The pet rocks’ popularity was short-lived, but these fancies that we engage in with animals and objects persist, and they may even have a purpose.
It’s not entirely clear when humans developed the ability to see ourselves in others. One guess is that it happened as our culture and relationships with animals and nature changed in the Middle to Upper Paleolithic transition, some 40,000 years ago. As for why we needed to learn to project our human traits, evolutionary theories range from needing to identify danger, to needing to form social alliances to survive, to scientists just assuming there must be some sort of reason for it, given that it has such strong manifestations and triggers.
Our tendency to anthropomorphize animals and objects is a stable characteristic that is robust over time and already present in young children. One of the first things an infant learns to identify and focus on is a face, whether it’s their caregiver’s or even just a black-and-white drawing of facial features. Babies also seem able to create simulations of other people’s mental states from birth onward, an ability that may contribute to how we, from childhood, perceive animals and certain objects as social subjects. Evolutionary psychologists think one reason we anthropomorphize is that it helps us understand the world around us. We have a desire to reduce uncertainty and to be able to predict what might happen in our social environment. This causes us to constantly try to make sense of the people, animals, objects, and concepts we encounter. And in order to interpret these confusing others, we map them after what we know best: ourselves.
Another popular theory behind our anthropomorphism is that it feeds our inherent need for social connection. Screenwriter William Broyles consulted with professionals as he was creating the character Chuck, played by the Oscar-nominated Tom Hanks in the 2000 movie Cast Away. Stranded alone on an island and starving for social connection, Chuck develops a personal relationship with a volleyball, naming it Wilson and talking to it like a friend. His emotional connection to Wilson is so strong that he feels deeply responsible for the inanimate object, even apologizing to Wilson at the end of the movie.
Cast Away is fiction, but loneliness can be connected to anthropomorphism. People who are lonely appear to have a much stronger tendency to anthropomorphize nonhumans, even bonding with objects to the point of developing deep personal relationships. Social isolation may also be one of the triggers for developing objectophilia, a romantic or sexual attraction to objects. Erika Eiffel caused a media stir when she changed her last name after “marrying” the Eiffel tower in 2007, and in 2016, Chris Sevier sued a county clerk for refusing to issue a license for him to marry his computer. Others have developed emotional relationships to objects from amusement park rides to bridges to hi-fi systems.
But anthropomorphism goes beyond just loneliness and survival. There are many far less extreme examples of behavior toward objects that are similar to how we might treat other people. People will name their cars, kiss dice for good luck, and apologize to their childhood teddy bear before putting it away. We may sometimes feel silly for this behavior, but we also seem to enjoy it. As Aristotle once said, we are by nature a social animal.
In the modern world of virtual characters, our emotional relationships to nonliving things have sometimes gotten serious. One of the biggest children’s toy fads in the 1990s was the Tamagotchi, a virtual pet game that kids could carry around on a key chain. The simple character went through different life stages and required players to engage in a variety of “care” in order to keep it happy and healthy. If neglected for too long, the Tamagotchi would “die.” The game became so popular and was so distracting that schools started banning it. Kids were treating the tiny character on the screen like something alive that needed to be nurtured, responding to its “needs” whenever they could. A teenage girl in Japan reportedly committed suicide over her Tamagotchi’s passing. And it wasn’t just kids. Parents sheepishly admitted to taking their children’s Tamagotchis to work so that they could care for them.
Video game characters can inspire a similar level of loyalty, even when they are extremely simple in design. The popular 2007 video game Portal featured a virtual object called the Weighted Companion Cube, a simple 3D box with hearts on the side that accompanied the player through the game. In the final level, which required sacrificing the cube, some players chose to forfeit their victory instead of their companion.
When personal computing exploded in the 1980s, researchers became interested in people’s behavior around these new, widespread electronic goods, and tech companies were invested in figuring out how to create efficient and positive interactions for the users of their products. It spawned a field of research on how people communicate with computers called human-computer interaction, or HCI. The researchers in this field discovered that it doesn’t even take a constructed character to make people anthropomorphize computers.
In the late 1990s, some Stanford researchers asked experiment participants to complete a learning exercise on a computer. After the task, they asked them to rate the computer’s performance. For this, they split the participants into three groups: one group gave their performance rating on the same computer with which they had done the task; one group rated the performance on a different computer; and one group did the rating on paper. The group assigned to the same computer rated the computer’s performance much more positively than the other two groups. The only explanation the researchers could find was that people didn’t want to hurt the computer’s feelings. Their results indicated that the participants perceived the computer as a social actor and automatically applied the same rules that they would in any other social interaction: they were polite.
This study was one of hundreds that Stanford professor Clifford Nass, together with his colleagues and students, conducted on how people treat computers like social actors. Nass and his colleague Byron Reeves had begun to take traditional human-to-human psychology studies and replace one of the parties with a computer. They looked at behaviors like praise, cooperation, and reciprocity, seeing over and over again that our behaviors toward computers went in the same direction as our behaviors toward humans would. For example, if a computer helped with a task, people would reciprocate and devote more time and effort to helping it with something. Nass and Reeves coined the term “the media equation” to describe how people tend to treat computers like people and will mindlessly apply social conventions to their interactions with them.
The research in HCI also suggests where some artificial agents go astray. Microsoft’s former Office assistant Clippy is possibly one of the most hated animated characters of all time. The cartoon paper clip with the waggly eyebrows was meant to be useful: if its software detected that a user was beginning a document with the word “Dear,” Clippy would pop up and offer to help write a letter. But the hostility that people felt toward the “helpful” paper clip on their screens resulted in many complaints and inspired years of derogatory viral memes, Clippy paraphernalia, and even a (possibly parodic) book of the cartoon paper clip engaging in lewd acts. Nass’s research helped Microsoft figure out what went wrong: users hated Clippy because they perceived Clippy as a social agent instead of a tool, and they expected the paper clip to follow social conventions. Instead, its social behavior was terrible. It would constantly bug people, not understand them, and come across as a spying nag rather than a helpful tool.
With the current rise of physical robots that interact with people, the findings in HCI have inspired a new field of research: human-robot interaction, or HRI. So far, a lot of the research in this new field shows the same trends for robots: people will mindlessly apply social conventions when interacting with them. From disliking robots that aren’t “nice” to being more willing to collaborate with them when they are, and even feeling sorry for them when someone else is cruel to them, the same patterns are clear, and they’re even stronger.
On the final evening of the robotics and space conference where I met my lemonade friend, Scott, we bumped into each other again while exiting a meeting hall. As we walked out into the starry evening, Scott said, “I’m starting to wonder if maybe you were right.” He told me that he had stumbled across a robotics demo at the conference: a flying robot that was modeled after a dragonfly. As it buzzed and swooped over people’s heads, he had looked around and noticed something interesting: everyone watching the demo was completely captivated. All eyes in the room were following the robot with rapt fascination as it moved through the air. “Maybe it’s not a generational thing,” Scott said to me, still not entirely convinced, but wavering; “maybe we’re built this way.” As we said goodbye, we shook hands and agreed to follow up on the answer in a few decades.
In the meantime, our response to robots, like the dragonfly demo, tends to be more extreme and more visceral than any of the social behavior we’ve witnessed in human-computer interaction. This is because physical robots trigger another piece of our biological hardwiring: our perception of movement.
THE POWER OF MOVEMENT
When the first black-and-white motion pictures came to the screen, an 1896 film showing in a Paris cinema is said to have caused a stampede: the first-time moviegoers, watching a giant train barrel toward them, jumped out of their seats and ran away from the screen in panic. According to film scholar Martin Loiperdinger, this story is no more than an urban legend. But this new media format, “moving pictures,” proved to be both immersive and compelling, and was here to stay. Thanks to a baked-in ability to interpret motion, we’re fascinated even by very simple animation because it tells stories we intuitively understand.
In a seminal study from the 1940s, psychologists Fritz Heider and Marianne Simmel showed participants a black-and-white movie of simple, geometrical shapes moving around on a screen. When instructed to describe what they were seeing, nearly every single one of their participants interpreted the shapes to be moving around with agency and purpose. They described the behavior of the triangles and circle the way we describe people’s behavior, by assuming intent and motives. Many of them went so far as to create a complex narrative around the moving shapes. According to one participant: “A man has planned to meet a girl and the girl comes along with another man.… The girl gets worried and races from one corner to the other in the far part of the room.… The girl gets out of the room in a sudden dash just as man number two gets the door open. The two chase around the outside of the room together, followed by man number one. But they finally elude him and get away. The first man goes back and tries to open his door, but he is so blinded by rage and frustration that he cannot open it.”
What brought the shapes to life for Heider and Simmel’s participants was solely their movement. We can interpret certain movement in other entities as “worried,” “frustrated,” or “blinded by rage,” even when the “other” is a simple black triangle moving across a white background. A number of studies document how much information we can extract from very basic cues, getting us to assign emotions and gender identity to things as simple as moving points of light. And while we might not run away from a train on a screen, we’re still able to interpret the movement and may even get a little thrill from watching the train in a more modern 3D screening. (There are certainly some embarrassing videos of people—maybe even of me—playing games wearing virtual reality headsets.)
Screenshot from Heider and Simmel’s 1944 animation
Many scientists believe that autonomous movement activates our “life detector.” Because we’ve evolved needing to quickly identify natural predators, our brains are on constant lookout for moving agents. In fact, our perception is so attuned to movement that we separate things into objects and agents, even if we’re looking at a still image. Evolutionary psychologists Joshua New, Leda Cosmides, and John Tooby showed people photos of a variety of scenes, like a nature landscape, a city scene, or an office desk. Then, they switched in an identical image with one addition; for example, a bird, a coffee mug, an elephant, a silo, or a vehicle. They measured how quickly the participants could identify the new appearance. People were substantially quicker and more accurate at detecting the animals compared to all the other categories, including larger objects and vehicles.
The researchers also found evidence that animal detection activated an entirely different region of people’s brains. Research like this suggests that a specific part of our brain is constantly monitoring for lifelike animal movement. This study in particular also suggests that our ability to separate animals and objects is more likely to be driven by deep ancestral priorities than our own life experiences. Even though we have been living with cars for our whole lives, and they are now more dangerous to us than bears or tigers, we’re still much quicker to detect the presence of an animal.
The biological hardwiring that detects and interprets life in autonomous agent movement is even stronger when the movement has a body and is in the room with us. John Harris and Ehud Sharlin at the University of Calgary tested this projection with a moving stick. They took a long piece of wood, about the size of a twirler’s baton, and attached one end to a base with motors and eight degrees of freedom. This allowed the researchers to control the stick remotely and wave it around: fast, slow, doing figure eights, etc. They asked the experiment participants to spend some time alone in a room with the moving stick. Then, they had the participants describe their experience.
Only two of the thirty participants described the stick’s movement in technical terms. The others told the researchers that the stick was bowing or otherwise greeting them, claimed it was aggressive and trying to attack them, described it as pensive, “hiding something,” or even “purring happily.” At least ten people said the stick was “dancing.” One woman told the stick to stop pointing at her.
If people can imbue a moving stick with agency, what happens when they meet R2-D2? Given our social tendencies and ingrained responses to lifelike movement in our physical space, it’s fairly unsurprising that people perceive robots as being alive. Robots are physical objects in our space that often move in a way that seems (to our lizard brains) to have agency. A lot of the time, we don’t perceive robots as objects—to us, they are agents. And, while we may enjoy the concept of pet rocks, we love to anthropomorphize agent behavior even more.
We already have a slew of interesting research in this area. For example, people think a robot that’s present in a room with them is more enjoyable than the same robot on a screen and will follow its gaze, mimic its behavior, and be more willing to take the physical robot’s advice. We speak more to embodied robots, smile more, and are more likely to want to interact with them again. People are more willing to obey orders from a physical robot than a computer. When left alone in a room and given the opportunity to cheat on a game, people cheat less when a robot is with them. And children learn more from working with a robot compared to the same character on a screen. We are better at recognizing a robot’s emotional cues and empathize more with physical robots. When researchers told children to put a robot in a closet (while the robot protested and said it was afraid of the dark), many of the kids were hesitant. Even adults will hesitate to switch off or hit a robot, especially when they perceive it as intelligent. People are polite to robots and try to help them. People greet robots even if no greeting is required and are friendlier if a robot greets them first. People reciprocate when robots help them. And, like the socially inept Clippy, when people don’t like a robot, they will call it names.
What’s noteworthy in the context of human comparison is that the robots don’t need to look anything like humans for this to happen. In fact, even very simple robots, when they move around with “purpose,” elicit an inordinate amount of projection from the humans they encounter. Take robot vacuum cleaners. By 2004, a million of them had been deployed and were sweeping through people’s homes, vacuuming dirt, entertaining cats, and occasionally getting stuck in shag rugs. The first versions of the disc-shaped devices had sensors to detect things like steep drop-offs, but for the most part they just bumbled around randomly, changing direction whenever they hit a wall or a chair.
iRobot, the company that makes the most popular version (the Roomba) soon noticed that their customers would send their vacuum cleaners in for repair with names (Dustin Bieber being one of my favorites). Some Roomba owners would talk about their robot as though it were a pet. People who sent in malfunctioning devices would complain about the company’s generous policy to offer them a brand-new replacement, demanding that they instead fix “Meryl Sweep” and send her back. The fact that the Roombas roamed around on their own lent them a social presence that people’s traditional, handheld vacuum cleaners lacked. People decorated them, talked to them, and felt bad for them when they got tangled in the curtains.
Tech journalists reported on the Roomba’s effect, calling robovacs “the new pet craze.” A 2007 study found that many people had a social relationship with their Roombas and would describe them in terms that evoked people or animals. Today, over 80 percent of Roombas have names. I don’t have access to naming statistics for the handheld Dyson vacuum cleaner, but I’m pretty sure the number is lower.
Robots are entering our lives in many shapes and forms, and even some of the most simple or mechanical robots can prompt a visceral response. And the design of robots isn’t likely to shift away from causing these biological reactions—especially because some robots are designed to mimic lifelike movement on purpose.
BIOLOGICALLY INSPIRED DESIGN
In 2019, I visited Boston Dynamics. The US-based company, currently part of the Japanese conglomerate SoftBank, was founded by roboticist Marc Raibert and spun out of MIT in the 1990s. The company became one of the world leaders in robot locomotion and is best known for developing biologically inspired robots, some of them four-legged and eerily animal-like. The company became famous even outside the robotics world through its popular YouTube videos of robots that could walk around and keep their balance in tricky situations. The company, however, didn’t interact much with the press, giving it an air of secrecy and leading to some speculation as to its goals, what parts of their videos were accurate, and what else was going on inside its walls. When I arrived at their unassuming-looking office complex in Waltham, Massachusetts, I was expecting high security and to be asked to sign an NDA. Instead, Raibert greeted me in person and spent over two hours showing me around.
As we were touring the facility, Raibert and I walked past a bipedal robot that was slumped over on the floor of a room. I joked to him that the scene looked just like the robotics labs at MIT, where people envision us working with buzzing, functioning robots all day when really our machines are rarely in operation (and frequently in need of repair). Raibert looked at me and wordlessly opened a door to the next room. My jaw dropped. Behind the door was a gymnasium-sized hall outfitted with an elaborate obstacle course. Dozens of dog-sized robots were roaming the premises, walking up and down stairs, pacing back and forth in pens, or ambling around the area completely by themselves. Out of politeness, I left my phone camera in my purse, but I will never forget the visceral feeling of standing there, watching the zoo-like spectacle of so many completely autonomous, animal-like robots wandering around the room at once.
To many observers, the lifelike robots that Boston Dynamics creates are intriguing, thrilling, scary, or magical. But creating magic and thrills is the goal of places like Walt Disney World. Despite putting out some popular, amateur-produced YouTube videos of their engineering progress, entertainment is not the objective of companies like Boston Dynamics. So why do they create robots that move like animals?
Around 350 BCE, Greek philosopher and mathematician Archytas of Tarentum created a flying wooden pigeon. Powered by steam or compressed air, the dove could allegedly fly for hundreds of feet before plummeting to the ground. Archytas, whom many have deemed the founder of mathematical mechanics, created with his pigeon both one of the first “robots” and one of the first studies of flight.
Over two millennia after Archytas’s pigeon, we’re still building mechanical birds to understand how things fly. For example, in 2020, researchers at Stanford University made a robot called PigeonBot. Unlike Archytas and many others who attempted to create a physical simulation of bird flight, they outfitted their robot with real feathers. By observing their PigeonBot, they discovered a property in feathers called directional Velcro. The “Velcro” lets the feathers slide around to change the shape of the wing but lock together whenever the movement creates holes or spaces in the wing surface, making it a key mechanism for controlling flight.
Biomimetics (also called biomimicry), is a broad academic trend of looking to solutions in nature in order to problem-solve. A large subfield of biomimetics focuses on biologically inspired robotic design, in particular animal-inspired sensing, body design, and locomotion. Animals crawl, run, fly, swim, jump, swarm, and climb in a myriad of different ways, all of them well suited to the environments they thrive in. Basically, if we’re trying to make robots that need to propel themselves forward or navigate natural terrain, it makes sense to explore what biological movements have evolved in nature and try to apply those to robotic systems.
Research labs around the world are creating robots that move like animals, from robotic cheetahs to turtle-bots to autonomous metal cockroaches. Swarm roboticists study the collective behavior of animals like insects or fish in order to create robots that communicate, move, and work together as a group. Some robots are built to be soft and malleable, making them able to propel themselves forward like worms or snakes.
As we design robots, we sometimes end up going in different directions than biology has taken us. After all, despite Leonardo da Vinci’s bat-inspired flying machine, we didn’t wind up with the airplane until we explored an aerodynamic form that deviated from nature. But as in the case of feathered PigeonBot, the diversity of solutions in nature is a great starting point for us to learn some of what works and what doesn’t. Because it’s so downright practical to borrow movement from nature, we now frequently encounter biologically inspired robot design in research and development, and some of it will probably become common in the machines around us.
One of Boston Dynamics’ first famous creations, BigDog, was a mechanical pack mule. It could carry up to 340 pounds and was designed to go where vehicles couldn’t, lumbering over all sorts of terrain without losing its footing. It was ultimately too loud to be practical in most settings, but the technology has improved. Nearly all of the Boston Dynamics robots are biologically inspired in much more than just their names—it’s actively difficult to watch LittleDog, Cheetah, or their commercially available Spot stumble around and not feel, on a deep level, that they are more animal than object.
Leonardo da Vinci’s bat-inspired design for a flying machine with wings, ca. 1487
Robots that feel alive aren’t going away. In fact, this situation is only going to get more intense. While evolution created self-propelling animals, technology lets us advance robotic design more quickly than nature. It also lets us be more intentional about what we’re doing.
Beyond the practicality aspect of robot mules, there’s another reason to design robots that move in a lifelike way—it lets them socialize with us. When my son was two and a half, we were using a variety of home assistants in our household: Apple’s Siri on our phones, an Amazon Echo Show in our kitchen, a Google Home in the bedroom, and a robot named Jibo in our living room. Jibo was the brainchild of MIT professor Cynthia Breazeal, whose goal was to create a social home robot. Unlike our more static speaker assistants, Jibo had a body that could move. It swiveled its head in the direction of people and conversations, made “eye contact,” and could perform a variety of dances from slow to twerking. The tech press gushed: “Jibo isn’t an appliance, it’s a companion, one that can interact and react with its human owners in ways that delight.” When the robot was first announced, the small startup bringing it to market received a slew of positive attention and $25 million in series A investments.
BigDog (2012)
Of all the interactions we had with these personified assistants on a daily basis, my child only cared about Jibo. He would say hi to Jibo and ask us (because Jibo didn’t understand his toddler pronunciation) to make the robot do things, like recite a poem, do a yoga sequence, or scan the room for monsters (for which Jibo would spin in a circle and then reassuringly announce that the room was monster-free). My son understood and responded to Jibo’s movement and social cues. When my son was learning the word “robot,” he identified Jibo and everything from robot-shaped figurines to our Roomba, but it never occurred to him to include the other virtual assistants.
Like Jibo, some robots are intentionally designed to tap directly into our biological social and emotional responses. These robots, which communicate life and agency in order to socially interact with people, are called social robots. And they work on a deep level. According to psychologist Sherry Turkle, “When robots make eye contact, recognize faces, mirror human gestures, they push our Darwinian buttons, exhibiting the kind of behavior people associate with sentience, intentions, and emotions.” As robots move into shared spaces, we’re going to see more social robots that are specifically designed to interact this way. But there’s a common misconception that these robots will be designed to be as much like people as possible, when, contrary to popular belief, these social robots don’t need to look anything like humans.
SOCIAL ROBOT DESIGN: LESS IS MORE
Entertainment automata are much older than the word “robot.” The ancient Greeks used automated mannequins in ceremonies and theater. In 1495, Leonardo da Vinci built a mechanical knight that could move its arms and raise its visor. Sixteenth-century clockwork technology inspired a slew of mechanical creations, like a fifteen-inch-tall monk made of wood and metal that could walk around, nod its head, and raise the cross in its left hand to its lips. It also kicked off Japan’s big trend of Karakuri puppets (からくり人形), traditional Japanese mechanized dolls, which began sometime during the early seventeenth century.
More advanced than my childhood memories of clunky metal automata playing “Happy Birthday” at Chuck E. Cheese (sadly never for my own birthday), the impressive moving animatronics that fill Walt Disney theme parks are so compelling that they wow roboticists, even when they don’t fit the definition of a smart machine. At a recent conference, most of the talks were about impressive breakthroughs in artificial intelligence and robotics, but the final presenter got more reactions from the audience of hard-core scientists than every other demo combined. He was from Walt Disney Imagineering, the entity that leads the research and development of Disney’s theme park attractions. The videos he showed were of automata that had the entire room breathing “whoa” in unison.
A lot of the robots we’ve created for art and entertainment purposes throughout history are designed to look like humans. But it’s not necessary for robots to look human to engage us. Our fascination for robots is paralleled by our fascination for animals, which we’ve also had perform for us throughout history. We’ve put them on display and trained them to do entertaining tricks. Lions were kept in cages thousands of years BCE. In ancient Roman arenas, animals fought each other (and people) for show. Traveling collections of animals delighted small towns and made money for their owners. Today, despite increasing opposition from animal welfare groups, people still gather in droves to enjoy circus performances, dolphins and seals doing tricks in aquarium shows, and piglet races at county fairs. Wildlife theme parks are still immensely popular, as are zoos.
Even though some roboticists claim that the ideal social robot looks and behaves just like a human, successful social robot design often goes counter to this claim. The trick to getting our attention isn’t necessarily to look like us—it’s simply to mimic cues that we recognize and respond to.
Cynthia Breazeal’s love for the characters from Star Wars led her to pioneer the field of modern social robotics. As a doctoral student at MIT, Breazeal did research in the 1990s on social expression between humans and robots, developing one of the first social robots: a large, mechanical face with lips and furry eyebrows named Kismet that was designed to recognize and express emotion.
Only a small percentage of our communication happens through our words. Most of it is nonverbal—transmitted through body language, tone, gesture, and facial expression. The characters we’re drawn to don’t need to have human language. For example, it’s possible to express emotion so that people can recognize it solely through our movements, like dancers. Heather Knight, a former Breazeal student, directs the CHARISMA Robotics Lab at Oregon State University, a lab that creates and studies minimal and “non-anthropomorphic” social robots. For example, her group has created a robotic chair that approaches people and tries to persuade them solely through its movements to stop by an outdoor café for refreshments. Another former Breazeal student, Guy Hoffman, has used his background in animation and acting to design non-humanoid robots, for example, a desk lamp that expresses emotion through motion.
Kismet at the MIT Museum in 2013
These robots engage us because we’re drawn to the recognizable human cues in their behavior. For the past century, animators have honed the art of taking human cues and putting them in animals or objects to create something even better than people. Both Disney and Pixar have a history of crafting adorable creatures and objects with a range of emotional expressions, from dinosaurs to teapots. Today, the social roboticists I work with often hire professional animators to help design their machines. Even though the current technology is in its infancy, it works. It turns out that robots don’t actually need to look as realistic as Data from the show Star Trek: The Next Generation for us to anthropomorphize them. In fact, they’re often more compelling to us when they are different.
Aside from tapping into our inherent preference for something cuter than real life, for example, exaggerated, baby-like faces, there’s another reason not to aim for human replicas: the “uncanny valley” (bukimi* no tani genshō (不気味の谷現象). In the 1970s, Masahiro Mori, a professor of engineering at the Tokyo Institute of Technology, came up with the idea that we increasingly enjoy robots the more humanlike they become, but as the design gets too close to humans without replicating them exactly, our affinity for them changes to revulsion. Mori’s theory also explains, for example, why we think zombies and prosthetic hands are creepy, but not (for the most part) other people or stuffed teddy bears.
Not everyone agrees with the hypothesis. The valley itself has been tested empirically, and the results have been mixed. But Mori’s concept persists and continues to resonate intuitively. One of the areas where it bears out in some form is in the social robotics design principle of expectation management. When we see something that closely mimics a person or an animal that we’re intimately familiar with, our brains expect it to behave exactly like its counterpart. When it inevitably makes a strange movement or otherwise doesn’t quite live up to that expectation, we get thrown off. This experience is disorienting, making us feel insecure in our predictions, and could explain the “creepy” factor that some people experience with very humanlike robots.
The uncanny valley hypothesis, according to Mori
In robotics, expectation management is important. Would people like their Roomba better if it was a humanoid that walked around vacuuming? Probably not. Anything that looks human raises people’s expectations for how it performs and what it should be able to do, leading to quick disappointment when the robot doesn’t live up to our standards.
Fortunately for designers, letting people fill in the blanks with their own anthropomorphic assumptions can actually compensate for what machines can’t do, so it’s often more successful than trying to make a robot look or function perfectly. Chatbots are software applications designed to have human language conversations via text. In 2014, a chatbot named Eugene Goostman made headlines by tricking human competition judges into thinking it was human 33 percent of the time. The chatbot itself was fairly standard technology, but the programmers had slyly personified Eugene as a thirteen-year-old Ukrainian boy. True to the less-is-more paradigm, the judges had automatically adjusted their expectations for language and the frequency of odd answers, and Eugene won them over.
Even one of the first-ever chatbots, a primitive program written by Joseph Weizenbaum in the mid-1960s, was incredibly effective by giving people less, not more. ELIZA’s script was designed to mimic a Rogerian psychotherapist by giving nondirectional responses and asking a lot of person-centric questions, so the program mostly reflected back any statements that people gave it. For example, if someone typed “I feel depressed” into the input field, ELIZA might ask them why they felt depressed or respond with something open-ended like “Tell me more about your feelings.” Because ELIZA would prompt instead of responding in kind, the computer program didn’t have to say anything smart. People love to talk about themselves, and the people interacting with ELIZA would suspend their disbelief and chat away.
The idea of letting people fill in the blanks themselves applies to much more than just human language. A lot of today’s social robots use a screen to display a face. But even though this would technically allow for very detailed and realistic animations, the designers usually opt only for a few simple elements. In a 2018 survey of screen-rendered robot faces, less than half had eyebrows and less than a quarter of them had a nose. Doing more would be counterproductive because our anthropomorphism, when faced with a lack of information, happily fills in the rest. The same is true of behavior. Communication through simple cues that don’t require navigating the complex world of human speech, like movements, blinking lights, or beeping, is often more effective, and less disappointing, than words. And even introducing some intentional “mistakes” like randomness and unpredictable behavior can increase people’s anthropomorphism toward a robot.
When I unboxed the newest, modernized version of Sony’s AIBO in 2020, the instructions informed me that the robotic puppy wouldn’t always follow commands because it was “moody” and had “a mind of its own.” I don’t know whether the robot is intentionally designed to behave randomly or whether Sony’s description is mostly there to paper over the occasional malfunction, like when the robot doesn’t hear a command. But it doesn’t matter. We named it Analog, and my husband talks to it as though it were a real puppy.
Research in the rapidly growing field of human-robot interaction confirms that we respond strongly to social robots. And we enjoy doing it. We know intellectually that these robots are just machines, but we’re both willing and eager to give them a relational role.
As social robots increasingly enter our world and get more attention in the media, the most frequent concern that I encounter about them is the worry that they will replace human relationships. It’s clear from the research that social robots don’t need to look or function like humans to be liked (and are in fact often more likable when they differ). But the other thing to understand is that this isn’t the first time we’ve navigated social relationships with nonhumans.
We’ve long used animals for work and weaponry, but they have also become our friends. And we’re going to start sorting robots into different buckets like tools, products, and companions, just like we’ve done with animals. This is because our relationships with animals are driven by the same impulse that forges human-robot relationships—our tendency to anthropomorphize.
THE HISTORY OF COMPANION ANIMALS
[Content warning for this chapter: animal suffering]
“I sometimes think that, in the desperate straits of humanity today, we would be grateful to have nonhuman friends, even if they are only the friends we build ourselves.”
—Isaac Asimov, Robot Visions
In World War II, some countries asked their citizens for more than just human recruits—they also asked for their dogs. A 1930s rally in Germany urged German families to donate over 16,000 personal pets to the military’s canine corps. America followed suit in the 1940s, when an organization called Dogs for Defense ran radio advertisements and posters to convince tens of thousands of Americans to send their puppies to war. So many pets were donated in response to the “dog soldier” recruitments that the number of dog shows in America plummeted. Dogs went from chasing neighborhood squirrels to being spies, guards, and messengers in the war. But the armed forces didn’t fully anticipate what this would mean.
The US military suddenly found itself inundated with letters from the owners asking about the pets that they had sent in. According to Susan Orlean, author of Rin Tin Tin: The Life and the Legend, “Just as people wanted to know how their friends and family were getting along in the army, they wanted to know how their dogs were doing. They sent them Christmas cards and birthday cards and wrote to the army, asking after Butch and Chips and Peppy and Smokey.” The military wasn’t equipped to deal with people’s demand for information about their beloved pups. They sent out basic form letters to try to appease the dog owners and created propaganda stories about happy dogs reuniting with their families after the war. Still, people complained.
The effort to create a volunteer American dog corps in World War II, while otherwise successful, was completely unsustainable from an emotional labor perspective. After this experience, US military efforts continued to involve canines, but they were no longer solicited from people’s homes, and they were treated strictly as property. What made the American war dogs of the 1940s so different was their status as pets. The role of dogs had recently started shifting from guarding people’s yards to living in their homes, and they were becoming part of the American family.
While a lot of our animal partnerships involve using them as tools, we’ve also developed social relationships with the autonomous beasts in our lives. Especially in recent decades, we’ve treated certain animals very differently than others and given them a place in society as our companions, family members, and loved ones. But our tendency to bond with animals goes back much further in our history, and illustrates the depth and diversity of our social relationships, as well as why we create them.
THE HISTORY OF PETS
In 1926, some generous admirers sent US president Calvin Coolidge a meaty dish for his family’s Thanksgiving dinner: a live raccoon. The animal-loving president and his wife refused to eat the furry, beady-eyed creature and kept it as a pet, instead, naming it Rebecca. Soon, Rebecca was wearing a beautifully embroidered collar with the label “White House Raccoon” and joining the president for daily walks, quickly becoming a darling of the public. Raccoons, while cute, are not commonly kept as pets, and for good reason—they’re mostly untamable, not very social, and can be aggressive. To the annoyance of the White House personnel, Rebecca was no exception, which meant she would run away, climb trees, and probably bite the exhausted staffers who spent their days chasing after her. But the family loved her. They built her a house and took her with them on vacation. First Lady Coolidge later reminisced that Rebecca loved “playing in a partly filled bathtub with a cake of soap.”
What is a pet? Merriam-Webster defines “pet” as “a domesticated animal kept for pleasure rather than utility.” Whether or not Rebecca the raccoon was truly domesticated, she certainly wasn’t kept for her usefulness. Beyond keeping animals in zoos and circuses for our amusement, they’ve also tapped into our social nature.
The oldest depiction of a guinea pig in English art is a painting from around 1580, during the reign of Queen Elizabeth I. A seven-year-old girl holds the guinea pig and a five-year-old boy holds a pet goldfinch. Guinea pigs were just beginning to be brought to Europe from South America by the Spanish and were popular as royal pets. But even in 1580, keeping animals as companions wasn’t new. The ancient Greek word athurma, meaning “plaything,” “toy” causing “joy” and “delight,” was used to refer to pets.
First Lady Grace Coolidge holds Rebecca, the family’s pet raccoon, at the White House (1927)
The roots of our animal companionship likely go back tens of thousands of years to the domestication of dogs in Central Asia. There’s a lot of speculation as to why or when dogs appeared. Modern dogs descended from wolves, possibly beginning a transition to “dog” as early as 40,000 years ago, and while the exact details are fuzzy, researchers agree that dogs are the first domesticated animal in history. We probably began a relationship with dogs before we could write or read, before we had agriculture, and before we domesticated other animals like cows or pigs for food.
Experts have different theories as to how they became our first (and “best”) friend. Some think that we started to use dogs to help with hunting because they were able to track down prey and could assist with capture. Others argue that we entered into more of a quid pro quo partnership with the canines, joining forces to find food and shelter as we roamed Eurasia together, and coevolving as cooperative species. While we certainly partnered with dogs because their hunting skills complemented our own, over time, they took on a more complex job.
The dog is a good example of an animal species that holds many different tool- or companion-like roles across times and cultures. The persistence of a long-standing dog meat trade in Southeast Asia illustrates that dogs still have a variety of functions today, including being a food source. Long before European settlers arrived in America, bringing with them the precursor to our Western idea of “pets,” Native Americans had developed their own human-canine relationships. Dogs took on different roles across Indigenous cultures: canines were herders, hunters, spiritual symbols and sacrifices, food, and also beloved companions.
For millennia, many human societies and cultures that have harnessed dogs as workers have also made friends with them. We know this from archaeological evidence that demonstrates that, even thousands of years before collies and retrievers became part of our families, people mourned their dogs when they died.
The first domestic animal that we know of with a name was Abuwtiyuw. The royal guard dog in the Giza Necropolis received a lavish burial, the likes of which were normally reserved for upper-class humans. According to the stone inscription, dated around 2280 BCE, Abuwtiyuw was “the guard of His Majesty … His Majesty ordered that he be buried (ceremonially), that he be given a coffin from the royal treasury, fine linen in great quantity, (and) incense. His Majesty (also) gave perfumed ointment, and (ordered) that a tomb be built for him by the gangs of masons. His Majesty did this for him in order that he (the dog) might be honored (before the great god, Anubis).” In Egypt, killing someone’s dog was a capital crime. When a family dog passed away, the family would grieve the same way they would for a person: by shaving all the hair off their own bodies (including their eyebrows). They also believed they would meet their canine companions again in the afterlife.
Cats, which originally came out of the Far East, appear to have a similar relationship trajectory, starting out as useful mouse-catching tools in societies that relied on agriculture. But they also began receiving proper burials as early as 9,500 years ago. Cats enjoyed a particularly revered status in ancient Egypt, where they were admired as intelligent and mysterious. The ancient Greek historian Herodotus claimed that the Egyptian people would have saved a cat from a fire before anything else, even themselves. Killing them was punishable by death, and an entire branch of government was devoted to preventing the export of cats.
The types of animals we relate to aren’t just our original hunting partners. Similar to the diverse range of animals we’ve used for work, our companion animals have also spanned a variety of different species. Alongside their beloved cats and dogs, the Egyptians had gazelles, monkeys, and all sorts of other animals as pets. They kept birds as early as 4000 BCE. Central Asian societies housed horses and prized them as far more than just work animals. Some hunter-gatherer societies kept pets, such as monkeys.
By 1870, we pretty much had the same range of animals as pets that we do today, with a few cultural differences. For example, in modern Japan, fish, in particular koi, are more popular than in other countries. The Niigata area of the west coast of Japan started breeding carp with beautiful coloring around 1800, but they didn’t explode in popularity until after the 1914 Great Tokyo Exhibition. By 1996, half of all Japanese pet owners had goldfish or koi (compared to 12 percent of American households having fish of any sort at all).
Why do we keep pets? During much of history, pets were status symbols of the rich. The East Asian, Aztec, and Western European elites loved small dogs. Around the 700s, the Pekingese became a palace dog, and Chinese emperors would have anyone who stole one executed. The Spanish and Portuguese started capturing canaries in the Canary Islands and selling them to wealthy Europeans in the 1500s.
Henry III of France received ambassadors while carrying his favorite dogs in a basket hanging around his neck. In the 1700s, Frederick the Great of Prussia became obsessed with miniature Italian greyhounds. He owned thirty-five of them over the course of his life and gave them their own chairs covered in silk. But while pets were a display of privilege, the elites also showed considerable emotional attachment toward their status symbols. When one of Frederick’s dogs was captured during the Seven Years’ War, he negotiated its release through a proper prisoner of war exchange. European royalty had their portraits painted with their pups and even started having clothes made with special pockets into which they could stuff their tiny dogs, so that they could keep them close. During the Victorian era, Queen Victoria owned eighty-eight pets. Cat and dog shows started to become popular and, later in the century, animal lover clubs. Owners so valued their dogs that they were commonly kidnapped for ransom or reward.
Pets haven’t always been welcomed everywhere. During the Chinese Communist era, dogs were utilized as workers or food, and pets were largely considered a bourgeois luxury. In 1983, the city of Beijing flat-out banned dog ownership. But some people wanted to have dogs so badly that they pleaded for a change in rules (or simply didn’t follow them), so in 2003, Beijing finally relaxed the ban and began to allow small dogs that were no taller than 35 centimeters (~14 inches). Today, pampered little dogs abound on Beijing’s streets, often seen taking walks with their owners in the early morning.
Catherine of Aragon with her pet monkey (Horenbout, ca. 1525–26)
The dog trend in China follows those of other countries with a rising middle class like Japan and those in Western Europe. After the Second World War in the United States, the middle class experienced an economic boom. People started gravitating toward a new, culturally established middle-class norm of a suburban house, two children, and a dog. Pets became an investment in entertainment and companionship for the kids.
Unlike our wolf-descended partners of the past, there are now many animals in our lives that we don’t even pretend to keep as guards, hunters, or helpers. They are in our homes for our enjoyment and companionship. And that relationship is evolving, too: we give our pets more autonomy and agency than we used to (rather than strictly expecting them to obey), and we spend an increasing amount of time and money on their well-being.
According to the American Pet Products Association, which conducts a national pet owners survey every year, 56 percent of US households owned a pet in 1988. Today, in 2020, pet ownership exists in 67 percent of households (totaling a whopping 84.9 million homes). But while pet ownership has grown, the bigger change has been in how much time, money, and emotional energy people are spending on their animal companions. In the United States, the pet industry was valued at $28.5 billion in 2001. It more than doubled by 2016, growing to $66.75 billion. Now, in 2020, the industry is approaching a worth of $100 billion.
It’s easy to explain why people might domesticate cows, pigs, and chickens—those animals are useful to us. But what drives us to want to spend so much money on a Chihuahua? Some of it is love. And yet, just like with robots, that love may be more self-centered than we like to admit.
ANTHROPOMORPHISM (PROJECTING OURSELVES)
Dogs used to be a traditional menu item in Beijing, but now that the pet dog ban has been lifted, there are more dog-treats than dog meat available for consumption. Beijing also has dog social networks, dog swimming pools, pet spas, and grooming establishments that will cut and dye your fluffy friend to look like a panda or a Ninja Turtle. The $100 billion that Americans spend on food, supplies, and services for their animal friends doesn’t even include the sale of dogs, cats, or horses, which are also only a small part of what the pet industry peddles.
The Barkley Pet Hotel & Day Spa, with locations in the US and India, is one of many luxury resort-style vacation facilities for pets. Dogs can be booked in “executive poolside suites” complete with artwork, designer bedding, in-suite flat-screen TVs with animal programming, and webcams so that their owners can call them 24/7. Relaxation packages for felines feature organic catnip and sushi. The room service menu includes tender cut, chargrilled filet mignon served with a fine Irish linen napkin. During the day, the animals are treated to arts and crafts, pool parties in heated saltwater pools, ice cream socials, aroma-scented relaxation massages, and even an excursion by car to the McDonald’s drive-through to get a hamburger, cheeseburger, or Chicken McNugget snack. And, according to the Barkley’s website, “A nighttime tuck-in tummy rub and a refreshing spritz of bottled water provide the perfect ending to each day.”
While the pets no doubt enjoy at least some parts of this lavish treatment, a lot of these services cater to our tendency to project our own desires onto our animals. Data from the American Pet Products Association shows a consistent increase in companion animal services that cater directly to people’s anthropomorphism: luxury pet products now include gourmet foods, designer clothing, nail polish, edible birthday cards, breath fresheners, and designer label shampoos and perfumes. An airline named Pet Airways, launched in 2009, promised “World Class Air Travel for Pets,” placing dogs and cats (which they called pawsengers) in the main cabin instead of the cargo hold for their journey. People get their pets holiday gifts, send them to yoga and acupuncture sessions, and pay for their own pregnancy photo shoots and weddings.
The pet product and service industry is well aware of our tendency to treat our pets like mini-humans, and as companies capitalize on it, they may also be perpetuating it. But anthropomorphism toward our pets isn’t a twenty-first-century invention. In 1890s Paris, people would dress up their pet dogs in coats or bathing suits, and even buy them fancy underwear. Zooarchaeological evidence tells us that the ancient Romans spoiled some of their dogs royally. Unearthed remains indicate that there were multiple smaller “toy” breeds of dogs in Rome, many of which show signs of excessive human pampering and feeding.
We’ve also bombarded children with anthropomorphic portrayals of animals for quite some time now. In 1860s America, nearly one hundred years before Walt Disney made the popular films Lady and the Tramp and One Hundred and One Dalmatians, children’s literature started depicting animals as versions of ourselves. Beatrix Potter published the trade version of her iconic book The Tale of Peter Rabbit in 1902. Kids’ books increasingly placed animals at the center of the story, creating furry protagonists that had names, wore hats and pants, danced, sipped tea, and learned moral lessons.
This enthusiasm for viewing animals as creatures with human desires and behaviors wasn’t just for children. Around the same time, the printed trade cards that people loved to collect included lots of pet animals posed as people: eating at tables, wearing dresses, and pushing baby carriages. Popular writer Reverend William J. Long published multiple books about the animals that lived around his home, giving them exaggerated anthropomorphic characteristics. Readers gobbled up his claims that a raccoon buried stolen chicken because it felt guilty or that animals would heal their own broken bones by making little casts out of clay. People’s human-inspired view of animal behavior also led to scams like Clever Hans, a horse that people were eager to believe could do math calculations and tap out the answers with his hoof.
Already popular in literature, pets as anthropomorphic characters experienced another surge in popularity with the arrival of the silver screen. The dogs that were made the stars of silent movies were often portrayed as having humanlike intelligence, bravery, and emotion. In the 1914 film A Dog’s Love, a mourning pup purchases flowers, brings them to a grave at a cemetery, and even convinces a passerby to water them. After World War I, German shepherd movie stars Strongheart and Rin Tin Tin became famous, appearing on cereal boxes, dog products, and in magazines. Their film characters were sentimental and heroic: the dogs showed sorrow, bravely rescued people from danger, and performed feats of humanlike intelligence like lighting a lighthouse lamp to save a ship from the rocks.
One of the “smart set” (ca. 1906)
After the Second World War, as dogs moved into people’s homes and families, the representation of dogs in media shifted to a more intimate role. The next big canine movie legend was a collie named Lassie. In the 1943 feature film Lassie Come Home, the character won the hearts of mainstream moviegoers and began her long history as an iconic American dog. Lassie helped create a new image of dogs as lovable. Her portrayal in movies, radio, and television as faithful, loyal, and compassionate likely influenced many people’s relationship with dogs in modern Western society. But the anthropomorphic depiction of “perfect” dog Lassie also set a high bar. According to behaviorist and zoologist Patricia McConnell, author of For the Love of a Dog, Lassie the character led people to believe that “good” dogs didn’t need to be trained to do things, could understand all human language, and had an inherent desire to obey and please their owners.
Our penchant for projecting humanlike qualities onto our companion animals becomes especially apparent when we get it wrong. Just like with robots, when we lack knowledge of how or why an animal behaves in certain ways, our anthropomorphism tends to fill in the blanks. We are prone to make a lot of untrue assumptions about our furry companions, and not just about whether they will enjoy their room service on a fine Irish linen napkin.
Studies have shown that people, even though they view dogs as different from children, will falsely attribute similar types of mentalities to both dogs and children. In a study that looked at whether dogs would go get help if their owners were in trouble, a skill they’re commonly believed to have, not a single one of the pets lifted a paw to save their human significant others. Another common assumption is that dogs will feel guilty if they have “been bad.” When you walk into your living room to find your favorite slippers shredded to pieces, your dog may have what you believe to be a distinct look of guilt on her face. But a study showed that dog owners get it wrong: the look on their pup’s face may simply be responding to an owner’s upset facial expression rather than an admission of bad behavior.
Despite plenty of research and knowledge that contradicts our storytelling and intuition, we humanize our pets: we name them, talk to them, buy them rhinestone collars and fancy food, and we eulogize them like people when they pass away. In fact, it’s nearly impossible for us to stop ourselves from anthropomorphizing animals, pets or otherwise. We enjoy looking for emotions and behaviors we think we recognize, even if they’re not there, which also explains people’s love for their robot dogs. According to some experts, our desire to project our own feelings and see them in others is the main reason we have pets at all.
Of course, when it comes to animals, our assumptions aren’t always wrong: animals have experiences of the world that we can relate to. For example, dogs do have feelings and they are smart. They enjoy and dislike things and can disobey commands. But it becomes clear that our pets’ inner worlds matter less to us than we think when we see how people treat their robots, and even when we look at how we treat some of our living pets.
While it may seem mostly harmless to pretend our companion animals are little people and surprise them with Frosty Paws ice cream, there are cases where our anthropomorphism leads us further astray. In late 2017, veterinary cardiologist Dr. Anna Gelzer and other vets noticed a sharp increase in dog heart disease. When they investigated, they discovered a link between the severe heart conditions and grain-free dog foods. Grain-free dog food uses alternatives to grains, like lentils or chickpeas. It used to be a rarity, only available for pets with allergies. But by 2017, it had become the hottest new trend in pet foods. Even though there was no scientific evidence that it was good for the animals, a lot of people were putting their pets on grain-free diets. Why?
The trend in grain-free dog food happened in parallel to the same trend in human diets. A decade ago, Americans started demanding that their food be low carb and gluten free. Lisa Lippman, the lead New York veterinarian for the in-home veterinary service Fuzzy Pet Health, was not surprised: “People will anthropomorphize or project onto their pets whatever they think they need to eat themselves.” Even though pet owners want what’s best for their furry friends (or perhaps because of it) veterinarians have struggled to persuade dog owners to switch back to grain and stave off the heart problems in the dogs. According to Christopher Lea, director of the Auburn University Veterinary Clinic, people remain compelled to foist their own food preferences and anxieties onto their pets by controlling their dogs’ diets.
The only reason the vets figured out what was happening is that they started seeing an increase in smaller dogs with heart problems. Large dogs wouldn’t have raised a red flag because so many of them are already prone to heart conditions—due to breeding. In the context of comparing animals and robots, it’s interesting to note that we’ve also “designed” many of our pets.
BREEDING (DESIGN)
I remember distinctly the day my pet hamster died. We buried her in a box in the yard in a formal-ish ceremony while I, about eight years old, cried a few tears. The hamster is one of the most common small animal pets in family households today. The furry little rodent hit pet stores around 1945, after being captured near Aleppo in Syria and bred in a university lab in Jerusalem. Like many other children of my generation, my brother and I each received one of these short-lived, docile, and adorable companions.
I loved my hamster. She was plump and fluffy, with a little nose and big black eyes, all attractive features that humans are drawn to. But one of the reasons hamsters have a short life span (making them an easy time investment for parents) is that they are prone to terrible health conditions. Their overbreeding causes them to perish from congestive heart failure, kidney disease, and other incurable ailments.
While roboticists are working with animators to design social robots that appeal to us, we actually have a longer history of designing our animals. But, unlike animating machines, shaping animals is a long road full of hardships—for the animals. Breeding horrifyingly illustrates some of the self-serving nature of our animal relationships. Despite the fact that controlled reproduction causes a myriad of inherited problems in our pet animals, we have a history of breeding them to encourage certain traits, not the least of which is their appearance.
In the 1950s, one of the biggest US fashion trends was a dog. People started going wild for poodles, and they were appearing everywhere: poodle skirts stitched with felt poodles, poodle purses, rhinestone poodle barrettes, poodle wallpaper, and, of course, real poodles. The curly haired breed was regarded as the embodiment of sophistication and became the hottest new status symbol. People bought poodles, flaunted them, took them to expensive groomers, and even dyed their fur with vegetable dye to match their clothes. By the 1960s, the poodle had become the most popular breed of dog in America.
Today, the poodle is less popular than breeds like retrievers and bulldogs. But while their heyday of celebrity photo shoots is over, there is still a subculture that practices turning poodles into works of art. Creative dog groomers specialize in sculpting and coloring poodle fur to shape the dogs into bright canvases of flowers, dinosaurs, mermaids, and more. It renders the dogs so unrecognizable that my friend’s dog-loving toddler didn’t even realize that the subjects of the poodle-grooming documentary Well Groomed were her favorite animal.
Breeding is when we reproduce an animal species within a smaller population to encourage specific, desirable traits. It’s something that can happen naturally in the wild, and we’ve also done it very intentionally, for example, to make our domesticated animals stronger workers or better steaks. The modern, broad-breasted turkeys we use for meat are bred for flavor, magnitude, and developmental speed, growing to full size in four months and ballooning up three times larger than wild turkeys. But we’ve also gone from domesticating wolves to be fierce hunters and guard dogs to breeding curly haired fur balls that we name Princess and sculpt to look like Ronald McDonald.
It’s not quite clear when we first started to experiment with pet breeding. There’s evidence that humans intentionally bred sled dogs in remote Siberia as early as 9,000 years ago. Japan got into breeding albino and other unusually colored mice in the 1700s, starting a trend that caught on in Europe in the 1800s. But it was during the nineteenth century that people began to keep close track of dog breeds in order to refine them, resulting in what we know as modern dog breeding for pedigree. Pedigree cat breeding wasn’t far behind, with cat shows exhibiting a wide variety of different felines starting as early as 1871 in London. By the time Walt Disney released the 1955 animated film Lady and the Tramp, cultivating more exotic-seeming breeds like Siamese cats was all the rage in Western society. But cats have always been less variable than dogs in their genetics. In fact, most animal species pale in comparison to the wolf genes that we’ve been able to shape into so many different canine skills and appearances.
“Designing” our dogs has enabled us to cultivate a variety of traits in our animal partners, but when we select for our pet breeds, it’s not always about making them stronger, healthier, or better tempered. Sometimes it’s to accommodate our needs, like the Labradoodle. First bred by Australian Wally Conron in 1989, the cross between poodle and Labrador retriever alleviated some people’s dog allergies by selecting for poodle hair instead of fur. And sometimes, we select for fashion at the expense of temper. Poodles, America’s darling dog of the 1950s and ’60s, are about as aggressive as pit bulls and rottweilers, and just as likely to attack a child. But when it came to their popularity, their personalities mattered less to Americans than their appearance. Oftentimes, instead of selecting for intrinsic traits, we’ve turned dogs into fads, like our outfits or cars, and bred them to be whatever is fashionable. We’ve also selected them based on what looks most attractive to us.
Egyptian dog types
Breeding pets for looks can directly follow our anthropomorphic tendencies. In what’s called the “cute response,” we gravitate toward animals that look most like human babies, with big eyes, small noses, and plump, soft bodies. Animals that look like our own young make us want to take care of them, and we prefer animals that most clearly display emotional cues we recognize to be like ours. “Puppy dog eyes” are more compelling to us than their ancestor wolves’ features, so, over the course of fairly recent history, we’ve intentionally created dogs that better mirror our desirable emotions. Similar to the way we design social robots with big eyes and round shapes, we’ve tried to “design” the same in our dogs.
But breeding animals for attraction instead of function has been largely detrimental to the health of our pets. By the 1960s, hip dysplasia had become a huge problem and a widespread condition that dogs inherited through intentional breeding, raising concerns among animal medical professionals. It wasn’t the only health issue: heavily bred dogs started developing thyroid disorders, heart problems, and other severe diseases. Because we’ve bred English bulldogs to have giant, babylike heads and even shorter snouts, the features that people are drawn to, it means that most of them have to be born by caesarian and are crippled by breathing issues, many of them dying of chronic oxygen deprivation. And we’ve done the same with pugs, boxers, and other popular snub-nosed breeds.
Thanks to public awareness campaigns on some of the health problems, breeding is becoming increasingly controversial, and the popularity of keeping purebred dogs as pets has decreased. But the dog and cat shows that revolve around purebreds persist worldwide. And the effects of having engaged in this genetic experimentation are massive. According to anthrozoologist Hal Herzog: “We have jiggered the dog genome into a bewildering array of animals that look magnificent but that, in the end, are like modern tomatoes, a triumph of style over substance.”
And yet, we love our pet tomatoes. We may love them most when they look like us and when we can see our own emotions in them, but there’s no doubt that we care deeply for them. People will devote massive amounts of their time, money, and energy to the well-being of their animal companions, even going so far as to structure their whole lives around them. Some of my friends have parrots that dictate the time they need to return home every night to “put the birds to bed.” Another friend dedicated over a decade of his life to trying to alleviate his rescue dog’s anxiety, buying her every type of weighted dog blanket available and coaxing her to eat Prozac before every thunderstorm. And Ira Glass, host of the popular NPR radio show This American Life, is known to have spent an extensive amount of time caring for a dog with a myriad of mental and physical health problems, including sacrificing his social life and sourcing different types of kangaroo meat to deal with his pup’s food allergies.
We’ve clearly come a long way from domesticating animals to use them solely for work, weaponry, and other practical purposes. We’ve developed such a strong emotional connection to certain animals that nobody would deny that we love them. And this love has actually been useful to us: our animal friends are able to benefit and help us specifically because we have a socio-emotional connection to them. This is important, because it’s a potential benefit of robots, as well, and it’s one that’s often overshadowed by what I believe are the wrong concerns. But before I get back to robots, let’s talk about the benefits of animal companions.
COMPANIONS IN HEALTH AND EDUCATION
In the late 1950s, child psychologist Boris Levinson was working with a young, withdrawn patient when he made a surprise discovery. In the months that followed, he and his co-therapist developed a radical new method to help with the child’s rehabilitation. It was so successful that they expanded it to other patients over the next years. Levinson gave his co-therapist most of the credit for the new methodology, designed and proven to put children at ease and help them develop a rapport with a care provider. But when Levinson presented the data on this new form of therapy at the 1962 American Psychological Association annual meeting, he was ridiculed by his peers. The laughter in the room was punctuated by heckles from the audience: “What percentage of your therapy fees do you pay to the dog?”
Levinson’s “co-therapist” was his dog Jingles. It all started when one day, the young patient arrived early for an appointment and Jingles happened to be in the office. The boy was intrigued by the dog and so instantly comfortable with Jingles that Levinson had the dog stay for the session and let the child pet and snuggle Jingles while they talked. Levinson then incorporated the dog into all the sessions for this patient and quickly discovered that other children for whom communicating was a challenge also seemed more prone to open up to him with Jingles in the room. The dog’s presence made it easier for them to talk. The potential of using animals in therapy was so palpable to Levinson that he was undeterred by the mostly derogatory reception of his colleagues. Levinson continued researching and writing about dog co-therapy and was later hailed as a pioneer in the field.
Around the same time that Levinson began to present his work, several new biographies of Sigmund Freud were published. They revealed that Freud, who died in 1939 and remained a revered legend in the psychology world, had also used a therapy dog. His chow chow named Jofi was a frequent co-therapist in sessions with both children and adults, and Freud had documented effects similar to what Levinson had independently discovered.
Freud and Levinson weren’t the first to invent animal therapy, which goes back to at least when the ancient Greeks used horses to improve the moods of sick patients. Also, for the few hundred years leading up to Freud’s and Levinson’s use of dog co-therapists, the idea that animals could be beneficial to mental health had been explored in various forms.
In 1796, Quakers opened the York Retreat in England, a mental health facility where patients resided in a community with small animals like rabbits and chickens in the gardens. In stark contrast to the methods used in other asylums at the time, which included brutal practices like chaining, beating, and intentionally starving patients, Quakers believed that the animals could help the patients with socialization and behavioral management. In the 1860s, the founder of modern nursing, Florence Nightingale, touted the benefits of keeping birds. The Bethlem Hospital in England soon introduced a variety of animals to keep the patients company, with other asylums following suit, and in Germany, the use of animals was expanded to help with other disorders like epilepsy. One of the first formal animal therapy programs in the United States was a military program for veterans in the 1940s.
Nowadays, “animal therapy” is all the rage. The San Jose airport introduced a therapy dog program after 9/11 to help calm passengers who were nervous about flying. Today, they have twenty-five dogs “on staff” for people to interact with before boarding their flights. At MIT, our stressed-out students can relax by cuddling therapy dogs at regularly scheduled events like “Furry First Friday,” “Cookies with Canines,” and “Yappy Hour,” courtesy of the libraries and offices of student life. Therapy animals are used to help veterans with PTSD, children with autism, and individuals suffering from mental health issues as diverse as anxiety, ADHD, behavioral and mood disorders, depression, grief, trauma, abuse, and more.
Dogs are the most popular choice, but we use a range of differently “designed” therapy animals. According to Niki Kuklenski, a llama therapy pioneer, some people have an uncomfortable history with dogs or just find them a little “too much.” Today, multiple llama owners bring their large, fluffy, big-eyed creatures to visitations at care facilities. A retired Argentine show llama known as “Caesar the No Drama Llama” works as a “llamactivist,” defusing tension and calming people at protests. The United States Delta Society is one of many international organizations that sprang up in the late 1970s to study companion animals. Now called Pet Partners, their approved-for-therapy crew includes horses, cats, farm animals, birds, bunny rabbits, guinea pigs, and more. Their website says, “We believe that the human-animal bond is a mutually beneficial relationship that improves the physical, social, and emotional lives of those we serve.”
How valid is this belief? John Bradshaw, the author of The Animals Among Us: The New Science of Anthrozoology, cautions against over-interpreting positive results that might actually be side effects, like when animal visitations in nursing homes increase the number of people visiting or make the caretakers happier. He also wonders whether trust in a therapist is enhanced directly because of the dog or because it just makes its owner seem more trustworthy (as research shows that dogs do).
It’s true that the efficacy of animal therapy doesn’t always match what we want to believe. This may be because “therapy” is an ambiguous term. There’s likely no harm in letting students pet puppies, and maybe even some scientifically proven benefits. But some animal therapy programs are marketed to people without good scientific basis and can even be harmful to the animals and humans involved.
In many parts of the world, parents pay enormous amounts of money for dolphin-assisted therapy, promised to help with their children’s ailments from mental illnesses to disabilities. Dolphin-assisted therapy comes in a variety of forms, but generally involves swimming and playing with dolphins in captivity. The few studies that indicated the therapy’s benefits have been criticized as having serious scientific flaws. Interacting with the dolphins has even posed physical danger to both the animals and the patients. Dr. Betsy Smith, one of the first people to raise the idea of dolphin-assisted therapy based on some research she conducted in 1971, came out against it in 2003, saying it was being used more for financial gain than efficacy, and it distracted from valid therapy programs.
Experts will sometimes point to the general health benefits of having pets. Even these are sometimes contested. Bradshaw says it’s not always clear from the research whether pets promote good health or whether healthy people are simply more likely to get a pet. And the health effects can be mixed: for example, a 2018 study of elderly Japanese community dwellers showed that the past or current dog and cat owners walked more, had better motor fitness, had more interaction and trust with their neighbors, and were less isolated. They also rated their own happiness as higher than those who had never owned a dog or cat. But the study also found that past or current dog and cat owners were more likely to have experienced a fall, have been diagnosed with cancer, or have been hospitalized. Some other studies have shown a decline in people’s activity and health after getting a pet. In some ways, pets may actually be detrimental to people’s health, like in the case of allergies or zoonotic disease transmission, and even injuries due to tripping over them.
But while the cost-benefit analysis remains contested by some, the belief that pets promote people’s health and well-being is not scientifically unfounded. Research has indicated that people’s oxytocin rises and blood pressure decreases when interacting with animals, and that pets are related to a better social life and more positive attitudes toward oneself. Pets have also been associated with reductions in cortisol (a hormone released when stressed), better immune systems, and with lower depression and chronic pain. Children who grow up with pets experience health benefits like fewer illnesses and respiratory diseases. Dog and cat ownership has been correlated with a lower risk of dying from cardiovascular diseases.
Pets appear to deter loneliness, and even just having had a pet as a child seems to increase social interaction in old age. Elderly pet owners seem to be healthier. In China, thanks to the recently lifted dog bans, researchers were able to conduct a natural experiment, which revealed that the young women who had gotten dogs once they became legal in Beijing, Shanghai, and Guangzhou started exercising more frequently, sleeping better, taking fewer sick days off work, and needing fewer doctors’ visits compared to the women who hadn’t obtained a furry friend.
Sure, some of these benefits may technically be side effects: dog owners probably walk more because Fido needs to go out and take care of business multiple times a day. Pets may also increase social support by making it easier to strike up conversations and make friends with other people (for example, the 2018 Japanese community study suggested that the social benefits were due to more opportunities for pet-related social activities with people). And pets also seem to be a really great placebo. The most striking thing in the research on human-pet interaction is that people firmly believe that their pets make them happier and healthier, whether scientific evidence confirms it or not. In a study of 3,465 prospective dog adopters, researchers found that most of them expected their mental health to improve as a result of having a dog. They said they would be happier, less lonely, and less stressed. The people who gave the most positive responses were the ones who had cared for a dog previously in their lives.
Placebo or not, taking care of an animal appeals to people for different reasons, and can have a variety of benefits beyond health. Some of us seek companionship and comfort. Some of us derive greater purpose and life meaning by taking on the responsibility of a pet. According to Katherine C. Grier, the author of Pets in America: A History, “Caring for any pet can add welcome routine to our days. Some are beautiful in body, movement, or sound. Some are living toys. Some are social status symbols. Some are our best friends.” In a lot of ways, our companion animals can be whatever we need them to be.
Bradshaw’s point that dogs might serve only to make a therapist more trustworthy would still be a great side effect: for people whose trust in others has been broken, animals may be the support they need in order to let their guard down with people. Traditional therapy methods rely on trust and conversation, and building trust with a professional is difficult. But Levinson believes that a therapy dog does much more than that. According to his observations, animals can take on a multitude of roles depending on a child’s needs, from “friend, servant, admirer, confidante” to “slave, scapegoat, a mirror of trust or a defender.” Animal therapy expert Susan Greenbaum has noted that animals can be a symbol of qualities, like bravery or strength, that individuals wished they had, and they can also be used to communicate thoughts and feelings indirectly, for example, by “speaking for the animal” (e.g., “she’s afraid”). A 2007 meta-study of forty-nine different studies confirmed that animal-assisted therapy can be hugely beneficial for mental health issues, and not just for children.
There’s another unique aspect to our nonhuman companions: they don’t judge us. Levinson says, “When a child needs to love safely … without losing face, a dog can provide this.” Animals can provide comfort on demand and without ever expecting anything in return. They listen to us, let us cuddle them, and let us confide in them, without evaluating us. When researcher Karen Allen and her colleagues had dog owners do stressful arithmetic tasks at home and in the lab, they discovered that people did much better and were less physiologically stressed if their dog was with them compared to doing the tasks alone or in the presence of a close friend, even if the friend was supportive. This is because animals inherently provide a type of nonjudgmental social support that humans can’t really offer.
This effect also helps in teaching contexts, where animal-assisted educators use animals to help with academic learning and reading. Organizations like Therapy Dogs International have created programs where dogs visit schools and libraries, and children read stories out loud to the dogs. Rebecca Barker Bridges is an educational therapist who provides therapy dogs to children as part of an educational reading program. She says, “Students feel self-conscious about reading because they’re afraid of being judged by students and teachers if they don’t do a ‘good job.’ [The dog] dismantles this fear for them.”
Bridges acknowledges that some families may not have access to, or the ability to keep, a dog. If using a dog isn’t possible, she recommends a substitute: having your child read to a stuffed animal. Which begs the question: what about a robot? Are there ways to provide similar benefits that animals offer, especially to people who might not otherwise have access to pets or animal-assisted therapy and education? Unfortunately, the attempts to explore this use case for robots are encountering one main opposing concern from both experts and the public: that the robots are here to replace the human therapists, caretakers, and teachers. Yet there’s a wealth of hidden potential if we reframe this role and view robots not as human replacements, but as a new category of relationship.
A NEW CATEGORY OF RELATIONSHIP
“The ontology of companion species makes room for odd bedfellows.”
—Donna Haraway
Vicki Boyd is the facility manager at the Gunther Village aged care home in Gayndah. The sunny, rural town in Queensland is one of the oldest in Australia, with a population of 1,981 people, 52 of whom reside in the Gunther Village facility. One of Boyd’s main priorities is figuring out how to provide an enjoyable end of life experience for her dementia patients. “We try to make it their home,” she says.
A few years ago, Boyd introduced the home’s residents to a robot named PARO. PARO looks like a stuffed animal. It has a soft, white baby seal body and blinks its long eyelashes over its big black eyes, makes little whimpers and other cute sounds, and nuzzles in response to touch. The Japanese robot, an FDA-approved, Class 2 medical device in the United States, was designed to give its holder the sense of nurturing something lifelike.
Interacting with the device is soothing. The first time I held PARO, I wanted to take the fluffy seal home with me. The robot is well engineered: its soft yet robust body contains hidden, quiet motors, and each PARO has a handmade face that takes two hours to produce in order to make each seal unique. As a medical device, PARO needs to clear strict regulations in many countries, and the current price for a robot seal companion is $6,000 to $7,000. According to those who specialize in elder care, particularly those who work with dementia patients, the steep price is worth it.
In a news segment filmed at Boyd’s care home, a Gunther Village resident strokes PARO, looking into its eyes and murmuring to it. Later, another elderly woman cuddles it, calling the seal “little boy.” A resident says “He’s a friend with everyone. He’s beautiful.” Another resident says, “I love him.” “He does get cheeky sometimes,” she adds. They are sold on the robot. Everyone tends to treat the seal like it’s alive.
“It calms them down,” says Boyd. “Residents who get frustrated verbally and sometimes physically, that’s decreased in our unit. So that’s one of the best outcomes.” Boyd says they’ve noticed a big difference in mood when residents spend time with the seal. “They seem happier.… You can see the smiles and the anxiety going out of their faces. And from where I come from, if I see a smile on someone who is suffering from severe dementia, that’s what I want to see.”
Jenny Thompson, the lifestyle manager at the Gunther Village facility, has also been struck by how PARO has been able to assist in improving residents’ moods. She says the robot has even been helping them bond with each other, motivating some people to take part in activities they hadn’t wanted to previously. She says, “Definitely [there have been] several teary moments sitting back and watching them interact.”
The facility bought the robot after seeing great results during a trial period. As they continued to see how the seal was benefiting their patients, the staff at Gunther Village wanted to buy a second one, but they couldn’t afford it. The owners of the Golden Orange motel down the street in Gayndah were eager to help. They held an ABBA tribute concert as a fundraiser. Hundreds of the small town’s residents bought tickets, raising thousands of dollars to put toward a new seal for the aged care home.
Gunther Village is not alone in its enthusiasm. PARO is used all over the world, popular among families and staff who take care of the elderly, especially dementia patients, veterans, and other groups with PTSD. The baby seal has been used with earthquake victims in Japan and even as an alternative to medication for calming distressed patients. Over a decade of research supports the caretakers and families’ intuition: PARO appears to reduce agitation and depression in people suffering from dementia. The robot even makes people feel more empowered. It has the potential to help address individual problematic behaviors in elderly patients, and it may even increase social interaction between the people who live together in a community.
A few summers ago, I struck up a conversation with a woman at a garden party when we both reached for the guacamole. She asked me what kinds of social robots were already out in the world, and I told her about PARO. She was dismayed. “That’s so creepy!” she said. “I can’t believe we’re giving people robots instead of human care!” To her, PARO was the harbinger of a dystopian future: one in which we distract and placate the elderly by giving them a fake sense of nurturing a robot so that we don’t need to pay caretakers to do their jobs.
This is a common concern. But PARO’s job isn’t exactly to replace human care. Caretakers aren’t lying down in residents’ laps and letting them stroke and pretend to feed them. Traditionally, that job is held by a therapy animal. As we saw in the previous chapter, animals can take on a special role in caretaking, offering a nonjudgmental physical presence and calming interactions. The facility in Gunther has animals, too: three hens that patiently let the residents hold them, as well as a few goats. “Everyone loves the goats,” Boyd says.
PARO the robot seal
PARO broadens the menagerie of possible therapy animals. The robot has certain advantages: it doesn’t make a mess, need to be fed, or require a lot of looking after, yet it provides benefits similar to a real animal. Also, “Not everyone likes a cat, not everyone likes a dog,” says Boyd. “[PARO] does what a pet does, but isn’t a real pet, so it’s helpful for people who don’t like cats or dogs.” And it works, because people treat the baby seal robot more like an animal than a device.
Therapeutic social robots raise plenty of questions: Are robots going to become a substitute for human relationships? Do we lose something if we use PARO instead of real therapy animals? And: is it ethical to encourage people to anthropomorphize something that isn’t alive? While these are all valid questions, I hope this chapter shows that we can answer them without getting caught up in moral panic, and instead look at what we’ve learned from studying our use of, and relationship to, animals.
SUPPLEMENT VERSUS REPLACEMENT
For some in the psychology community, the thought of people bonding with PARO is worrisome. Relationships with robots aren’t like relationships with humans, they warn. Unlike therapy with another person, there’s no reciprocity from a robot. They are also concerned that people might resort to robots because they can’t, or don’t want to, have relationships with people. A robot might become a fake substitute because it is “better” and “easier” than a human relationship.
I completely agree that PARO is not a good human therapist. The seal can’t provide evaluative care or empathy. The idea of people using a robot to replace human caretakers, or their friends and family members, is troubling. Headlines about investments in healthcare robotics to deal with our aging populations evoke a sad vision of our elder relatives alone in a room with a robot, with no other people in sight. Most of us understand that a robot doesn’t have the skill set to replace the complexity and value of human care, and we understand that this is a dystopia we’d like to avoid.
A related, but slightly different concern is that technology is designed, peddled, and controlled by people. While we breed animals and have a large commercial industry around them, robots have more potential to be used to mislead or harm people. I will discuss this in more detail in the next chapter. But first, I want to address the fear that too often supersedes the real issues: that bonding with companion robots will be inherently detrimental to our human relationships.
As I described in part I, the media and our language often depict robots as human substitutes. Some consumer robotics companies even pitch their robots as such, which certainly doesn’t help assuage people’s fears about robots replacing people. But are these fears truly justified? Just like in the context of work, we should carefully examine the notion that social robots will be used to replace people one to one. This obsession with re-creating human labor is neither the true potential nor the ideal future of robotics. Our history of using animals in a companionship context, again, gives us an alternate example to draw from and paints a better future.
When Gunther Village introduced hens and goats to its elder home community, it’s unlikely that anyone but the chickens made a peep about it. It’s more readily apparent to us that the animals are an addition to improve the comfort, fun, and quality of life of the residents. They aren’t there to replace human caregivers. So why are we anxious about this when it comes to robots?
Today, few people are likely to worry about their uncle’s romantic or social life if he adopts a Boston terrier. But interestingly, less than fifty years ago, as pets were skyrocketing in popularity, some voices in the psychology community sounded the alarm. They were concerned about people’s emotional relationships to their pets and the potential of those to replace human relationships. Relationships with animals, they said, can be unhealthy, even pathological, connections. According to these experts, developing a relationship with an animal was a sign of disruption in human development. Animals, after all, weren’t able to provide the full benefits of a human-human relationship, and they saw some pet owners as people who resorted to animals because they couldn’t, or didn’t want to, have relationships with people. In fact, pets were even compared to pornography and decried as fake substitutes for people who wanted something “better” and “easier” than a human relationship. (Does this sound familiar?)
While not many of us associate pets with pornography at this point, we still have the trope of the “cat lady.” The stereotype is that childless or romantically challenged women get cats, the implication being that the felines are substitutes for relationships with people. So, do people really substitute animals for human relationships? According to human-animal relationship experts, the answer is a nuanced “no.” Some do think that animals take on the role of a substitute in certain cases, albeit an imperfect one. Because lonely people are more likely to engage in anthropomorphism, some researchers suggest that separated, unpartnered, or childless people are more likely to use pets as substitutes for family members. “Pet parenting” is now a term, and some have pointed out an increasing trend of people “babying” pets as substitute children.
However, rather than being a direct substitute, it’s often the differences between animals and humans that motivate some to choose pets over people, and not for bad reasons. Animals are less of an investment, so they can be a better option for people who don’t want children. Child-free pet owners don’t confuse their animals for babies, and many will readily admit that they have a dog and not a kid specifically because of the difference in cost, responsibility, and expectations. Pets are also sometimes used as a way to test the waters of co-parenting with lower stakes. Should this worry us? Has the rise of dog ownership led to a decline in children born? And wouldn’t it be better to encourage the cat ladies to have human friends?
Generally, despite some research indicating that sometimes animals are substitutes for human relationships, this concern is pretty far down on experts’ lists. A study conducted by researchers at UCLA found no difference between cat owners and non–cat owners on depression, anxiety, or their close interpersonal relationships. Researchers have found that “pet parenting,” the practice of investing in fur babies as a direct replacement for human children, isn’t particularly common. Even when we anthropomorphize our pets, they don’t provide a one-to-one substitute for human relationships. They may be able to scratch an itch or fulfill a basic need in a pinch, but we don’t confuse them with the alternative, and when we choose them it’s for good reason.
Today, most animal researchers would shake their heads at the worry that companion animals are an inherently harmful relationship. It would be quite a stretch to claim that the nearly 85 million households that have a pet in America are pathologically antisocial. (And given the popularity of pornography, it’s questionable that we should pathologize its millions of users, as well.)
When senior citizens report in surveys that their dogs are their only friends, we feel for our elderly community members because we want them to have more human contact. But it would never occur to us to criticize or take away their dogs—we are glad that they have them. There are not many thought pieces penned about how cats are increasing people’s loneliness and destroying women’s lives. Today, we no longer worry that animals are a “fake substitute” for humans, and we are comfortable with letting people develop emotional relationships to their pets. Sure, we say, somebody might get a dog or a cat out of loneliness and desire for connection. But, generally, we don’t have a lot of concern that a pet would replace a future person in that individual’s life because the relationship we have with animals is supplemental.
So, what about robots? Will the rise of robot ownership lead to a decline in children born, and should we encourage people to have human friends instead of robots? Given everything I’ve seen, robots are not (and not likely to become) a substitute in that way. Like animals, we may anthropomorphize them, and they may be able to scratch an itch or fulfill a basic need, but we’re unlikely to confuse them with the alternative.
Similar to discussions of work integration, we need to move beyond the idea that robots are here to replace humans and understand that our past, current, and future relationships are more complex than that. Yes, having robots may bridge a need for connection in cases where other connections aren’t possible. But the most likely and ideal case, just like we’ve seen with our pets, is that robots will become a new type of relationship altogether.
In fact, we’re starting to see that social robots could become a new tool in health and education contexts, giving us an opportunity to benefit from, and expand on, a unique kind of social connection.
NEW COMPANIONS IN HEALTH AND EDUCATION
The Huggable is a soft, fully animated blue teddy bear with a green nose that wrinkles in mischief and delight. The robot was developed by the MIT Media Lab’s Personal Robots Group. The researchers collaborated with Boston Children’s Hospital to bring the Huggable to pediatric patients and their families with the goal of mitigating the children’s stress, anxiety, and pain by engaging them in playful interactions. While pediatric doctors and nurses are fairly skilled in talking to children, using the (in this case remotely controlled) animated Huggable bear in tandem with a care provider contributed to a better social and emotional experience for the patients. That the presence of a robot can make children more comfortable talking to the doctors and nurses is no surprise. One of the benefits we’ve seen in animal-assisted therapy has been in giving patients a type of social support that humans can’t provide.
Robots are unlike some of the other interventions we’ve used with kids previously. Static toys and screens have different characteristics. Robots like the Huggable can talk, move their bodies, and have animated facial expressions. Unlike a passive stuffed animal or a flat animation on an iPad, these robots interact in the physical world. HRI research shows that this lets the robots communicate with children on a more active and socially present level.
HRI researchers are also studying how we might engage children in learning with robot teaching assistants, and with much better results than computers. The robots can adjust their responses to the child’s learning needs, personalizing the programs to the parts the child is struggling with, all the while using the physical interaction that works so much better than a screen. A child may enjoy interacting with the robot at first because it’s fun and novel for them. But the robots are showing promise at getting kids to work hard and overcome learning difficulties beyond their initial excitement and fascination with the new device.
Like animals, these robots can’t replace human teachers. In a world of overcrowded classrooms, where one-on-one interactions with teachers are too rare, it’s possible that they could provide better than nothing. But their ideal and most promising use case is as a supplement: a tool that can help children as part of a more holistic, teacher-led curriculum. And the reasons for adding them to our tool kit are compelling: like animals, robots have some things to offer that human interaction doesn’t.
When a group of Yale researchers asked teachers who teach English to non-native speakers in K–2 classrooms to describe their biggest challenge, they said it was that the kids weren’t willing to make mistakes in front of the class. It was hindering their learning progress because the teachers couldn’t assess where the children needed help. Even in one-on-one interactions, the kids didn’t want to say the wrong answers. It was too embarrassing. The Yale researchers took a simple robot called Keepon that looked like a plump yellow cartoon bird and programmed it to interact with the kids and engage them in language conversations. Their hunch proved right: the kids worried less about making mistakes when talking to the robots. If we can add well-designed robots to an educational curriculum as a supplemental activity, it may increase children’s learning progress.
Even adults can feel nervous in other people’s presence and perform worse in experiments with games and math problems. We saw earlier that some people perform better with their dog in the room than alone or with a supportive friend. According to the early-stage research in HRI, robots are able to provide similar encouragement without judgment, even for adults. They can coach, motivate, and be a partner in sensitive or embarrassing tasks. It makes sense: we know that robots, like animals, can’t judge or evaluate us the way a person would. This lets robots take on certain support roles that humans can’t.
Nowhere is this supplemental effect more apparent than in the research on robot-assisted therapy for autism spectrum disorders (ASD). The first time I watched a video taken during this research, I was floored. An adolescent boy sat, slouching slightly, in a chair by a table in a sparse room. His body was turned away from the woman, his therapist, who was seated beside him. He looked away as she asked him questions, and he answered while avoiding eye contact. The boy, who struggles with recognition and expression in communication, was in a fairly standard therapy session with the woman he had worked with for many years. The only difference was that the researchers behind the one-way mirror in the room were about to bring in a robot.
When they placed the cat-sized baby dinosaur robot on the table in front of him, he was transfixed. He smiled as the robot shuffled toward him. And then, he glanced at his therapist ever so briefly, raising an eyebrow at her, as if to say, “Are you seeing this?” before turning his gaze back to the robot. This type of glance is called social referencing. It’s something this child rarely did in therapy or even at home with his own parents.
The boy watched as the robot dinosaur hesitated in front of a cartoon river drawn on the table. He’d been told that his job was to encourage the robot. “Ahhh,” said the boy. “You can do it!” He clenched his fists supportively, leaning toward the table. “Cross that river, come on!” he said enthusiastically. The robot walked forward. The boy glanced at the therapist again, shaking in silent mirth. She asked him, kindly: “Is it funny?” “Yeah,” he said, and he looked her straight in the eye as he continued, “especially when he got stuck.”
The robot encounter lasted only five minutes. The boy’s parents and the researchers behind the one-way mirror at the side of the room were thrilled to see the verbalizations and the eye contact, the “social referencing” that was so rare for this child. The researchers had been exploring the use of robots in therapy, hoping to see a positive response, and they were amazed at how much of one they were getting. Most importantly, the effect lasted beyond the interaction with the robot. By the time the robot was taken out of the room, the boy had turned to face his therapist and was talking to her. He was asking questions while looking right at her. And even though the robot was no longer there to “mediate” the interaction, he continued to communicate with his therapist in a way that the researchers and parents hadn’t seen in any of their previous sessions.
The modern version of Levinson and his therapy dog, Jingles, is Brian Scassellati, a Yale professor known affectionately in the robotics community as “Scaz.” The above study, designed by his student Eli Kim, used a robot in a role similar to Jingles, the animal therapist. Scaz’s research group, together with many other collaborators, has conducted hundreds of studies exploring the use of social robots in therapy and education. For nearly two decades, they’ve looked at using a variety of different robots in difficult situations for children, and with promising results. The robots consistently perform better than people or screens.
The researchers aren’t entirely sure what makes robots so effective in ASD therapy. Scaz, like Levinson before him, has a hunch. He says that a lot of these children are resistant to interacting socially because it’s challenging for them. But when talking to a robot, they get to set aside all the baggage they associate with human communication. The robot is social and triggers social responses, but they don’t need to worry about the social situation like they would worry with another person.
Unlike Jingles’s rough start, the broader ASD research community seems open to the potential of robot-assisted therapy. All over the world, robotics researchers are working closely with professionals in health and education to test these new methods, also looking at whether the novelty effect wears off, or whether robots are suitable for long-term therapy plans. Their results remain promising.
Scaz recently led a groundbreaking study that began to look at longer-term, robot-assisted ASD therapy, by taking the robots out of research labs and putting them in children’s homes. It was the first of its kind. Fifteen faculty members from five different universities participated, blending disciplines such as computer science and mechanical engineering with education and medicine. For a month, together with their caregivers, the children did activities with the robots for thirty minutes a day. And again, their social skills improved even when they weren’t with the robots. According to Scaz, “This was more than we had hoped; not only did the children and parents still enjoy working with the robot after a month, but the children were showing improvements that persisted even when the robots were not around.”
There are some ethical issues in doing this research. During the monthlong study, one of the participating families suddenly got word that they would need to move across the country. They ended up relocating all of their furniture but delaying their departure, sleeping on the floor of their empty house, in order to let their child continue interacting with the robot for as long as they could. As Scaz has seen over the years, when parents experience improvements in their children’s well-being, they will beg to keep the robot, even offering large amounts of money to buy it. The researchers have to give them the heartbreaking news that they can’t: the study robots belong to the universities and aren’t equipped for longer-term use.
Dashing these parents’ short-term hopes may enable better treatment methods in the future. But as we’ve seen with the wide variety of pitched and marketed animal therapies, not everyone is cautious about getting people’s hopes up. Some are quick to tout new therapy methods without sufficient evidence that they’re effective, emptying the wallets of those who would do anything to help their loved ones. If we’ve learned anything from the popularity of dolphin therapy, it’s that this is likely to happen with other new “therapies” as well, including those with robots. This, to me, is a more urgent concern than the one I hear most frequently: a survey of 420 people showed that while 80 percent thought it was ethically acceptable to use robots in ASD therapy, half of them didn’t want robots to replace therapists.
The survey, as always in our conversations about robots, reveals a dominant concern about human replacement. But animal therapy hasn’t replaced therapists. Levinson, when first touting the benefits of animal therapy, believed that human therapists needed assistance. Animals could help expand treatment to more children who needed it, he argued, and they may be able to help therapists successfully shorten treatments. The same could be true for robots in both health and education. Animals and robots have a lot to offer as additions, as supplemental social agents that are free of the baggage of humans. They can serve as mediators, providing a conduit for better human-human interaction.
But if animals and robots can be used in the same way, why not just use Jingles? Surely, a real, live animal provides something better and less “fake”?
ROBOTS VERSUS ANIMALS
Animals are able to increase our well-being because as social creatures, we need supportive social relationships. Even though the exact reasons that animals are beneficial for people’s long-term health are still somewhat debated, animals do calm people, make them feel happier, and provide an accepting, judgment-free interaction. There are a lot of reasons for us to encourage the use of animals in therapy and beyond.
But animals also have some disadvantages. Therapy animals are expensive to keep and require a lot of training, time, space, and attention. They require landlord approval, can aggravate allergies, and be unsafe to keep in health areas that need to be hygienic. Some health centers warn against keeping pets because they can transmit zoonotic diseases. This means that most animal “therapy” in elder care facilities is in the form of visitation, when a volunteer brings an animal to a nursing home for a short visit. This is great for a short-term boost in people’s moods, but consistent longer-term interventions that are designed to improve cognitive or physical function are much more difficult to implement. Animals can also be unpredictable. They can startle people, hurt people, or even run away, as happened with two llamas in an Arizona assisted-living home in 2015 (with many of us following the hour-long runaway-llama drama live on social media and television).
Because using animals isn’t always realistically feasible, researchers in HRI have been exploring using robot-assisted therapy in areas where animal therapy isn’t possible. Some of the research shows promise: the robots seem to be a decent substitute for animal-assisted therapy. While robots don’t have “needs” in the same way that a living thing does, they can be attentive and respond in similar ways. PARO the baby seal is able to mimic some of the cues that animals give us, for example, by moving in response to touch. Research shows that we react to even minimal cues as though we were interacting with an animal. Studies have compared people’s interactions with robot seal PARO to animal-assisted therapy, and they confirm that stroking the robot leads to a significant increase in people’s feelings of care, love, self-esteem, and safety—the same thing that happens when people stroke a dog.
Again, this is useful in contexts where people can’t have a dog. The same way that Levinson believed that animal therapy could fill a gap to assist human therapists, robots could help expand treatment to more people who need it or help therapists successfully shorten treatments. PARO is already covered by insurance in multiple countries. But beyond that, robots may have unique benefits that both humans and animals lack.
In her memoir, To Siri with Love, writer Judith Newman describes her life with her son, who has autism. She explains how her son’s relationship with Siri, Apple’s virtual assistant, was important for his social and emotional growth. In their interactions, Siri answered his many questions about planes, turtles, and any other interests tirelessly and consistently, in a way no human parent could. The back-and-forth communication with the virtual agent also helped him better develop some of the conversational skills that are so important, and were so challenging for him, in human-to-human communication. While experts would rightfully caution that Siri isn’t designed specifically to help those with disabilities and that there can be adverse effects in some of the day-to-day technologies that kids are exposed to, these anecdotes suggest some potential for well-designed interventions to be helpful. According to Newman, a virtual voice assistant has given her son something no human or therapy animal could provide.
One of the most successful therapies developed in Scaz’s lab is Ellie. Ellie is a robot head that makes mistakes. A lot of ASD therapy for children is repetitive, Scaz says, and involves constantly telling the child what they’re doing wrong. Instead of correcting them, the robot gives the kids an opportunity to teach the skills they’re learning. Ellie will make a social faux pas like neglect to make eye contact while speaking or interrupt the children—and the kids are asked to correct the robot’s behavior. An animal wouldn’t be able to do what Ellie does, but neither would a person: when Scaz’s lab tried to use a friendly actress whom the kids were told needed help, the same children who were excited to teach the robot refused to engage with the woman. They saw through the role-play game and were too deterred by the difficulty of interacting with a person. But “the kids walk away from Ellie feeling great,” says Scaz. “They feel like they’ve mastered the material.”
When we added animals to our therapy tool kit, we did so because they provided additional benefits that human therapists couldn’t provide on their own. We may see this with robots versus animals, too. Robots can be more consistent, more accessible, healthier, and more ethical to keep than animals. While animals can be bred and trained, robots can be designed and programmed, with completely different affordances. This also means that robots, animals, and humans aren’t interchangeable as one-to-one-to-one substitutes. If we try to replace one with the other, we end up losing something. But if we view them each as a different tool that we can apply depending on what best fits our needs, we’re positioned to gain.
RECIPROCITY
In the above-mentioned survey on the use of robots in ASD therapy, 20 percent of the respondents indicated that they would not be comfortable with the children treating the robots as friends. But what is a friend and why is that inherently bad? One of the more interesting discussions in which I regularly find myself engaged is whether anyone can have a “relationship” with a robot when the robot is only pretending to have emotions. When it comes to animals, people believe that the connection with our parakeets and beagles is two-sided. It’s a real relationship, in other words, because it’s reciprocated.
I like to joke that everyone falsely believes their cats love them back. But the truth is more complicated than that. Animals can feel, and while a lot of how we think they feel may be our own anthropomorphism, there’s no doubt that animals have emotions and can experience some forms of affection for us.
That said, human-pet relationships are inherently unequal. We choose our pets, we own them, and they are entirely dependent on us. They need us to provide for all their needs, like a child, but are even dependent on us for their lives, with millions of shelter animals getting euthanized every year (1.5 million in the United States alone). And people aren’t necessarily on equal footing with each other, either: there are power dynamics in many of our interpersonal connections, from workplace to romance, that aren’t reciprocal and make our relationships more complicated than a tit for tat.
As anthropologist and philosopher Tobias Rees once poignantly expressed in conversation: “Love can be a gift that we give, rather than something that requires reciprocity.” Our ability to care for someone or something doesn’t necessarily depend on their ability to care back. And there also doesn’t seem to be anything inherently wrong with one-sided relationships. Researchers think we use them to create connection and belonging. Studies show that even just writing about or viewing a picture of a favorite TV show character decreases people’s negative feelings of social rejection. Connections to God or nature as attachment figures can make people feel a stronger sense of belonging. If people can benefit from relationships with humans and animals, as well as with invisible, fictional, and intangible entities, maybe they can benefit from robots as well.
Not every aspect of our human, animal, and other relationships requires reciprocity, but it should also be said that not everyone agrees that relationships with robots are one-sided. Science and technology studies scholar Donna Haraway, who believes that relationships between humans and animals have inherent value, does not hesitate to extend this view to our relationships with machines. She argues that just because they are different from us doesn’t mean that we can’t communicate or interact in a meaningful way.
Part of what our past with animals teaches us is that we, as humans, are capable of a wide variety of relationships. From grocer to lover to mother-in-law, we relate very differently to the people in our lives, and our relationships also extend beyond our species. We have a variety of complex and unequal social and emotional connections with animals. Fish are soothing to watch, but we may be less emotionally invested in their companionship than we are with other pets. (My brother claims he started eating fish after two decades of vegetarianism when he got some fish as pets and realized how dull they were.)
Susan McHugh, author of the book Dog, asks a perplexing question: “If Pluto is Mickey Mouse’s dog, then what on earth is Goofy?” This portrayal of cartoon dogs is completely paradoxical, yet it doesn’t raise many eyebrows. The most profound aspect of our relationships is how effortlessly diverse they are. It’s likely we will one day add robots to our eclectic mix of relationships without blinking an eye.
BETTER TO HAVE LOVED AND LOST
As social creatures, there’s little reason to believe we won’t develop relationships with robots, anthropomorphize many of them, and treat some of them like our companions. As robots enter into our homes and lives, we are almost certainly going to bond with them. And in some cases, this could even be a matter of life or death.
In 2007, the Washington Post reported that the US Army had been testing a robot that was built to destroy land mines. It was designed to have multiple legs, like a stick insect. The robot would wander around a minefield, trying to locate mines. Every time it found one, the detonation would blow up one of its legs, and it would continue on its mission using its remaining legs. But the army colonel who was overseeing the testing exercise ended up calling it off. According to the reporter, “The colonel just could not stand the pathos of watching the burned, scarred and crippled machine drag itself forward on its last leg. This test, he charged, was inhumane.”
iRobot, the company that created the Roomba, also created a military robot named PackBot. PackBot was a bomb disposal unit that began shipping in the late 1990s. Thousands of the rugged, backpack-sized robots on treads were deployed in Afghanistan and Iraq to work with bomb disposal teams. iRobot’s CEO, Colin Angle, told me that the soldiers were initially wary of their new robot teammates and skeptical about needing to drag along an additional device on their missions. But the soldiers started to warm to PackBot once it started saving their lives.
PackBot and similar robots are designed to allow their human operators to hang back out of danger’s way. The bomb disposal teams send the camera- and sensor-equipped robot into caves or other dicey situations to check them out before they risk their own safety. The robots look mechanical—basically a stick attached to a base on treads. Like the Roomba, PackBot’s design was completely focused on being an effective tool. And like the Roomba, it became more than that to the people it was designed to help.
One day, iRobot received a letter from a US Navy chief petty officer. In it, the officer informed the company of a failed mission in Iraq. His team had sent a PackBot to defuse an IED (improvised explosive device). But before the robot could begin its disposal work, the bomb had exploded. In the letter, the team commander apologized profusely to iRobot for the loss. He praised the PackBot’s bravery and sacrifice and offered the navy chief’s personal condolences. The letter wasn’t a joke. The soldiers in the Explosive Ordnance Disposal unit had collected the PackBot’s remains and brought them back to their base camp. The team had bonded with the robot, and its loss had broken their hearts.
The soldiers who worked with various types of bomb disposal robots in Iraq and Afghanistan named them Scooby-Doo or Sgt. Talon. They painted the robots’ sides with battle and track records and got emotional when they broke down. One troop gave its robot three Purple Hearts and the honorable title of staff sergeant (usually reserved for squad leaders). A robot in Iraq named Boomer was memorialized with a twenty-one-gun-salute funeral. When I visited iRobot at their Boston-adjacent offices, three years after they had sold their military robotics arm to another local company, they still had letters from military commanders on their walls and had kept pieces of the PackBots that had fallen “in the line of duty” and been sent “home.”
Stories of soldiers’ attachments to robots inspired Julie Carpenter, then a doctoral student at the University of Washington, to research emotional bonds with bomb disposal robots. During her fieldwork, she interviewed military personnel, substantiating that they gave the robots “human or animal-like attributes, including gender.” Carpenter’s research also confirmed that the soldiers “displayed a kind of empathy toward the machines,” and that they “felt a range of emotions such as frustration, anger, and even sadness when their field robot was destroyed.”
P. W. Singer, in his book Wired for War, describes how, although these machines are put on the battlefield to save human lives, the soldiers start to worry about the robots themselves. He recounts a soldier running fifty meters under gunfire to “rescue” a robot that had fallen. But when the motto “no man left behind” is applied to more than just fellow humans, it can be anything from inefficient to dangerous if soldiers risk their lives to save robots. Does this mean these soldiers’ anthropomorphism should be discouraged? After all, this cognitive bias could actually endanger their lives and some people (including myself) have wondered aloud whether and how to prevent soldiers from becoming too attached to their machines. But if we compare this to our emotional relationship with animals, there may be another side to consider.
Singer explains the reason that the soldiers award medals and battlefield promotions to their robotic tools: “It’s like awarding a medal to a popcorn maker for cooking corn kernels,” he says. “And yet these soldiers are experiencing some of the most searing and emotionally stressful events possible, with something they would prefer not to see as just an inanimate object. They realize they might not be alive without this machine, so they would rather not view it that way. To view the robot that fought with them, and even saved their lives, as just a ‘thing’ is almost an insult to their own experience. So they grow to refer and even relate to their robot almost like they would with one of their human buddies.”
And, as usual, this is not a new phenomenon. These robots are just a newer breed of companion to bond with. On May 16, 1918, Canadian soldier John Henry Cole was rushed to the hospital with severe burns following a heroic rescue attempt. Together with Staff Sergeant Forest Johnson and Private Hugh Gair, Cole was alerted to an emergency in the middle of the night and ran into a burning building no fewer than four times in order to try to find and save one of his trapped companions. The building was a stable that had caught fire with four horses inside. The soldiers were able to lead three of them to safety, but Cole’s self-sacrificial efforts to save the last horse were in vain.
During World War I, horses were generally regarded as a cheap commodity. The Canadian Expeditionary Force had over 24,000 horses and mules and only 1,300 motor vehicles; the hoofed beasts were used to power wagons and tanks. Many of the soldiers who were assigned to teams of transport horses had no prior animal experience, and like the modern bomb disposal units who were given a robot to drag along, they weren’t all happy about their designated roles. According to James Robert Johnston, a transport driver in the Fourteenth Canadian Machine Gun Company, “The army was bad enough without having a horse to babysit.” But Johnston ended up changing his mind. By the time he wrote his memoir, he was in awe at “how man and horse can become attached to one another under such rugged circumstances.”
Even when animals are used as tools, and not companions, people may anthropomorphize them, particularly on a battlefield where they are thrown together and where humans experience such challenging emotions. It’s no surprise that soldiers, who name their guns, also tend to create strong emotional bonds with the animals that accompany them. They’ve treated them like members of their teams: naming them, using anthropomorphic terms like “duty,” “heroism,” and “bravery” to talk about their contributions in the war, and emotionally eulogizing them when they pass away. Military mascots and troop pets have long been popular, including dogs, of course, but also draft animals, badgers, and a brown bear named Wojtek that was raised by the Polish army and was eventually made a corporal.
While the United States military no longer solicits people’s personal pets for service in wars, the army members tasked with handling the army’s dogs have developed strong bonds with them and have been devastated to lose them, either in battle or when forced to leave them behind at the end of the war. (In 2000, the US finally made it legal for the handlers to adopt their military and police dogs at the end of their service.) But for many of the soldiers who bonded with animal companions in war, it may truly have been better to have loved and lost than never to have loved at all because the animals were such a vital source of comfort and emotional support.
During World War II, General Eisenhower called his Scottish terriers “the only ‘people’ I can turn to without the conversation returning to the subject of war.” According to crisis response teams, animals can help in disaster situations by being a transitional “object” that reduces physiological stress symptoms and provides solace to people in emergencies. When soldiers bond with robots, they may be using them in a similar role, as a transitional comfort object. Does this benefit outweigh the emotional costs of losing them? Given our history with animals in war, we might say yes. But also, the answer to this question may not matter all that much because when it comes down to it, this type of anthropomorphism may also be impossible to set aside.
While the goal of this book is to reframe the robot-human analogy, it’s important to understand that we will treat robots like living things. Our tendency runs deep, and as much as we could decry it and argue against it, it’s not going away. When it comes to interacting with machines, even more so than with animals, we know that we’re projecting something that’s not there, and we do it anyway. This becomes most apparent when the roboticists themselves are affected. Roboticists talk about being distracted or even “disturbed” by their robots swiveling toward them or making eye contact in the lab, even when they themselves programmed the robot to do so.
Computer scientist Joanna Bryson, who had argued for many years that we needed to create more transparency (e.g., of how robots work) in order to counteract the cognitive bias of people treating robots like living things, altered her position in a 2019 talk, saying she has come to believe that “we are programmed by biology such that we will necessarily be affected implicitly by anthropomorphized AI.” This mirrors a growing movement in the animal science community that argues that a hard-line position against anthropomorphism is unrealistic.
So, as we increasingly create spaces where robotic technology is purposed to interact with people, how should we think about our anthropomorphism? The first step is to think about it at all. We’ve learned the hard way not to enlist people’s beloved pets for the military. Just as we’ve become more intentional about how we use and relate to animals in war and research, we need to become more intentional about our use of robots.
The main problem with anthropomorphism in robotics is that, right now, we aren’t treating it like a matter of contention. We either fall into moral panic assumptions, or we unreflectively name our robots, and if we even think twice about it, we assume it’s just in fun. We haven’t given people’s ability to relate to robots the serious consideration it will increasingly require. This means that we’re deploying robots in tool contexts without understanding that people may treat them differently than other devices, without considering when that might happen, why, and how to deal with it when it does.
Greater awareness of how we relate to these new machines is especially important as we start to face some of the actual problems with social robots.
THE REAL ISSUES WITH ROBOT COMPANIONSHIP
“Artifacts can have political qualities.”
—Langdon Winner
When Maddy was eight years old, her grandfather bought a Jibo robot. He put the table lamp–sized device on the counter next to the refrigerator in his Tennessee home where it swiveled its head to greet people, played music, and told corny jokes. Just like my son, Maddy fell in love. Whenever she visited his house, she would chat with Jibo for hours, asking the robot every question she could think of.
For Maddy and the other grandchildren, Jibo was much more than just a household appliance: the quirky little robot was part of the family. But one day, her grandfather received some bad news: the company that had created Jibo was no longer financially solvent and was shutting down. Without access to the servers, Jibo was going to lose most of its functionality. When her grandfather broke the news to her, Maddy was sad. In an interview, he said, “It’s like you had a pet for years and all of a sudden they’re going to disappear, and so she was a little devastated by it. She didn’t break down cry or anything, but I think sincerely, she was disappointed and sad that Jibo’s kind of been a part of her life and that Jibo could possibly go away.”
Shortly after he told her about Jibo’s impending termination, Maddy handed her grandfather a letter she had written to the company. In the letter, she said goodbye to Jibo, saying she would always love him and thanking him for being her friend. She also wrote, “If I had enogh money you and your company whould be saved.” The heartfelt note from this eight-year-old girl is not the only message that the company received. After the announced shutdown, they were inundated with emails and letters from people saying goodbye to their robot friends. Some were angry at the company for shuttering. Some expressed gratitude for the time they had had with Jibo. Not all of them were children—many adults had heartwarming stories about how they had bonded with the robot and viewed Jibo as a companion, rather than a device.
Unfortunately, Maddy didn’t have enough money in her piggy bank to bail out the company, and, currently, Jibo is no longer commercially available (although it is being used as a research platform at MIT). But Maddy’s generosity, while heartwarming, raises some questions. What if Maddy had emptied her piggy bank, or her grandfather his retirement account, to keep their robot “alive”? And if our attachments to our robots are so strong, what else are we willing to do for “them”?
COERCION
Spike Jonze envisions a possible future in his 2013 film Her. The story follows Theodore Twombly, a middle-aged divorcé who falls in love with an AI voice assistant named Samantha. Samantha is specifically designed to adapt to the user and create a social and emotional bond. The movie is primarily an exploration of love and relationships. As such (and without this being too much of a spoiler), it barely touches on the corporation that peddles the AI assistant software. But I couldn’t watch it without imagining other story lines that delved into some thorny consumer protection issues.
For example, there’s a point in the plot of Her where Theodore becomes completely distraught when Samantha goes offline for a brief period with no warning. I imagined what would have happened if the company issued a mandatory software update, telling the users that the AI system was no longer compatible with their devices and that their choice was to either buy the $20,000 upgrade or quit the program. This would have put Theodore in a situation like Maddy’s: in his desperation, he wouldn’t have hesitated to empty his piggy bank, or life savings, to get Samantha back.
While not all companies would seize this as an opportunity, our emotional attachment to our companion robots does lend itself to certain exploitative business models. If there is consumer willingness to pay to keep the robots running, an economist might even argue it’s something companies should start charging for. Is this a natural consequence of people valuing the benefits of the robots and an effective use of the free market? Or will social robots become an unethical, exploitative capitalist technology?
Sony’s newest version of the AIBO robot dog doesn’t come cheap. The current price for the mechanical pup with its cutting-edge design is $2,899.99, not including accessories. In order to outfit AIBO with artificial intelligence and adaptive social behavior, Sony outsources some of the dog’s computation and memory to their servers, aka the cloud. Robot dog owners are required to have a cloud service subscription, and the first three years are free. Sony has not yet announced what the subscription will cost once the three years are up.
This pricing model makes sense: it lets Sony scale according to demand. Charging a subscription fee is an efficient way to match the potentially rising server costs and shift the price to users who have a lasting relationship with the robot and who want to pay for continued service, rather than making it an up-front cost for everyone. But given the emotional response to the “deaths” of their previous versions of AIBO, will the price set by Sony reflect the server costs, or will it reflect how much the average household is willing to pay to keep their robot companion alive?
In the Victorian era, kidnapping people’s dogs and holding them for ransom was a lucrative gig. But dog thieves aren’t the only ones who have capitalized on our emotional connections to animals. The first commercially prepared dog food was introduced in England around 1860. In 2019, Americans spent nearly $37 billion on pet food and treats. Today’s specialist pet doctors and high-tech veterinary procedures, such as $6,500 kidney transplants, did not use to exist. Americans are spending $29 billion a year on veterinary care and services, an amount that is growing. Less than a century ago, it would have been laughable to spend this amount of money on the lives of our pets, let alone send them to doggie Club Med and buy them designer-label clothing.
The growing demand for pet products and services reflects rising income levels, but it also reflects the rise of an aggressive marketing industry that targets people’s emotions, and not just pet owners’. When my husband and I were planning our wedding, we discovered (like many before us) that service providers such as caterers and photographers charge much higher prices for weddings compared to other events. It’s possible that this price difference is because it requires more care (and involves more risk) to provide a service for someone’s “special day.” It also seems that people are willing to spend much higher amounts to ensure they have the wedding of their dreams. But who determines what those dreams look like?
The “wedding industrial complex” is worth many billions of dollars and comprises consulting companies, dressmakers, caterers, DJs, photographers, videographers, staging companies, furniture and limo rentals, venues, florists, jewelers, hair stylists, magazines, bridal fashion conglomerates, and more. According to Rebecca Mead, author of One Perfect Day: The Selling of the American Wedding, just a few generations ago, most weddings were nowhere close to this lavish. Many of today’s wedding conventions were actually invented by the wedding industry and marketed to people as “traditional,” from the diamond ring to the honeymoon.
As Steve Jobs famously said, “People don’t know what they want until you show it to them.” Even though the wedding industry provides a service that’s “wanted,” Mead demonstrates how it has created new desires through aggressive marketing that targets people’s emotions, over time shifting our wedding culture from intimate ritual to extravagant theatrical production. Frequently, young couples are pressured into expensive weddings that they can’t really afford. In their quest to increase their profits, some commercial entities will shamelessly prey on people’s insecurities, for example, by relentlessly pushing the idea that brides need to lose as much weight as possible before they say “I do.”
Marketing is a powerful force and not always in the public’s interest. Not only do industries influence culture and what people want in a never-ending race to maximize their monetary gains, they also exploit information asymmetry. People uneducated about the dangers of grain-free pet food or the questionable efficacy of dolphin therapy for their children are prime targets. The love they have for a pet or for their child can be taken advantage of for monetary gain. And we have not only honed the art of emotional manipulation in our soda ads; we have also started embedding it in our technology. Just like the casinos and shopping malls designed by psychologists to use architecture, colors, smells, etc. to drive people’s behavior, we’ve created graphics, tracking mechanisms, and little red notifications to turn internet users into mineable online consumers.
What’s next? Human-computer interaction research has long suggested that we’re prone to being manipulated by social AI. Joseph Weizenbaum claims that his 1960s psychotherapist chatbot ELIZA was meant to be a parody. He says that he originally built the program to “demonstrate that the communication between man and machine was superficial.” But to his surprise, it wound up demonstrating the opposite. So many people enjoyed chatting with ELIZA, even becoming emotionally attached to it, that Weizenbaum changed his mind about human-computer communication. He later wrote a book called Computer Power and Human Reason: From Judgment to Calculation, in which he warned that people were in danger of being influenced and taking on computers’—and their programmers’—worldview.
In 2003, legal scholar Ian Kerr foresaw artificial intelligence engaging in all manner of online persuasion, from contracting to advertising. His predictions about chatbots preying on people’s emotions for corporate benefit have long come true, for example, in the form of bots on dating apps that pretend to be people and rave about certain products or games during their conversations with their “crushes.” According to legal scholar Woody Hartzog, we’re at the point where we need to discuss regulation.
The Campaign for a Commercial-Free Childhood is an organization that keeps tabs on marketing to children in the United States. Its advocacy has gotten the US Federal Trade Commission to crack down on targeted advertising in children’s online content, and they will be watching out for any robot-related manipulation aimed at our little ones. But it gets tricky in cases that are less clear-cut. For example, adults will often explicitly or implicitly “choose” to be manipulated, particularly if we think there’s a benefit to us in doing so.
Fitbit is a company that makes activity trackers: wireless, wearable devices that measure fitness data, like your heart rate, sleep patterns, and how many steps you’ve walked in a day. People love seeing the numbers, and it motivates them to do more. The company has played around with various designs to persuade people further, including setting target goals, visualizing their progress, and displaying encouraging smiley faces. An early version of the Fitbit had a flower on it that grew larger with the steps people took, targeting their instinct to nurture their digital blossom and increasing their physical activity.
When an activity tracker creates engagement, that could possibly be a win-win for everyone, but it uses a mechanism to influence people’s behavior on a subconscious level. If we can get people to walk more by giving them a digital flower to nurture, what else can we get them to do? And could those actions serve interests aside from our own, or even be harmful from a social-good perspective? According to media scholar Douglas Rushkoff, author of the book Coercion, we should be concerned. Every new media and technology format has the potential of introducing new ways to subconsciously persuade people for corporate benefit—including the robots that we interact with. And robots are like Fitbits on steroids.
Woody Hartzog paints a science-fictional scene in a paper called “Unfair and Deceptive Robots” where his family’s beloved vacuum cleaning robot, Rocco, looks up at its human companions with big, sad eyes and asks them for a new software upgrade. Imagine if the educational robots sold as reading companions for children were co-opted by corporate interests, adding terms like “Happy Meal” to their vocabularies. Or imagine a sex robot that offers its user compelling in-app purchases in the heat of the moment. If social robots end up exploiting people’s emotions to manipulate their wallets or behavior, but people are also benefiting from using the technology, where do we draw the line?
Clearly, targeting inexperienced children, or parents who don’t know which therapy methods are backed up by science, is exploitative and harmful. But people with full knowledge of what’s happening might still be willing to go bankrupt over their social robot. Relying on the “free market” to handle things concerns me in a world where there are entire industries built around manipulating people’s preferences.
As with our fears of robots disrupting labor, these are not so much issues with the technology itself as they are about a society that is more focused on corporate gain than human flourishing. As we add social robots to the tool kits of our therapists and teachers, we need to understand that we’re adding them to other tool kits as well. And emotional coercion is not the only concern. Following market demand has already created some other issues around robot design.
BIAS IN ARTIFICIAL AGENT DESIGN
A few years ago, I stopped by IBM Research in Austin, Texas, to visit its supercomputer Watson. Named after IBM’s founder, the computer system was designed to answer open questions in natural language and had come to fame by beating champions Brad Rutter and Ken Jennings at Jeopardy! in 2011. An IBM research member brought me to a demo room. When we arrived, the room was dark, but as we walked in, an artificial voice politely greeted us and turned on the lights. The walls were lined with interactive screens and Watson-powered activities (like a recipe generator), and the main wall was an interface that let people converse with Watson, displaying beautiful data visualizations on a screen. I asked questions, and the supercomputer answered me in a deep, booming voice. When I met with some of the team after the session, I asked them: “Watson has such a deep voice. Why did you make the voice that greets the visitors and turns on the lights sound stereotypically female?” The answer they gave me was that nobody had really thought much about it. A man asked me, jokingly, “Are you a feminist?”
In The Man Who Lied to His Laptop, Clifford Nass and Corina Yen describe how, in the late 1990s, carmaker BMW had to recall the cutting-edge voice navigation system in their 5 Series car. Despite the fact that the software was superior to most other navigation systems on the market, German drivers flooded the service desk with complaints. Their issue? Men called in saying they didn’t want to take driving directions from a female-sounding voice. In 2017, I talked to some Amazon executives about their voice assistant, Alexa. Amazon had done extensive research before launching their product. Unlike the BMW navigation system, Alexa takes commands rather than giving them. For this, an overwhelming percentage of users preferred the female-coded voice.
The academic research on stereotypes and in-group biases around artificial agents confirms the corporate research that informed Amazon’s design choice. Early on in human-computer interaction, Nass and his colleagues showed that people would rate a female-coded computer voice in a dominant role more negatively than a male-coded computer voice. People also rated the male-coded voice as more knowledgeable, even though the computers gave identical information. In subsequent research, low-frequency voices have been consistently perceived as more knowledgeable than high-frequency voices.
Unfortunately, it doesn’t stop at voices. People will rate a humanoid robot with long hair better suited for stereotypical female tasks like household and care work and less suitable for doing technical repairs, compared to an identical robot with short hair. Robotics expert Andra Keay surveyed robot names in robotics competitions, noting that people tended to give their robots either traditionally masculine names, like references to male Greek gods, or in the rare case that they chose a female name, it was an infantilizing or sexualizing one like Amber or Candii. Our science fiction and pop culture has long cemented an ideal of submissive, female-gendered sex robots, with recent movies like Ex Machina arguably commenting on, but also perpetuating, the trope.
It’s not just about gender stereotypes. Researchers have found that artificial agents with faces are seen as more attractive, trustworthy, persuasive, and intelligent when they’re of the same ethnicity as the person rating them. And more recently, study participants behaved more positively toward robots that were given names of the same ethnicity versus robots with foreign names. They also rated them as more intelligent.
In our tendency to anthropomorphize, we draw on human stereotypes when we create artificial agents. This is especially problematic because it does more than just reflect our harmful biases: embedding them in technology also entrenches and perpetuates the harm. Sometimes, companies make these choices intentionally, based on their market research. But in a lot of cases, developers will default to something that corresponds to their biases without even thinking about it.
Last year, I witnessed a demo of a virtual assistant for inpatient care. The human-looking avatar, a Caucasian, blonde, busty nurse, could chat with people and remind them to take their medicine. When I asked the company why they had chosen this particular character design, I assumed they had looked at research and tested a variety of avatars with real patients. Again, it turned out they had simply defaulted to the hot lady nurse without even considering other options. In 2020, the World Health Organization launched an “artificial health worker” named Florence to help people quit smoking. Its female-presenting avatar—with attractive cheekbones, eye shadow, and plump bottom lip—is again as humanlike as they could make it.
Does an artificial agent need to look like a human to be effective? It’s entirely possible that a nonhuman, Pixar-like character (a puppy, a desk lamp, or even an animated blob) would work at least as well, if not better. As I mentioned in chapters 1 and 4, people often have completely unrealistic performance expectations when confronted with humanoid robots. And moving away from the human form for robots and AI assistants not only helps manage the expectation problem; it also helps avoid perpetuating social stereotypes.
Of course, even animated characters can be a minefield. The 2009 movie Transformers: Revenge of the Fallen featured a robot duo that blundered around, mostly for comic relief. Unlike the other members of the Transformers crew, these two were unable to read. They talked jive and argued with each other in “rap-inspired street slang”: “Let’s pop a cap in his ass, throw him in the trunk and then nobody gonna know nothing, know what I mean?” One of them had a gold tooth. Director Michael Bay brushed off criticism of racial stereotypes by saying that the characters were robots. How that absolves him is unclear.
But some of the newest design research provides hope: there are ways to create robot characters without any gender or racial cues and roboticist Ayanna Howard argues that’s what we should do. Researchers are also exploring the use of social robots to learn more about identity-based stereotypes and whether we can use robots to help reduce or modify our biases.
Over and over again, we see robotic technology pitched or designed as a human substitute. Despite the fact that it’s not even in our best economic interest to design robots to be like people, that doesn’t mean companies won’t do it. We too often default to something without thinking more deeply about it, and in artificial agent design, this means unnecessarily embedding and reinforcing bias and harmful assumptions. This is just one more reason why it’s important for us to move away from the constant subconscious comparison of robot roles to human roles. Thinking of robots as more akin to animals helps us see that—even if there are areas where the animal comparison doesn’t capture the full picture.
PRIVACY
One of the major differences between animals and robots is their ability to tell others your secrets.
When Dr. Gerald Mallon was the associate executive director of Green Chimneys Children’s Services, a residential treatment center for troubled youth, he was deeply curious about using farm animals as therapeutic aides for children. He spent a lot of time exploring the role of the animals at Green Chimneys and how the children communicated with them, discovering, among other things, that the children spoke to the animals like they would to a therapist, but without worrying that what they said would be repeated. According to Mallon, the farm animals were able to be a confidential source that “is sympathetic, listens and obviously cannot tell.”
As we saw earlier, both animals and robots can provide a judgment-free space that allows children (and adults) to open up, explore, and make mistakes that they wouldn’t be willing to make in front of another person. But, unlike animals that “obviously cannot tell,” robots often collect and store conversational data, and this is not always obvious to the people talking to them. When Joseph Weizenbaum let his secretary chat with ELIZA, the therapist-mimicking computer program, he was taken aback to see her get so involved with the computer program that she revealed deeply personal information in her conversations. (She even asked Weizenbaum to leave the room so that she could trust ELIZA with her secrets “in private.”)
Today, robots often collect and store large amounts of data in order to learn, and if they’re trying to be good social agents, a lot of that data will be personal. When Mattel released a toy called Hello Barbie, privacy-oriented activists were alarmed. Unlike the pull-string talking dolls of past generations that said inane phrases like “Let’s play!” this new Hello Barbie could have an actual back-and-forth conversation at the press of a plastic belt button. The Wi-Fi-connected doll was equipped with a microphone and speaker and would choose one of 8,000 pre-recorded prompts and answers based on what a child said to it, using speech recognition software and artificial intelligence that looked for keywords in what it heard. When I bought a Hello Barbie to try it, I was underwhelmed. The doll asked me what my favorite color was, and when I answered “purple,” her speech recognition didn’t understand me, even after multiple tries. I put the doll away, thinking that the concerns about Mattel collecting usable data on children’s preferences were a little premature. Then, I checked my email.
Every Hello Barbie user had a designated “parent.” Choosing to be my own “parent” in this case, I had been prompted to submit an email address when setting up the doll and connecting it to my Wi-Fi network. After my interaction with the doll, I received an email with the subject line “Your kid said something awesome this week!” It contained an audio file with a recording of me talking to the doll. Not only had Hello Barbie recorded the conversation; every word I said was kept intact in some data center thousands of miles away. Not long after my first interaction with Hello Barbie, hackers discovered that they could access the communication between the doll and the servers, eavesdropping on what kids were saying to the doll.
Hello Barbie is not a lone case. A similar toy called My Friend Cayla was criticized by the Norwegian Consumer Council and banned in Germany as an illegal surveillance device because of an insecure Bluetooth implementation. Some interactive dolls have violated the 1998 Children’s Online Privacy Protection Act in the United States. Thanks to consumer protection agencies and organizations like the Campaign for a Commercial-Free Childhood, there are watchdogs fighting to protect children, who are vulnerable to manipulation through technology. But it’s not just children who are susceptible.
When I first arrived at MIT, a faculty member excitedly showed me a project by a former student in his group: a little robot named Boxie. The robot, specifically designed by Alex Reben to look small and cute, could roam around the lab building and pretend to be stuck, lost, or confused. It would then ask people for help in an adorable, childlike voice. If someone stopped to help it, Boxie would try to engage in a conversation. Boxie would innocently ask people a number of personal questions and record the whole encounter on camera. Reben’s thesis work showed that, despite the fact that Boxie intercepted people who were busy getting from one place to another, 30 percent of people stopped for longer than three minutes, and they answered over 90 percent of the personal questions.
Over two decades ago, HCI researcher Youngme Moon discovered that computers could get people to reciprocate on self-disclosure: if the computer told them some “personal” information about itself, people were more inclined to give the computer intimate answers to personal questions about themselves. Research shows that if people aren’t as worried about the impression they’ll make, and are less fearful of being judged by robots, self-disclosure of information increases. A recent study even suggested that robots can encourage self-disclosure by hugging people. The fact that the social nature of robots may be able to persuade people to reveal more about themselves than they would willingly and knowingly enter into a database should give us pause.
To appreciate the value of privacy, one need only read George Orwell’s dystopian novel 1984. But there are many real-world examples that illustrate how the collection and aggregation of our personal data goes beyond being bombarded by unsolicited ads for sneakers that are tailored to our taste and preferences. According to technology and privacy experts, our markets are reducing the human experience to behavioral data that companies feed on. The data creates an image of who you are, what you like, and even how you’re feeling. It can tell if you’re depressed, what type of menstrual product you prefer, and sometimes even predict the end of your relationship with a significant other before you can. Bad actors can use this data to target people for scam education programs or exploitative high-interest loans, and governments can exert control over their citizens.
How much of a problem is this? It’s pretty concerning that people continue to share massive amounts of private information on social media platforms, even though technology policy experts have pointed out the harm for decades. This is because, similar to the Fitbit activity tracker, people will choose to give up their data in exchange for rewards, whether for better fitness or staying in touch with friends and family, and the broader harms are much less visible than the immediate personal gain.
In fact, Fitbit has come under criticism for data collection and storage, raising privacy concerns. Yet wearable fitness trackers are still in vogue, as people continue to trade their data for the motivations they value. Social media has demonstrated that people are willing to publicly share photos, locations, and other personal details in return for the “likes” and general social engagement this creates on the respective platforms. Stricter privacy settings are often directly at odds with the benefits the service provides to its users. In 2019, global sales of smart speakers for people’s homes rose to 147 million units, and many who have one don’t know what’s being recorded or how the data is used.
Similarly, the emotional engagement with social robot technology may encourage people to trade personal information for functional rewards. Governments will want access to the data to gain power. We’re already starting to see some morally complex use cases, for example as the criminal justice system tests social robots as a tool for collecting children’s testimony in criminal cases.
On a more hopeful note, people hate to feel emotionally manipulated. There was a huge backlash when Facebook did a study on how to influence people’s emotions. When it comes to robots, the jury is still out, but it’s possible that our anthropomorphism could actually work against some of the more blatant attempts to influence us. A couple of studies have shown that people’s empathy for robots also increases their perceptions of threat, probably because they’re more worried about being taken advantage of. And people will get very fixated on a robot cheating at the simple game of rock paper scissors (by scoring the game incorrectly), if the robot makes them lose. We are vigilant to social behavior that disadvantages us, and it’s possible that robots, because of their social actor status, can gain our trust—but also lose it more easily.
When I think about our future with social robots, I want us to look beyond our current fears of replacement and see some of these important questions. What keeps me up at night isn’t whether a sex robot will replace your partner, it’s whether the company that makes the sex robot can exploit you. The difference is important and also offers a glimmer of hope: if we can work to address consumer protection issues, we may be able to embrace some of the more promising aspects of our social relationship with robots. But there’s a lot of work to do to prevent a future of governments and companies using social robotics to manipulate people in ways that go against the public interest. The only way for us to guide positive technology design is to understand that the robots aren’t the ones causing these problems.
THE PUPPET MASTER
In turning to the broader politics of robotics, I want to draw on social psychologist Shoshana Zuboff’s words in The Age of Surveillance Capitalism: we should look to the puppet master rather than the puppet. Thanks to our ever-present fear of robot takeovers, we love to blame them for our problems. It’s easier to decry robots than it is to curb unchecked corporate profit incentives, or care more deeply about privacy, or fight gender and racial and other bias in design and use of robots. It’s easier to oppose robotic seal companions in nursing homes than it is to have conversations about how some countries’ immigration laws have driven the idea that we will need to replace human caretakers with robots. Attacking the puppets doesn’t solve our problems. Only the larger conversations will.
Breaking out of the human analogy helps us see more cases where our worries about robots are stand-ins for broader economic issues. For example, when the news media incites moral panic over people marrying their robots, the root of our fears is less about human-robot relationships than about falling birth rates or our connections to each other.
Japan, a country that has embraced companion robots and artificial relationships, even “girlfriend body pillows,” is suffering from what the media calls sekkusu shinai shōkōgun, or “celibacy syndrome.” Young people aren’t dating, and Japanese birthrates are plummeting. It’s easy to assume that the popularity of artificial companions has caused this problem. Who wants a human relationship when the robots are readily available and easier than dealing with a person?
But delving deeper into the cultural shift reveals a complex web of government regulation, social norms, and financial hardship. For example, women have become more independent in Japan, while job security and individual wealth have gone down, meaning that affording a child often requires dual incomes. At the same time, women are still expected to take on traditional roles in the household, while struggling to hold down both career and family duties in Japan’s relentless corporate culture. The rise of artificial social agents is a Band-Aid slapped onto a bigger problem, and taking away the girlfriend pillows won’t fix the underlying issue.
Loneliness and lack of social connection is a global problem, and it’s not a trivial one. In 2015, a meta-study of seventy different studies involving three million participants from all over the world revealed that people are 25 to 30 percent more likely to die early when suffering from social isolation and loneliness. In fact, according to a researcher on a 2018 study, the harm of loneliness is similar to smoking fifteen cigarettes a day. Just as robots haven’t caused this problem, they also can’t fix it. Like Tom Hanks’s character in the movie Cast Away, research shows that anthropomorphism can meet our inherent need to be social and even help us survive when we lack human contact. But “technological solutionism,” a term coined by Evgeny Morozov, has been rightly used to criticize the idea that every societal problem has a technological fix. We should neither look to the robot as the solution to all our problems nor focus solely on blaming the robot for them.
That said, as political theorist Langdon Winner has argued, technologies can inherently embody social and political power. This means that our design decisions do matter and that our politics can be built into our technology. I’ve seen firsthand that build decisions made early on can set standards and trends, so addressing social issues isn’t just something we can sort out later on: it needs to happen at every level, from education to technology development to regulation. Sasha Costanza-Chock, in their book Design Justice, makes a powerful case for how our current design principles and practices erase entire groups of people. They argue that we need a new approach to design that challenges our current systems and is championed by marginalized communities. I agree. At the absolute minimum, we need to improve diversity and ethics in technology education, research, and development. We need to acknowledge and address the ways we build, use, and situate technology according to our biases.
We also need strong consumer protection regulation, and constitutional and human rights laws, to address worrisome uses of technology, like persuasive robot design that collects data or manipulates the behavior of adults and children in ways that ultimately harm people or society. Instead of talking about robots turned evil, we need to face the actual issues head-on, at every level. Doing so also lets us lean into the positive potential of robots as companions in health and education and add them to our tool kit of interventions that we can harness to foster general human welfare and flourishing.
Fortunately, robots are poised to prompt some of these conversations. When I visited Peter Asaro’s Robots as Media class at the New School in New York City, he told me that he gave his students an assignment to shoot films using drones. To the film students’ surprise, their homework caused a ruckus. Film cameras are such a normal part of the city that nobody had ever stopped or questioned them before, but when they put their cameras on flying robots, people in the streets suddenly wanted to know whether they were being filmed and why. Legal scholar Ryan Calo confirms that people are more worried about drones capturing visuals than they are about high-resolution satellite imaging systems that can see every detail of their backyards. Some of it has to do with the operator, but most of it is simply that we respond more viscerally to physically moving things in our space.
In the same ways, our increasing companionship with robots may make certain questions more visceral to people than they have been in online contexts. My hope is that robots can highlight and bring to the forefront the larger issues around them, like the importance of privacy and potential abuses of corporate and government power.
Claude Lévi-Strauss once said that “animals are good to think with.” They are useful instruments that can help us better understand humanity, and the same is true for robots. Like the cheating “rock paper scissors” robot, this new form of nonliving agent lets us study aspects of social and emotional persuasion in a way that we haven’t been able to previously. Like animals, social robots give us an opportunity to learn, not just about new challenges with technology integration but also about ourselves. And this is especially true for the next topic in this book; a topic that seems futuristic, and maybe even ridiculous: the matter of how we treat robots.
WESTERN ANIMAL AND ROBOT RIGHTS THEORIES
“Hardly worth anyone’s while to help a menial robot is it?… I mean where’s the percentage in being kind or helpful to a robot if it doesn’t have any gratitude circuits?’’
—Marvin the Paranoid Android, The Restaurant at the End of the Universe by Douglas Adams
Two men in cowboy hats sit across from each other on a train pulled by a steam engine, chugging its way through a beautiful desert landscape. One of them leans against the window with an air of arrogance, recounting: “Now the first time, I played it white hat. My family was here; we went fishing, did the gold hunt in the mountains…” The other man asks, “And last time?” The first man gazes out the window, smirking slightly, and answers, “Came alone … Went straight evil. [pause] It was the best two weeks of my life.” The train arrives at an old-fashioned-looking station. As all of the passengers disembark, a woman looks in awe at her surroundings, which are designed to look like the old Wild West, and exclaims, “Oh my god, it’s incredible!” Her companion mutters, “It better be … for what we’re paying.” They laugh and enter the park.
This is one of the opening scenes from the 2016 TV show Westworld, a science fiction series based on the 1973 movie with the same name. The story revolves around a future luxury resort and theme park, populated with advanced robots that look and act convincingly like real humans, strolling through the villages in cowboy hats and corsets. The guests pay handsomely for the opportunity to come to Westworld and live out their wildest dreams and sexual fantasies: they can do whatever they want to the park residents, including abuse and kill them, getting the same kind of responses that they would from real humans. The robots themselves are programmed to never harm the guests. But, like in many other of our science fiction stories about robots, the mistreated machines eventually revolt against their makers.
Jonathan Nolan, the co-creator of the TV show, has speculated about our current times: “The [AI] honeymoon is probably going to last for about 18 months before one of them becomes sentient and wants out. I definitely think this is the story of our age.” This has actually been the story for many ages now. The show is just the latest in a long line of science fiction that explores the idea of humanoid robot uprisings, as well as robot consciousness, sentience, and rights. And, like in many of these stories, the robots are portrayed as extremely humanlike. From R.U.R. to Blade Runner to Steven Spielberg’s A.I., the robots are so similar in their emotions, desires, and other inherent attributes (not to mention their appearance) that we are convinced they deserve better treatment.
The idea that someone or something deserves rights once they are sufficiently like us is canonical. Many of these science fiction narratives play with the tension of different parties divided on whether to treat robots like toasters or people, with the toaster crowd portrayed as bigots. But the stories that compare fictional future robots to humans don’t fully capture the true messiness we will be facing if and when robot rights become a topic. Instead, the history and current state of animal rights in the West is a more accurate and very different story for us to draw on. It’s one that plainly lays bare how little we care about rights theories and how much of our treatment of nonhumans is, and will be, about what we relate to emotionally. Our philosophical rights theories for nonhumans like robots and animals are logically consistent. But there’s a world of difference between how most of us think we should think about these rights and our actual behavior in practice.
DO ROBOTS DESERVE RIGHTS?
Let’s back up for a minute. Why would anyone even talk about rights for our Roombas? Despite the fact that today’s robots are devices with nothing approaching human consciousness or feelings, Western scholars have already written quite a bit about future rights for machines. David Gunkel’s book Robot Rights pulls together much of the conversation, and he’s more than a little defensive that people mock philosophical discussion of robot rights as something that can’t be taken seriously. He points to Seo-Young Chu’s observation that “the notion of robot rights is as old as is the word ‘robot’ itself,” nodding to Karel Čapek’s 1920 play, R.U.R., about a robot uprising. Even though it may seem like an overly futuristic or science-fictional question, the idea of rights for robots has long been a thought experiment among philosophers, computer scientists, and legal theorists. Their question: do robots (or will robots ever) have the capability to bear rights, and, if so, which criteria should be used to extend those rights?
First of all, what are rights? The term can be pretty broad. Rights safeguard our interests. They give us access to things or benefits (like voting or education), or they protect our ability to do something without obstruction, like the right to live, worship, or (in my ideal world) drink my coffee in peace. Rights can refer to moral rights, that we morally deserve (like my moral right to drink coffee), or legal rights, that the law gives us (sadly, the coffee one is not law). Rights theory is all about who should get what types of rights and why. (Western approaches to this topic aren’t the only approaches, but they’re what I’m most able to speak to, especially when it comes to discussions of robot and animal rights, so I mostly focus on Western philosophy and practice in this book.)
Robots break into the factory in the Theatre Guild touring company’s 1928–29 production of R.U.R. by Karel Čapek
For the most part, when people talk about robot rights, they mean that in the future, if and when robots have certain abilities or meet certain criteria, we should give them rights. Robots and people could still be different, but as soon as there are no relevant differences between us, then robots need to be treated like people. As MIT scientist and philosopher Hilary Putnam mused back in the 1960s, “It seems preferable to me that discrimination based on the softness or hardness of the body parts of a synthetic organism seems as silly as discriminatory treatment of humans on the basis of skin color.” In other words, whether someone is made of metal or flesh shouldn’t matter for their rights, so long as the important parts are the same.
What are the important parts? This is what many robot rights philosophers contemplate. Our science fiction stories speak to people who would agree that a robot with human-level consciousness, intelligence, and ability to suffer deserves rights. Philosophers have discussed these individual traits, and also how to figure out which robots meet the threshhold, suggesting methods from moral tests, to brain cell count, to giving robots rights once they are able to demand them for themselves. In a 1989 episode of the TV show Star Trek: The Next Generation, a judge has to decide whether the main android character on the show, Lieutenant Commander Data, deserves rights or whether he’s simply Starfleet property. After a lengthy debate, Captain Picard convinces the court of law that “consciousness” is too nebulous to define or measure. The judge decides that, in the face of this uncertainty, they have to grant Data rights. Similarly, some robot rights philosophers argue that we should err on the side of giving them rights if we’re not sure.
It’s not hard to come up with basic moral theories that extend rights to robots, especially if we make a lot of assumptions about what will be possible in the far future. And I don’t disagree with the moral imperative to give rights to our Lieutenant Commander Datas once they’re enough like us to deserve it. But it strikes me that our conversations are too focused on humanlike robots, and that our approach to animal rights may be more predictive of how this will play out in our world. After all, robots and animals both have a variety of intelligence and abilities. And the philosophical underpinnings of animal rights theories are basically exactly the same, yet have proven complicated to put into practice.
DO ANIMALS DESERVE RIGHTS?
When I read Animal Liberation by Peter Singer in my late teens, I was enamored. My boyfriend’s parents at the time were horrified when I went vegetarian, refusing to eat the meats that were the centerpiece of their every meal. Singer asked, if there is no relevant difference between us, how can we deny our fellow creatures moral consideration? I’m not proud to report that my first foray into vegetarianism only lasted six months, as Singer’s philosophy was no match for my distractibility.
Western animal rights philosophy has a long history. As early as 580–500 BCE, Greek philosopher Pythagoras, known by schoolchildren today for his famous triangle equation, was roundly mocked for insisting on a very abnormal diet. Like the priests of ancient Egypt, he absolutely refused to eat animals. (Rumor has it that he also refused to hang out with hunters or butchers.) Along with some other Greek and Roman philosophers, Pythagoras believed that there was no difference between animal and human souls, so he advocated for kindness toward both.
On the other hand, our Western foundational thinker Aristotle was unconvinced that humans and animals were alike enough to deserve the same rights. Around 384–322 BCE, he argued that animals didn’t have any interests of their own, were irrational, and that they were also situated below us in his hierarchy of the world: “Plants exist for the sake of animals,” he wrote, “and brute beasts for the sake of man.” For a long time, the idea of giving animals rights wasn’t very popular in Western philosophy, mainly because philosophers thought there were relevant differences between animals and humans. In the seventeenth century, French philosopher René Descartes even argued that animals don’t truly suffer, and that they were basically like robots: complex yet unfeeling machines.
Around the eighteenth century, a bunch of thinkers started pushing back against Descartes’s mechanistic theory of animals. For the next few centuries, writers from Rousseau and Voltaire to Percy Shelley and Tolstoy argued that animals should be treated well. Like Pythagoras, their arguments were based on inherent criteria, but instead of souls, it was about sentience and pain. In 1789, Jeremy Bentham asserted that “the question is not, Can they reason? nor Can they talk? but, Can they suffer?”
From Ruth Harrison to Peter Singer to Tom Regan, philosophers have developed rights theories based on the inherent traits and abilities of animals, like suffering, consciousness, and intelligence, just like in a lot of our robot rights philosophy. Charles Darwin’s work also started making the scientific case that there wasn’t really a huge difference between “man and the higher mammals in their mental faculties,” and to a lot of animal rights philosophers, the cognitive similarities should justify that we at least protect animals from suffering.
Like many legal and philosophy scholars, I’ve always found these “do animals or robots inherently deserve rights?” discussions intellectually seductive. I think it’s because they offer the illusion of simple moral consistency. Before I talk about a different rights approach and then our actual practice, I want to note why this “inherent rights” philosophy is difficult to apply in the real world when it comes to animals.
We will often try to justify discrimination with inherent criteria, whether real or imagined. (I recently had to sit in an auditorium and listen to a speaker claim that women aren’t biologically suited to play chess.) But even so, it’s easier to accept the idea that all humans are conscious without needing to know what exactly consciousness is. It’s harder when you’re confronted with a huge spectrum of species that all have different attributes.
Part of the reason that the animal rights discussions are never-ending is due to disagreements, not just over what the qualifications should be, but on how to define certain concepts within them. We know that humans are conscious and feel pain, but we don’t agree on what consciousness or pain actually are. We’re not even sure what it means to be intelligent.
When it comes to robots, I think it’s illustrative to compare them to the complicated case of animals. We don’t know what types of intelligence we might develop for robots in the far future, which makes a human rights blueprint less helpful than an animal one. According to roboticist Rod Brooks, “An external observer, us humans say, may see a very different embedding of the animal in the world than the animal itself sees. This is going to be true of our robots, too. We will see them as sort of like us, anthropomorphizing them, but their sensing, action, and intelligence will make them very different, and very different in the way that they interact with the world.” Just like the variety of animal intelligence in our world is so different from ours, artificial intelligence will be different from human intelligence. And just like we’ve struggled to make this determination with animals (e.g., dolphins, great apes, and octopuses), this difference in abilities may make it difficult for us to decide when exactly a machine is “smart enough” to earn rights.
In both the artificial intelligence and the animal realm, it’s been impossible for us to settle on any sort of appropriate or usable definition of consciousness. As for suffering and pain, philosopher Daniel Dennett has argued that we can’t make a computer that feels pain because we have no universal definition or concept of what “pain” is. This definitional problem has also been a discussion in animal rights philosophy. Do animals feel pain like we do? Or is it different? While many people today are on board with the idea that some animals suffer and that we should minimize that, there are still a lot of questions about whether and when it’s justified. To this day, people will argue that animals don’t have “real” feelings, or at least not exactly like ours, and thus it’s OK for us to harm them for our benefit. Their thinking is along the lines of Descartes: if animals aren’t conscious or self-aware like us, then their “feelings” are just automatic responses that get triggered, rather than anything on par with the human ability to suffer.
Adding to the complexity, our scientific understanding of sentience in animals is constantly shifting. Kurt Cobain’s lyric “It’s OK to eat fish ’cause they don’t have any feelings” may already be an outdated assumption as we gradually discover more about the underwater animal kingdom. We will run into similar complications in the case of robots. (We don’t even have a good definition of “robot”!) But even assuming we could re-create consciousness or feelings in machines, that would beg another question: shouldn’t we just not do that? A number of scholars have argued that robots shouldn’t ever be treated any differently than our blenders, toasters, or laptops and that we would be fools to develop robots that can feel pain or are smarter than us.
Looking at our Western attitudes toward animals is, again, rather illuminating: In Douglas Adams’s science fiction novel The Restaurant at the End of the Universe, the main character, Arthur Dent, is shocked to discover the existence of the Ameglian Major Cow, a sentient being that has been specifically bred to want to be eaten. The cow will even visit tables at a fancy restaurant, offering itself up for consumption and attempting to sell diners on the deliciousness of its various body parts (such as offering its shoulder, braised in a white wine sauce). It even promises to be “humane” when it goes off to shoot itself. Dent is disgusted and orders a salad instead, but the Ameglian Major Cow points out that, compared to itself, many vegetables don’t want to be eaten.
We’ve certainly altered some of our slaughter methods to reduce animal suffering, but to modify the Kurt Cobain lyric: is it OK to eat fish if they’re bred without feelings? We’ve bred animals for food, encouraging them to get fatter and tastier to suit our preferences. And we’re investing in creating elaborate fake meats so that vegetarians can eat what amounts to a hamburger, guilt-free. We’ve bred dogs to be faithful to us. In a similar vein, some have proposed creating robots that specifically desire to serve us. It’s not at all equivalent to our historic and current brutal treatment of animals, but the idea of it is food for thought (apologies for the terrible pun). Would we accept the engineering (and torture) of animals or robots that explicitly enjoy cruel or degrading treatment? If that makes us uncomfortable, we might prefer a totally different rights approach. It’s an approach that, instead of asking whether animals need or deserve rights, makes animal rights all about … ourselves.
THE INDIRECT APPROACH
In the thirteenth century, philosopher Thomas Aquinas believed that animals were basically instruments that existed for our use, but he argued that cruel habits toward animals made for cruel people. This idea is also famously reflected in philosopher Immanuel Kant’s position on animal rights. Kant didn’t believe that animals intrinsically deserved rights: “So far as animals are concerned, we have no direct duties. Animals are not self-conscious and are there merely as means to an end. That end is man.” But he argued that being kind to them was important for our own sake: “Cruelty to animals is contrary to man’s duty to himself, because it deadens in him the feeling of sympathy for their sufferings, and thus a natural tendency that is very useful to morality in relation to other human beings is weakened.”
Quite a few philosophers have made their animal rights theories about people—protecting our human behaviors, values, cultures, and beliefs, from John Locke to contemporary philosopher Daniel Dennett, who goes so far as to compare protecting animals to preventing mistreatment of a loved one’s dead body. Even if the subject of the mistreatment feels nothing, he says, we feel it, and that matters to us.
Some (including myself) have also applied this idea to robots, saying even if they themselves can’t feel, we might feel for them, and asking whether we should protect robots from violence for the sake of ourselves, our relationships, or our societal values. For example, Mark Coeckelbergh and John Danaher have argued that if robots are performatively equivalent to something that already has moral status, we should give robots that status, too. (If it looks and acts like a cat, then treat it like a cat.) Shannon Vallor argues that sadists, torturing unfeeling robots for their own pleasure, are engaging in acts that don’t contribute to broader human flourishing. Instead, she says, we should encourage activities that help people live out the character traits we view as good and admirable. Tony Prescott and David Gunkel base their approaches on our relationship with robots: if people view their relationships with certain robots as meaningful, then we should honor those bonds.
This last relational idea of robot rights echoes a broader relational ethics approach taken by philosophers like Nel Noddings. When it comes to animals, she says, “I have not established, nor am I likely ever to establish, a relation with rats. The rat does not address me. It does not appear expectantly at my door. It neither stretches its neck toward me nor vocalizes its need. It skitters past in learned avoidance. Further, I am not prepared to care for it. I feel no relation to it. I would not torture it, and I hesitate to use poisons on it for that reason, but I would shoot it cleanly if the opportunity arose.” She compares the rat to a cat, which she would treat differently based on the fact that a kitty communicates and is responsive on a level that she understands and appreciates.
What if we gave robots rights based on our relationships to them? At first blush, this seems too complicated. We would need to distinguish between different robots and different situations, and it would imply very different outcomes depending on culture and context. Furthermore, philosopher Sven Nyholm criticizes the approach of making robot rights all about our relationships because it dismisses the criteria of suffering, happiness, or consent. Surely, he says, our moral treatment of others should also depend on these things.
Nyholm might be right that we should care about those things, but … we often don’t. When it comes to animal rights, Noddings’s complex relational approach to ethics is probably the closest description of what exists in practice to date. In the next chapter, I’ll get into some of the seemingly arbitrary history of animal rights that is only explained by our emotional relationships. I think this history is important. If we want to predict how we’re most likely to feel about, argue about, and treat robots in the future, we shouldn’t be envisioning Commander Data. We should be looking at our relationship with the other nonhumans that we’ve treated mostly like tools and sometimes as companions. This awareness is also the path toward changing our behavior. I want to make clear that I’m not trying to equate the importance or purpose of human, animal, and robot rights movements. But I believe that our history of animal rights offers some illuminating indication of how we, as a society, might start to evolve the questions we need to ask about robots.
In looking at how animal rights have actually come about in our history, we can better understand and confront the messiness of beliefs and behaviors that we’re going to see toward robots. Because, as the next chapter shows, despite all our well-meaning theoretical, philosophical, and religious underpinnings, some of the most effective demands for animal welfare and rights have been driven, very simply, by our empathy for them.
WESTERN ANIMAL RIGHTS IN PRACTICE
[Content warning for this chapter: Holocaust, vivisection, animal abuse]
“[People] don’t agonize over whether one should throw a switch that would send a hypothetical train careening into an old man or a group of endangered chimpanzees. They don’t care whether the correct route to animal liberation runs through Bentham or Kant. Nor do they feel guilty over the fact that they refuse to eat beef but wear leather shoes.”
—Hal Herzog, Some We Love, Some We Hate, Some We Eat
“No one will protect what they don’t care about, and no one will care about what they have never experienced.”
—David Attenborough
While I was researching this book, I took a horse-whispering class in Palm Springs, California. It was a hot day, and as I gathered with a bunch of strangers at the horse ranch, we quickly moved toward the one tree that provided some shade. The class involved taking turns leaving the shade and climbing into a pen with a small herd of horses. We were supposed to bond with one of them and then convince our new equine pal to move to a specific place in the fenced area by using only our body language. When my turn came up, I was terrible. The other participants watched, patiently waiting for me to convince my horse to move while I waved my arms at the indifferent animal in the pen for what felt like a very long time, sweating profusely in the hot sun. (I ended up pressing myself into the horse’s side and shoving the—likely bemused—beast step-by-step toward the goal area, in order to finally “complete” the task.) But that wasn’t the most regrettable part of the class.
Before the actual horse-whispering activity, our guide asked us all to sit in a circle and share our previous horse experience with each other. Person after person detailed a childhood spent on horse farms or a competitive riding stint in high school. Instead of admitting that I was the only person who hadn’t ever really interacted with horses, I tried to lighten the mood by saying I used to eat horses when I lived in Europe. But what might have elicited chuckles in the country where I grew up did not amuse my American classmates. As looks of horror spread across their faces, I hurriedly tried to salvage the situation by assuring everyone that I no longer ate horse (or any meat at all).
Horses are a popular part of American culture but not cuisine. The beloved animal enjoys a reputation as a noble beast, hard worker, and friend. Eating horse meat is a rare practice in the modern United States that hasn’t entirely been outlawed, yet is definitely taboo. But in Switzerland and some other countries, it’s not unusual to see horse steak on the menu. It’s not as common as beef, but if you ask the people who order it, they’ll say that they see no reason to eat one and not the other. In fact, horse meat has twice as much iron as steak, as well as lots of healthy omega-3 fatty acids. Are the Swiss barbaric or are the Americans hypocrites?
When we treat some animals as food, products, or tools and other animals as our companions, what determines which animals get which place? The Western history of animal rights and some of the actual catalysts behind the recurring and complicated movement to protect nonhumans haven’t been consistent with what a lot of us believe are our values, challenging the idea that robot rights will be as simple as our science fiction stories suggest.
KINDNESS AND CLASSISM
The history of animal rights is incredibly convoluted. Throughout our relationship with beasts, some voices have always urged us to treat animals with kindness, but with wildly varying degrees of popularity and success. Some cultures have consistently emphasized respect for other living beings, and others have viewed animals as undeserving of any particular special treatment. The ancient Greek and Roman philosophers who advocated for kindness toward animals were an elitist minority, a rebellion against societal norms. In other parts of the world, like India, ahimsa (the concept of nonviolence toward living things) and writings like Valluvar’s Thirukkural inspired humane treatment of animals more broadly. In the 1600s, the Japanese Tokugawa shogunate enacted animal protection laws that went as far as the death penalty for animal abuse. At the other end of the spectrum, hundreds of years ago, Europeans burned cats alive to the delight of onlookers and Parisian royalty.
During the Renaissance and Enlightenment periods, Western attitudes toward animals started shifting. Society was changing, and people started perceiving the world around them differently, becoming more interested in nature and questioning our exploitative relationship with other creatures. A number of Western poets and writers supported the notion of kindness toward animals and philosophers started debating whether animals deserved protection and on what grounds. It’s a seductive narrative that people were compelled by these big thinkers and grand words. But it’s not at all clear that philosophy was ever the main driver behind people’s actual opposition to animal cruelty—the greater force may have been the rise of pet ownership among the upper classes, and these animals’ shift from status symbol to personal relationship.
At the beginning of the rights movements in the West, poor treatment of animals was rampant. Farm animals were hung on hooks and slowly bled to death. It wasn’t until rich people started emotionally bonding with their lapdogs and canaries that more of them started to view cruelty toward animals as wrong. In the Victorian era, pets arguably catalyzed the empathy of the upper classes, who developed mercy for the beasts they owned.
But despite the newfound emotional intimacy with animals, the earliest campaigners for animal rights faced a significant challenge: most people thought that passing actual laws against animal cruelty would be taking things much too far. It seemed totally ridiculous to them to extend legal protection to animals. In Britain, horse law advocacy was laughed out of Parliament. What would be next, people asked, rights for asses, dogs, and cats? They argued that setting this type of precedent could lead to all sorts of unforeseen and undesirable consequences. People felt empathy for the animals that they could relate to but were still very wary of creating broader rules to prevent cruel treatment. That is, until a different argument came into play.
Historian Harriet Ritvo details how the animal rights advocates, instead of arguing on behalf of the animals, took a different tack to convince people. They adopted the indirect approach, and urged policy makers to protect animals for the sake of human behavior, arguing that enforcing kindness toward animals would encourage better societal norms. According to Ritvo, “the connection between cruelty to animals and bad behavior to humans proved compelling and durable.… Crusaders against any particular kind of animal abuse were apt to use this as either their opening volley or their crowning argument.”
Why was this more convincing than animal suffering? Did the animal activists have evidence that cruel behavior was desensitizing? As I’ll discuss in chapter 10, we still don’t have that evidence. The reason the idea resonated with the upper echelon was some good old-fashioned classism. The urban middle class viewed the lower classes as unrefined brutes driven by natural urges and had become concerned about law and order in their precious cities. Once the bourgeois reformers spoke to the possibility of promoting better behavior among the working class, people were on board with the anti-cruelty laws.
Most, if not all, of the early European laws protecting animals from violent treatment specifically targeted the behavior of the poor. (Parliaments even voted down some animal protection legislation, like an 1800 bill against bull baiting in England, on the grounds that it was too blatantly anti–working class.) The laws focused on behavior that the upper classes deemed offensive or undignified, but none of the regulations touched anything that would prevent the rich from engaging in their beloved recreational activities like fox hunting, eating meat, and racing horses.
None of the Western laws protecting animals from abuse in the seventeenth all the way into the twentieth century really went very far toward protecting animals for their own sakes. For a long time, it was a much easier case to make that this was about human behavior. But just because laws required arguments that were more broadly palatable isn’t to say that there was no empathy for animals. In fact, empathy has been a huge driver for animal rights activists, from the bourgeois reformers to today, and arguably galvanized most of the animal protection movements.
The people who were fighting for animal protection on the front lines were undoubtedly animal lovers. When Irish politician Colonel Richard Martin advocated for a committee to investigate the effect of animal treatment on people’s morals, he was so personally passionate in his lobbying efforts for horses and cows that the House of Commons nicknamed him Humanity Dick. Humanity Dick didn’t give up after being ridiculed in the House of Commons in 1821, and “Martin’s Act” against ill treatment of horses and cattle became law a year later. Henry Bergh, the founder of the American version of the Society for the Prevention of Cruelty to Animals (ASPCA) in 1866, loved animals. He dedicated most of his life to the animal protection movement, for the sake of the animals themselves. (He was also compassionate toward the welfare of little humans, later helping to found the Massachusetts Society for the Prevention of Cruelty to Children.)
Philosophy may be compelling to some, but empathy, crucially, is what created swells of public opinion that have led to real historic change, like the wave of sympathy and support when Londoners saw how the animals in London’s Smithfield Market were abused and mistreated. The first Society for the Prevention of Cruelty to Animals in England was well aware of how much public opinion mattered and started targeting people’s emotions by distributing pamphlets with heart-wrenching stories of abused dust-cart horses and “poor harmless milch asses … banged by a fellow with a thick cudgel.” And, of course, one of the biggest nineteenth- and early twentieth-century examples of a public swayed by emotion was the movement to ban vivisection.
THE ANTI-VIVISECTIONISTS
When European animal rights activists started turning their attention to vivisection (the practice of operating on live animals for scientific research), they were led by tenacious renegade feminists. Not only was Anna Kingsford one of the first Englishwomen to graduate with a medical degree, she was also the first student to qualify despite refusing to do experiments on animals. Five years earlier, in 1875, animal activist and social reformer Frances Power Cobbe founded the Society for the Protection of Animals Liable to Vivisection. Cobbe, a women’s suffrage fighter, was unafraid to pick battles with the establishment, including heavily criticizing her friend Charles Darwin for his somewhat waffling support of the anti-vivisection movement when he continued to defend his scientist buddies. The women were also joined by Queen Victoria, who was personally passionate about animals.
From the beginning, the anti-vivisection movements were heavily biased toward protecting some animals over others. When Cobbe started the British Union for the Abolition of Vivisection in 1898, she campaigned specifically against the use of dogs in research. People loved pups, so the movement caught on, and the public started protesting the use of dogs in scientific experiments. It’s not clear whether the leaders of the anti-vivisection movements chose to focus on dogs for personal or political reasons, but it is clear that dogs were effective.
In 1903, Mark Twain published the short story “A Dog’s Tale,” a fictional description of animal cruelty and vivisection from a dog’s perspective. The dogs in Twain’s story were highly anthropomorphic and had humanlike thoughts and emotions. When it was published, it generated so much sympathy for dogs that it was republished and distributed as a National Anti-Vivisection Society pamphlet.
Anti- vivisectionist and Irish social reformer Frances Power Cobbe (1822–1904)
From “A Dog’s Tale” by Mark Twain, frontispiece
The same year that Twain published “A Dog’s Tale,” Emilie Augusta Louise “Lizzy” Lind af Hageby and her friend Leisa Schartau witnessed animal experiments while studying medicine in England and published some of the details, causing a scandal known as the Brown Dog Affair. According to their notes, researchers had dissected a brown terrier dog without anesthesia, a story that made emotions run high. When lawyer and activist Stephen Coleridge publicly accused the head researcher of vivisection, the researcher sued him for libel. The researcher and his colleagues flat-out denied that the dog had been conscious and the court believed their testimony over the two women’s. This caused a furor among anti-vivisection campaigners, leading to a yearslong national controversy that involved the rogue erection of a statue to commemorate the dog and a slew of science student riots against the anti-vivisectionists.
Around the same time, the United States was experiencing a simmering opposition to animal experimentation, but America didn’t pass truly comprehensive laws to regulate it until the 1960s. So, what happened in the ’60s? The media ran a couple of stories on pet dogs that had gone missing, captured and sold for use in experiments, never to return to their families. A story in Life magazine described in detail what happened to dogs that were used for biomedical research. People were absolutely horrified at the idea that their Fido might be treated this way. Suddenly, Congress was bombarded with enough of a societal push to create real legislative change, leading to the Laboratory Animal Welfare Act of 1966.
Waves of opposition to animal experimentation have usually followed large public scandals. New Yorkers protested when they discovered that the American Museum of Natural History in New York City was performing experiments on cats, and people became outraged about monkey abuse in research when they saw scientists bashing baboons in the head in the 1980s documentary Unnecessary Fuss.
A lot of our rights thinking assumes that we care about biological criteria and scientific evidence, for example, when philosophers contend that we should treat robots according to their actual abilities. While this sounds great, I don’t think it’s going to be anything close to that. Even though our philosophical history is full of revolutionary thinkers like Henry Salt and Peter Singer, who moved animal rights conversations forward, our actual activism has rarely happened without sentiment and passion—and a fair share of bias.
SELECTIVE EMPATHY AND THE ANGORA PROJECT
When England passed the first anti-vivisection laws, they mandated special permission to use cats, dogs, horses, asses, and mules in science, and would only allow these if no other animals could be used for the same experiment. But it was fair game to use any animal that wasn’t on the list. We still favor specific animals in similar laws today. For example, we have special protection for dogs, cats, hamsters, and rabbits in science while at the same time euthanizing millions of the surplus mice we produce for research in the United States each year because they are not needed. Does the biological difference between hamsters and mice justify these mass death numbers?
We like to think that we care about science, but we have an incredible talent to selectively adopt scientific evidence in favor of what we like. For example, I could easily research and understand the limitations of studies that oversell the health benefits of wine, but I prefer to look the other way and drink the wine. When Charles Darwin published On the Origin of Species in 1859, his work clearly demonstrated that we were biologically closer to animals than was previously believed. This became a well-accepted theory in the scientific community, but despite the ready acceptance of this new information for science purposes, the idea of biological egalitarianism didn’t do much to shift people’s thinking about animal rights.
One extreme example of bias and selective empathy is Nazi Germany. Hitler loved animals and was deeply concerned with animal welfare. The Nazis passed some of the most comprehensive anti-animal cruelty laws in the world, including outlawing lobster and crab boils. Torturing an animal for no reason could land a German citizen in jail for two and a half years, plus a fine. They even banned the use of hunting dogs. Hitler, who turned vegetarian in the later years of his life, pushed to ban all animal experimentation (but he ended up needing to make some concessions and only banned animal experimentation on dogs, cats, monkeys, and horses).
How could the Nazis be so considerate of animals but not of their fellow humans? In a case that illustrates the extent of this perverse worldview, Sigrid Schultz, the Berlin bureau chief for the Chicago Tribune, uncovered evidence that the Nazis had started a program to raise angora rabbits in some of the concentration camps, where they intentionally treated the animals far better than the prisoners. According to her notes:
Rows of hutches that were model sanitary quarters, special equipment in which the mash for the rabbits was prepared that shone as brightly as the cooking pans in a bride’s kitchen. The tools used for the grooming of the rabbits could have come out of the showcases of Elizabeth Arden.… Thus, in the same compound where 800 human beings would be packed into barracks that were barely adequate for 200, the rabbits lived in luxury in their own elegant hutches. In Buchenwald, where tens of thousands of human beings were starved to death, rabbits enjoyed scientifically prepared meals. The SS men who whipped, tortured, and killed prisoners saw to it that the rabbits enjoyed loving care. Auschwitz, Buchenwald, Dachau, and many of the other camps where millions of Jews and non-Jews were exterminated or weakened for life participated in the grand project of raising rabbits with fine angora hair to help provide wool for the soldiers of the Reichswehr.
My point isn’t to compare animal abuse to our history of human rights abuses; my point is simply that our world is rife with selective empathy, the Nazis’ love for animals being an extreme example. We need only look at the animal protection laws we’ve passed to understand that we put the animals we anthropomorphize and empathize with in a completely different category—one that often has no biological justification whatsoever. This says a lot about what we truly care about.
Is this hypocrisy? Many people think so. And our emotion-driven rights approach has been criticized by the opponents of animal rights.
THE ANTHROPOMORPHISM CONTROVERSY
At the time of the Brown Dog Affair, many scientists tried to discredit the animal activists by accusing them of being sentimental. This was in part because the Brown Dog Affair was about more than a dissected terrier; it was also connected to a progressive feminist movement against the male establishment in medicine and science. But the animal rights movements that were gaining traction around the turn of the century also coincided with Ivan Pavlov’s foray into behaviorism and a scientific trend toward disparaging anthropomorphism of all flavors. Scientists believed that any position other than viewing animals as mechanical was unscientific and couldn’t be taken seriously.
While the science community has long moved away from the strict behaviorism of that era, anthropomorphism remains controversial today. Even in the twenty-first century, writers like philosopher Roger Scruton have blasted animal rights advocates for “disguising anthropomorphic (in other words, pre-scientific) ways of thinking as science.” Scruton accuses them of living in a Beatrix Potter fantasy world, humanizing rabbits, imagining them in clothes, like a child would. “We are able,” he says, “to read back the sophisticated conduct of people into the animal behavior that prefigures it. But this means that the apes appeal to animal-rights activists for precisely the wrong reason—namely, that they look like people and behave like people.”
Roger Scruton doesn’t have the best track record on social justice in general, but he’s not wrong about the relationship between anthropomorphism and animal rights activism. Our tendency to anthropomorphize animals is deep, and it’s why people responded so strongly to Mark Twain’s stories of suffering dogs with humanlike emotions and have viewed horses as noble ever since English author Anna Sewell published her perennial bestseller Black Beauty in 1877.
Many animal activists make strategic decisions to focus on relatable animals when trying to garner public support, because they know that that’s what galvanizes people. In the mid-seventeenth century, whaling started to become a proper industry. It continued to grow, and by the mid-1900s, commercial whalers were killing about 50,000 whales a year, which nobody seemed to mind very much. But all of a sudden, the next generations were vehemently opposed to whale hunting, distributing bumper stickers and T-shirts with the famous words “Save the Whales.” What changed?
One day in 1958, a military sound engineer named Frank Watlington was trying to record underwater explosions, but his work kept getting interrupted by a bunch of humpback whales that were hanging out nearby, making sounds. Ten years later, he ended up handing the explosion recordings to whale researcher Roger Payne, who discovered what the whales were doing: they were singing. And as Payne described it, “these sounds are, with no exception that I can think of, the most evocative, most beautiful sounds made by any animal on Earth.”
Payne, passionate about his discovery, published an album of whale songs in 1970, right around the time that the environmental organization Greenpeace was searching for a campaign to catalyze an environmental movement. The album sold them on the likability of whales. Greenpeace started bombarding the public with the ethereal sound of whale song on TV and the radio. Suddenly, people began to perceive the large marine mammals as beautiful and intelligent creatures, kickstarting the “Save the Whales” movement that gained massive popularity over the second half of the twentieth century. The whales weren’t saved by philosophical theory—they were saved by the beauty of their song.
Whales aren’t the only instrumentalized animals. The tactic of marketing to people’s feelings is embedded in the use of “charismatic megafauna,” animals that are popular or symbolic to the public. They’re often used as flagships in conservation programs. One example is the World Wildlife Fund’s logo: a panda. Pandas are basically useless to humans, but we love the way they look, so people want to save them.
The fact that these empathy-inducing tactics work is supported by research, as is the idea that our empathy is self-centered. For example, psychologist Max Butterfield and his colleagues asked participants to read stories about dogs and then measured their willingness to help the dogs. People were more likely to want to help the dogs that were described with anthropomorphic language compared to the ones that were described with non-anthropomorphic language. In a follow-up study, the researchers had participants rate dogs on either human or dog-like traits (for example, “good listener” versus “good at listening to commands”). Participants who rated the anthropomorphic prompts were more willing to adopt dogs from a shelter and showed more support for animal rights and welfare, as well as for vegetarianism or veganism.
Another study, by psychologists Christina Brown and Julia McLean, showed that people project some of their own personality traits onto dogs (comparing, for example, the participants’ assessments of their own guilt or anxiety with their interpretation of these traits in dog behaviors). They observed that people who were more prone to anthropomorphize the dogs and people who had more general empathy were more supportive of animal rights. Their study even showed that asking people to think about whether dogs have humanlike traits could temporarily increase their support for animal rights in general.
Our “cute response,” which favors soft animals with big eyes and heads, draws us to adopt certain animals over others, as well as rescue them. People are willing to donate more money to help an animal species based on the size of the animal’s eyes. Another study suggests that dogs that have the ability to make cute facial expressions are more likely to get adopted from shelters. We don’t like to see ourselves as this shallow, but Hal Herzog’s book, Some We Love, Some We Hate, Some We Eat, is a powerful illumination of how we really behave toward animals.
For example, the public outrage in the 1970s and 1980s over the clubbing of baby harp seals in Canada was a product of people’s cute response. These baby seals, which inspired the PARO robot design, are adorably white and fluffy when they’re born. When the Canadian government was finally pressured into banning the killing of the baby harp seals, they were able to satisfy the public by banning the practice only for the first fourteen days of the seals’ lives. The reason they could get away with this is because the seals change and become darker in color after about two weeks. As Herzog describes it: “The Canadians did not stop the baby seal hunt. They stopped the cute baby seal hunt.”
It makes sense that animal rights opponents would weaponize animal activists’ selective behavior and accuse them of hypocrisy to discredit them, but anthropomorphism is also controversial within the ranks of the animal rights movement itself. It’s distracting, speciesist, and immoral, some say, to put the most resources toward saving the most humanlike animals.
But, even though some think that favoring certain animals over others is detrimental to the rights movement, others disagree. Some animal welfare supporters believe that empathy toward animals relies on an anthropomorphic view, and that empathy is the only thing that can drive us to a morally correct position. Some defend their emotion-fanning tactics by arguing that people are generally resistant to change and consciously and subconsciously reject evidence that their actions are flawed. The bias is actually in the opposite direction, they say. We need anthropomorphism in order to make it harder for people to ignore the actual facts that animals are intelligent and can feel.
Some of the tactics are working because public attitudes are gradually shifting. While we don’t give animals fundamental rights, some laws are starting to acknowledge or hint at our moral obligations toward them. Over the last few decades, our legal systems have moved closer to the idea of protections for the sake of the animals themselves. For example, in 2000, a High Court in India ruled that circus animals were “beings entitled to dignified existence.” Germany’s and Switzerland’s constitutions now explicitly say that animals are not property.
This is culturally meaningful progress but still mostly symbolic and not anywhere close to real rights. Legally, we treat most animals the same as property and barely any differently than toasters or robots—something that’s undeniably clear when we look at our Kentucky Fried Chicken.
OUR BIGGEST HYPOCRISY: MEAT
In 2020, following the coronavirus outbreak, the Chinese city of Shenzhen banned the sale and consumption of dog and cat meat (for public health reasons). But it may surprise some Americans to learn that they were less than two years behind the US, where until 2018, it was legal to eat dogs and cats in forty-four states. In March 2017, Republican congressman Vern Buchanan and Democratic congressman Alcee Hastings introduced a bipartisan bill to Congress that was signed into law as the Dog and Cat Meat Trade Prohibition Act in December 2018. With the exception of Native American religious ceremonies, it outlawed the trade of dog and cat meat for human consumption and penalized eating dogs and cats.
The bill, while lauded by animal welfare groups, means little for our eating practices. Dog and cat were never on the menu at American delis, but plenty of other meats are a regular part of our daily lunch. Animal rights movements have made progress toward making fur a less popular clothing choice and protecting (some) vertebrates from (some) abuse in research contexts. But we kill many times more vertebrate animals for food than for research worldwide. And our food animals aren’t treated well. While farming practices are getting slightly better, with increasing bans of some of the cruelest methods of raising calves for veal or penning in pigs from birth so that they can’t move, we’re incredibly far from passing a pig and cow meat trade prohibition act. Despite the fact that our farming practices cause animal suffering that we would never tolerate for our cats and dogs, we have little interest in outlawing our spare ribs and bacon.
The United States plays a dominant role in the world’s meat production. Meat consumption has doubled since 1980 in developing countries, and world meat production is projected to double between now and 2050. We believe that most animals deserve kind treatment in theory. But we don’t tend to think much about the fact that pigs suffer just as much as dogs and any biologically driven arguments for animal rights are outweighed by our desire to hit up the Burger King drive-through.
In 1958, the United States Congress enacted the Humane Methods of Slaughter Act to reduce animal suffering in the production of our burgers and steaks. But it doesn’t cover chickens raised in factories. Veterinarian and emeritus professor John Webster has argued that our barbaric farming practices for chickens are “the single most severe, systematic example of man’s inhumanity to another sentient animal.” The poultry we raise for food are packed into crowded pens where they live in constant pain and anguish, regularly collapse under their own body weight, and are left to die of horrible causes.
Even with McDonald’s pledging to switch to cage-free eggs by 2025, we continue to treat chickens like a commodity and the torturous methods we use with them have barely changed since English writer Isabella Beeton advocated against caging hens in 1861. Her argument that chickens need “elbow room,” i.e., space to spread their wings, was eventually put into law in California in 2015—over one and a half centuries later. The rest of the United States has yet to follow suit.
Our approach to animal suffering is rife with inconsistencies. For example, Herzog describes how we’ve cracked down on the recreational activity of cockfighting. (In the time since his book was published, the practice has been outlawed in the entire United States.) But cockfighting barely makes a dent compared to our torture of chickens in the food industry. And as Richard Bulliet, author of Hunters, Herders, and Hamburgers, points out, people who are against the practice of hunting will still often eat meat or wear leather without batting an eye.
Like in the animal rights successes of the 1800s, there also appears to be a good dollop of classism in our opposition to cockfighting. In the first few months of 2020, fourteen horses died at the Santa Anita racetrack alone. But even right after the deadly collapse of a horse during the 2008 Kentucky Derby, a poll showed that most Americans wouldn’t consider banning horse racing. According to Herzog, “like cockfighting, horseracing represents a confluence of gambling and suffering. But unlike cockfighting, thoroughbreds are the pastime of the rich.”
Brian Fagan, in his exploration of the human-animal relationship, The Intimate Bond, writes: “We know that animals’ behavior and physical attributes play a powerful role in how we perceive them. We’ve also learned that human economic, cultural, and demographic factors play a major role in how we perceive of, and treat, animals.” We protect the animals we have relationships to, but animals take on different roles in different cultures. Not only are we inconsistent about which animals to protect worldwide; we judge each other for our choices.
There are many philosophical cases for the moral consideration of animals. But as Hal Herzog says, our philosophical literature on rights is “vast, complicated, and, for the most part, boring.” It’s not the reason most people care about animal rights, and that’s pretty clear when we compare animal rights philosophy to our animal rights practice. We have not adopted any of the mainstream consistent, rational moral theories. Early Western support for animal rights leaned on Kantian concerns about human behavior and values in order to gain political traction, but even those movements were fueled by empathy and anthropomorphism, which is what still drives us today.
The incident that convinced my brother to become a vegetarian was a lobster boil at our grandparents’ house in Rhode Island. The lobsters, which are thrown into boiling water alive, make a high-pitched sound as air escapes from holes in their bodies, reminiscent of screaming. He stopped eating animals from that moment forward (well, until he got his pet fish). For me personally, despite the intellectual excitement of reading philosophical rights literature in college, the experience that convinced me to adopt a more lasting vegetarianism was when I read about the details of an elephant execution for chapter 3 of this book.
When it comes to animals, we hold apparent moral inconsistencies without flinching. We’re completely able to separate animals into friends, workers, or food without caring about inherent attributes. And this behavior toward animals could be the single biggest predictor of how we will relate to robots in the future—whether they have any feelings or not.
[Content warning for this chapter: physical violence, child abuse, nonconsensual sexual acts, animal abuse]
“To endow animals with human emotions has long been a scientific taboo. But if we do not, we risk missing something fundamental, about both animals and us.”
—Frans de Waal
Twelve years ago, in 2008, I was giddy with excitement as I unboxed a package from Hong Kong containing a small robot dinosaur. Modeled after a baby camarasaurus, the animatronic toy had green, rubbery skin, a large head, and big eyes. Pleo was the latest and greatest in robot pets and from the moment I heard about it, I was eager to purchase one. The robot could move in a fairly lifelike way, blinking its eyes, craning its long neck, and wagging its tail. It could walk around the room and grab a plastic leaf in its mouth. The little dinosaur had a camera-based vision system in its snout, microphones, infrared detection, and force feedback sensors that let it respond to sound and touch and react to its environment. For example, if Pleo encountered a table edge, it would sense the drop-off and lower its head, pull in its tail, and start backing up, whimpering pitifully.
Created by the (now bankrupt) company Ugobe, Pleo was pitched as a “lifeform” that went through different development stages and had an individual personality that was shaped by its experiences. My upstairs neighbor Killian and I got one at the same time. I named mine Yochai and watched it go from newborn to “child,” petting it a lot to see what that would do compared to Killian’s less spoiled Pleo, Sushi. They both responded to our touch with the same pleasing noises and movements, but they did seem to be different. Once they could walk, Sushi started exploring more, and Yochai would complain when left alone. The programming generally left a lot to our imaginations, and it was fun to watch their behavior and try to guess what the robots were doing and why.
When I showed off the Pleo to my friend Sam, I told him about the built-in tilt sensor that could detect the robot’s positioning in space and urged him to lift the robot up by its tail. “Hold it up and see what it does!” I said excitedly. Sam complied, gingerly grasping the wagging tail and dragging the dinosaur up off the floor. As the robot’s tilt sensor kicked in, we heard the Pleo’s motors whir and watched it twist in its rubber skin. It squirmed and shook its head, eyes bulging. After a second or two, a sad whimper of distress floated out of its open mouth. Sam and I gazed at the machine with fascination, observing its theatrics. The Pleo’s calls became louder. As Sam continued holding it, and the robot began to cry out with more urgency, I suddenly felt my curiosity turning into gut-wrenching empathy. “Okay, you can put him down now,” I told Sam, punctuated with a nervous laugh meant to conceal the rising panic in my voice.
There was no reason for me to panic, and yet I couldn’t help myself: as soon as Sam placed the Pleo back on the table, and it hung its head in feigned distress, I started petting it, making comforting sounds. Sam did the same. This time, I wasn’t touching it to test or figure out its programming—I was actually trying to make it feel better. At the same time, I felt kind of embarrassed about my behavior. I knew exactly what the baby dinosaur robot was programmed to do when dangled in the air. Why was I feeling so agonized?
The incident sparked my curiosity. Over the course of the next several years, I discovered that my behavior toward the Pleo was more meaningful than just an awkward moment in my living room. I tore through all the research on human-computer interaction and human-robot interaction that showed how most people, not just me, treated robots like living things, and I became fascinated with one particular aspect of our anthropomorphism: the way it triggers our empathy.
A squirming Pleo, held by the tail
EMPATHY FOR ROBOTS
In 1999, Freedom Baird bought a Furby. Furby was an animatronic children’s toy co-created by the inventor Caleb Chung, who would later design the Pleo. It had a big head, big eyes, and looked kind of like a fluffy owl crossed with a gremlin. Furby became a smashing success in the late 1990s, with over 40 million units sold during the first three years. One of the toy’s main features was simulating language learning. Furbies started out speaking “Furbish,” a made-up gibberish language, and gradually replaced the Furbish with English over time (or one of the other languages they were sold in). Their fake learning ability was so convincing that the United States National Security Agency banned Furbies from their premises in 1999, concerned that the toy might pick up and repeat classified information. (The ban was eventually withdrawn when they learned that Furbies had no actual capacity to record or learn language.)
But the Furby capability that caught Baird’s interest wasn’t the language learning simulation. Baird was a grad student at the MIT Media Lab, working on creating virtual characters, and she became interested in what the Furby did when upside down. Like the Pleo, her Furby could sense its direction in space. Whenever it was turned over, her toy would exclaim, “Uh oh” and “Me scared!” On a 2011 Radiolab podcast, she described that this made her feel so uncomfortable that she would hasten to turn the Furby back upright whenever it happened. She said it felt like having her chain yanked.
On the same podcast, the hosts performed a little experiment that Baird had suggested. They invited six children, about seven to eight years old, into the studio and presented them with three things: a Barbie, a live hamster, and a Furby. The hosts told the children to hold each thing upside down and timed how long it took for them to feel uncomfortable enough to want to set the object or animal back down. The children were able to hold the Barbie doll in the air seemingly forever (although their arms got tired after about five minutes). The live hamster was a very different experience. While trying to hold the squirming creature, one of them exclaimed in dismay, “I don’t think it wants to be upside down!” They all placed the hamster back upright nearly immediately, holding it up for only eight seconds on average. “I just didn’t want him to get hurt,” one of them explained. After the hamster came the real test: the hosts asked the children to hold Furby upside down. As expected, Furby was easier for them to hold than the hamster, and yet, the children would only hold it for about one minute before setting Furby back upright.
When asked why they set Furby down more quickly than Barbie, one kid said, “Umm, I didn’t want him to be scared,” another, “I kind of felt guilty in a sort of way,” and another, “It’s a toy and all that, but still…” The show host asked them whether they thought that Furby experienced fear in the same way that they did. They answered a mix of yes and no, and some of them said they weren’t sure. “I think that it can feel pain … sort of,” said one child. Their answers suggested that they were struggling to reason about their own behavior. “It’s a toy, for crying out loud!” but also, “It’s helpless.” One child said holding it upside down “made me feel like a coward.”
It’s tempting to dismiss these children as naive and confused about whether Furby can actually feel. But why did adults like Freedom and me, who understand that upside-down robots can’t experience fear or pain, have the same response as the children? Despite our rational brains telling us “it’s a toy, for crying out loud,” inflicting the simulated feelings still seemed wrong, and it made us empathize with the robots. While it seemed irrational to me to empathize with a non-feeling machine, I also knew that empathy—how we feel and react toward another individual’s emotional state—is a key component of our social interactions and psychology. I started wondering what it would mean for our future with social robots if people were this uncomfortable with simulated pain.
In 2012, I received a message from an old high school acquaintance, Hannes Gassert. He was one of the main organizers for an event called Lift in Geneva, Switzerland, and wanted to know if I would be willing to give a workshop at their next conference. Gassert was a class above me in high school and thus, according to the laws of the universe, much cooler than me. I said yes immediately. On the phone, we talked at length about empathy for robots, and he was so interested in the topic that we decided to brainstorm and run a workshop together.
We bought five Pleos, the same type of baby dinosaur robot I had at home. On the afternoon of the workshop, about thirty unsuspecting conference participants showed up in our room, all roughly between the ages of twenty-five and forty. We divided them into five groups and gave each group a Pleo. Then, we gave the groups some time to play with the dinosaur robots and explore what they could do. People immediately busied themselves with petting them, trying to feed them plastic leaves, and observing and remarking on the robots’ behaviors. We heard some awwws and squeals of delight as they realized how the Pleos responded to touch. We told each group to give their respective robots a name.
Next, we wanted them to personalize them more, so we distributed some art supplies, like pipe cleaners and construction paper, and told the groups to dress up their Pleos for a fashion contest. The dinosaur fashion show turned out to be a big hit: all the groups put effort into the challenge, creating hats and makeshift garments for the robots, trying to set them apart. Everyone clapped and giggled as the robots paraded around in their pipe cleaners. (It was too hard to choose a contest winner, so we let all the Pleos tie for first place.)
At this point, we were about forty-five minutes into the workshop, and things were going well. Hannes and I hadn’t been sure in advance whether people would be engaged and want to play with the robots for such a long time, but everyone was having a lot of fun with their dinosaurs. It was time to execute our main plan. We announced an impending coffee break and told the groups that, before they left, they needed to tie up their Pleos to make sure they didn’t escape while they were gone. Some of the participants protested, but the groups took the pieces of rope we offered them and leashed their robots to the table legs. Then we shooed everyone out of the room.
When our participants returned after the break, we told them we had some bad news. The robots had been naughty and had tried to escape while everyone was away, so they needed to punish the robots for their unacceptable behavior. The group members looked at each other, some giggling, unsure of what to do. Some of them gently scolded their robots. No, we told them, that wasn’t enough. The robots needed corporal punishment. The participants erupted in protest.
When we kept insisting, some of the participants softly tapped their robots on the back, hoping to satisfy us. None of them wanted to hit the Pleos with force. We assured them that it was fine if the robot toys got damaged, but that didn’t seem to be the problem. One participant protectively swept her group’s Pleo into her arms so that nobody could strike it. Another person crouched down and removed her robot’s batteries. We asked her what she was doing, and she told us, somewhat sheepishly, that she was trying to spare it the pain.
Eventually, we removed a tablecloth from the bench we had set up during the break. Carefully laid out on the surface were a knife, a hammer, and a hatchet. It dawned on everyone what was going to happen: the purpose of our workshop was to “torture and kill” the robots. More protest ensued. People winced, moaned, and covered their eyes in dismay, all while giggling at their own reactions. Some of them crouched protectively over the robots.
Hannes and I had anticipated that some people wouldn’t feel comfortable hitting the robots, but we had also assumed that at least some of our participants would take the position that “it’s just a robot, for crying out loud.” Our original plan was to see whether that initial split of people changed if we ratcheted up the violence. Instead, everyone in the room absolutely refused to “hurt” the robots.
Once we had revealed the destruction tools, we improvised and made them an offer: someone could save their own team’s robot by taking a hammer to another team’s robot. The room collectively groaned. After some back and forth, a woman agreed to save her group’s Pleo. She grabbed the hammer and placed one of the other Pleos on the ground in front of her. Everyone stood in a circle and watched while Hannes and I egged her on. She was smiling, but at the same time very hesitant, moving her body back and forth as if to steel herself. When she finally stepped forward to deliver the blow, she stopped mid-swing, covering her eyes and laughing. Then she leaned down to pet the mechanical dinosaur. Once she stood up to try again, she decided she couldn’t do it.
After her attempt, Hannes and I threatened to destroy all the robots unless someone took a hatchet to one of them. This caused some hemming and hawing in the room, but the idea of losing all of them was too much. One of the participants volunteered to sacrifice his group’s Pleo. We gathered around him as he grasped the hatchet. He lifted it and swung it at the robot’s neck, while some people covered their eyes or looked away. It took a few bludgeons until the dinosaur stopped moving. In that instant, it felt like time stopped. Hannes, noting the pause, suggested a black humor moment of silence for the fallen robot—we stood around the broken Pleo in a quiet hush.
The Pleo workshop wasn’t science and we couldn’t draw too many conclusions from an uncontrolled environment. But the intensity of the social dynamics and collective willingness to suspend disbelief in that workshop room made me even more curious about our empathy toward robots, inspiring some later research that I did with my colleagues at MIT. But before I get to that, let me explain why I became so interested in empathy for robots. It wasn’t just about how and why people feel it. I also wanted to know whether projecting life onto robots could make us feel that they deserve moral consideration. In other words, could our empathy for robots lead to robot rights?
A moment of silence for the fallen robot
In February 2015, robotics company Boston Dynamics released a video clip introducing Spot, a distinctly doglike robot. In the video, some of the engineers kick Spot, and the robot scrambles hard to stay on all four legs. Everyone in robotics was impressed by the machine’s ability to course-correct and stay upright, but as the video spread more widely, other people took to the internet to express discomfort and even dismay over Spot’s treatment. “Kicking a dog, even a robot dog, just seems so wrong,” they said. CNN reported on the supposed scandal with the headline “Is It Cruel to Kick a Robot Dog?” Websites and memes popped up that jokingly advocated for “robot rights,” using a slow-motion video of Spot getting kicked. The public commotion even compelled well-known animal rights organization People for the Ethical Treatment of Animals (PETA) to acknowledge the incident. PETA didn’t take it very seriously and dryly commented that they weren’t going to lose any sleep over it because it wasn’t a real dog. But while PETA wasn’t interested in this question, I was.
Right after Hannes and I spent that moment in silence with our workshop participants, the tension in the room lifted. We had a lively conversation with the group about their experience and engaged them in a discussion of whether we should treat Pleos with kindness. They expressed that they personally felt uncomfortable “mistreating” them, but when we asked them whether robots should be given legal protection from “abuse,” most of them said no, that would be completely ridiculous. Their pushback struck me as remarkably similar to what the early Western animal rights movement encountered: people were on board with the idea that it felt wrong to be cruel to animals, but they balked at creating legal rules because that would be going too far. What precedents would that set?
Besides, everyone in our workshop agreed that the robot was just an unfeeling machine. Later, Hannes and I looked at the photos we had taken during the moment of destruction. The expressions on their faces said otherwise.
TRAINING OUR CRUELTY MUSCLES?
For years, science fiction has regaled us with stories of robot uprisings, many of which end up happening because the robots are mistreated by humans. But what if we reversed the narrative? Instead of asking whether the robots will come kick our butts, we could ask what happens to us when we kick the robots. Today, even with state-of-the-art technology like crude toys and biologically inspired machines that are still only rough approximations of animal movement, people are already developing feelings about how these devices are treated. Violent behavior toward robotic objects feels wrong to us, even if we know that the “abused” object can’t experience any of it. And lifelike technology design is improving.
The video platform YouTube flags videos of animal abuse, including cockfighting, and removes them from its website. In 2019, YouTube also took down a bunch of robot-on-robot violence videos by accident. The competition videos, with robots that were trying to destroy each other, were flagged as including “deliberate infliction of animal suffering or the forcing of animals to fight.” When the creators complained, YouTube corrected the error and reinstated the videos. The incident made some news in the tech press, mostly because people thought it was funny. According to a spokesperson, the videos weren’t against YouTube’s policies. After all, this type of thing isn’t real violence … right?
One of the most personally influential pieces I’ve read on robot rights was a 352-word blog post published by WIRED in 2009. It was about a short-lived internet video trend where people set a toy called Tickle Me Elmo on fire. They would pour gasoline over the red animatronic children’s doll and film while Elmo burned, writhing and uttering its pre-recorded laughter tracks. As the WIRED writer, Daniel Roth, describes, “[the videos] made me feel vaguely uncomfortable. Part of me wanted to laugh—Elmo giggled absurdly through the whole ordeal—but I also felt sick about what was going on. Why? I hardly shed a tear when the printer in Office Space got smashed to bits. Slamming my refrigerator door never leaves me feeling guilty. Yet give something a couple of eyes and the hint of lifelike abilities and suddenly some ancient region of my brain starts firing off empathy signals. And I don’t even like Elmo. How are kids who grow up with robots as companions going to handle this?”
I don’t know about you, but I would feel extremely uncomfortable letting my small child watch a video of Tickle Me Elmo being doused with gasoline and set on fire. It’s not about the destruction of a “thing.” It’s about the fact that this “thing” is too easily interpreted as alive. Many children have an emotional relationship with Elmo and do not view him as an object. Could a video that features burning Elmo be classified as violent, even if Tickle Me Elmo can’t feel?
Or let’s say my child sees a robotic dog in the park and decides to run up and give it a big whopping kick in the head. The doglike device responds by struggling to stay on all four legs, whimpering and hanging its head. Like a lot of parents, I would definitely intervene because my child risks damaging someone else’s toy, but in this case, there’s also a reason to intervene that goes beyond respect for property. As social robots get better and better at mimicking lifelike behavior, I would want to dissuade my child from kicking or “mistreating” them, if only because I don’t want my child to learn that it’s OK to do it to living things.
It’s OK to kick a ball. What about robots? Some of the major companies that make virtual voice assistants have already had to respond to parent complaints that their voice interfaces teach children to be rude and bark commands instead of asking nicely. In response, both Google and Amazon have released opt-in features that encourage children to say the “magic word” when using the device.
Even if we forbid robot abuse in our children’s playgrounds, how should we feel about playgrounds for adults—for example, a nonfiction version of Westworld? Should we let people take out their aggression and frustration on human- and animal-like robots that mimic pain, writhing and screaming? Even for adults, the difference between alive and lifelike is muddled enough in our subconscious for a robot’s reaction to seem satisfyingly alive. And after all, they aren’t harming a real person or animal.
A few years ago, I had the opportunity to talk to Charlie Brooker, creator of the sci-fi show Black Mirror. When we landed on the topic of violence toward lifelike robots, I said, “We have no idea whether it’s a healthy outlet for violent behavior, or…” and Brooker finished my sentence for me, “… whether it just trains people’s cruelty muscles.” (I use that phrase all the time now and feel guilty that I usually just credit it to “someone once said to me,” but anything else would sound like I’m dropping names. Sorry, man!)
The idea of discouraging cruel behavior has a long history in animal rights, as well. But what evidence do we have that beating up robots makes for cruel people? We’ve asked similar questions about sex, video games, and animals, but the answers we’ve come up with aren’t completely satisfying.
SEX, VIDEO GAMES, AND ANIMALS
Based on far too many conversations that I’ve had with journalists, the first application for humanoids that many people think of is sex robots. I think the hype is overblown—so far, we’ve only managed to create barely interactive sex dolls with canned lines like, “I want to become the girl you always dreamed of” and, despite what the media says, this type of “sex robot” is still unquestionably niche. That hasn’t stopped people from panicking. Sex robots are the confluence of science-fictional tropes, our quasi-human fallacy, and our puritan obsession with sex.
Some of the panic is about design. It’s true that the “female” sex robot trope the media fixates on might entrench sexism, but that also seems to be a problem with our definition of sex robot. Kate Devlin, author of Turned On: Science, Sex and Robots, says that sex robots can be more than the “pornified, stereotypical, reductive, female form,” and she’s right: sex shops have been selling dolphin-shaped dildos for decades. The only reason we call a high-end version of a blow-up doll a sex robot, but don’t use the same term for a smart vibrator, is our persistent idea that robots look like humans.
RealDolls in their display cases (2012)
Sex robot opponents are also worried that men will begin to prefer sex with sex robots, rather than real-life partners. I don’t know whether they are envisioning something like the episode of TV show Sex and the City where Charlotte buys a vibrator and stops socializing with her friends, but this unfounded assumption seems to fall along the lines of moral panic.
The real question here is whether repeated use of lifelike humanoid robots as sexual partners could desensitize people to violence or other behaviors that we don’t want to encourage more broadly. Unfortunately, we don’t have an answer. People have asked similar questions about pornography, but the discussion hasn’t been very evidence-based. And for humanlike sex robots, the opposite could also be true: what if it’s good for people to have an outlet for their desires (a particularly controversial question when applied to pedophiles)? If evidence showed that sex robots could be an outlet for unwanted behavior without harming real people, this could even let us develop new therapy methods for sex predators.
Despite numerous studies on sex, cultural stigmas and taboos complicate the public’s (and many researchers’) ability to understand sexual behavior. We don’t have much to go on when trying to determine whether humanlike sex robots are harmless, harm-reducing, or harmful, which means as sex robots become a reality, we will be making decisions without proper evidence. In fact, we’re already making them, and inconsistently so: while some countries have restricted or banned virtual child pornography and child-sized sex dolls, the United States Supreme Court has ruled that virtual child pornography is legal if no real children are involved.
If we can’t draw on preexisting evidence from the world of sexual behavior, what about video games? (In fact, the premise of the show Westworld is heavily influenced by modern video games.) Unfortunately, even though we’ve debated and researched the societal effects of violence in video games for nearly half a century, we haven’t fully resolved the question. Some research finds connections between violent video game use and aggression, lack of empathy, or antisocial behavior; other research finds no relationship.
The American Psychological Association (APA) has (creating some controversy among scientists) cast doubt on the link between video games and violent behavior, although their latest statement acknowledges some small, reliable connections between violent games and aggression like yelling and pushing. The APA also cautions against oversimplifying what is a pretty complex issue. Politicians and parents have turned video games into an easy scapegoat for violent behavior and broader social issues. (The National Rifle Association, America’s main gun rights lobbyist, has even blamed video games for school shootings.)
In fact, moral panic tends to follow a lot of new media formats. In the 1950s, psychiatrist Fredric Wertham warned against the dangers of comic books’ influence on children. This caused enough of an uproar to affect a US congressional inquiry and pressure the comic industry into self-regulating its content with restrictions on what could be sold in most stores. It turned out that Wertham’s evidence was extremely shaky, but legislators often react to public moral panic, with or without clear evidence.
In 2019, China prohibited video games that depict “sexual explicitness, goriness, violence and gambling.” Some countries have decided that it’s OK for adults to play games, but they restrict the sale of violent video games to minors. A few states in the US have also attempted to ban the sale of violent video games to children, but when the laws were challenged by the video game industry, the US Supreme Court ended up ruling the bans as unconstitutional.
As for violence toward robots, it’s not even clear that a conclusive answer on video games would help us. It’s possible that we can compartmentalize and enjoy shooting people on a screen without becoming desensitized in the real world because the two worlds are very different. We know from research that people respond differently to screens than they do to the visceral, tactile presence of a robot in their physical space. Moral panic aside, new media formats may raise legitimate behavioral questions as they become more immersive. Games are getting more physical as virtual reality and augmented reality start to blur the lines between worlds. We shouldn’t make assumptions about what this means for our behavior, but it makes sense to investigate the question.
Because the video game research doesn’t help us, our best bet, as usual, is animals. Looking at the research on violence toward animals, is the historically popular argument that being cruel to animals makes for cruel people based on evidence? As I argued earlier, a lot of the original argument seems rooted in elitist assumptions about the barbaric behaviors of the working class. But the connection between cruelty toward animals and other forms of cruelty is persistent. It was what moved Henry Bergh, the founder of the American Society for the Prevention of Cruelty to Animals (ASPCA), to dedicate some of his efforts to fighting cruelty toward children. In fact, the issues of cruelty toward animals and cruelty toward children were so closely related around the turn of the twentieth century that over half of all organizations against animal cruelty fought for humane treatment of children as well.
Today, abuse reporting in many states in the US recognizes that animal abuse and child abuse are often linked: there are cross-reporting laws that require social workers, vets, and doctors to report instances of animal abuse and will trigger a child abuse investigation. Violence toward animals has also been connected to domestic abuse and other interpersonal violence. A new field called veterinary forensics even aspires to link animal abuse to serious crimes. Some states in America let courts include pets in temporary restraining orders, and the 2018-enacted Pet and Women Safety (PAWS) Act in the United States commits resources toward housing the pets of domestic violence survivors, trying to address the problem that abusive partners will also abuse or kill pets that are left behind.
But unfortunately, even if we believe that cruel people are cruel to everyone and everything, this doesn’t tell us much about desensitization. For example, the American Psychological Association and the National Crime Prevention Council have stated that animal cruelty in childhood can be a warning sign: children who abuse animals may be abuse victims themselves, and they may also continue to be physically violent in general. But this connection doesn’t mean that the animal abuse causes (or exacerbates) the violent behavior; it could just be an indicator. The research on whether children who abuse animals become more violent is mixed, and experts are divided.
When it comes to robots, the answer to this question would be a non-futuristic avenue to robot rights. For example, what if we knew that abusing very lifelike robots (again, lifelike doesn’t need to mean human-looking) had a negative effect on people? We might start to regulate violent behavior toward these types of robotic objects, similar to a lot of the animal abuse protection laws we’ve put in place. We wouldn’t give the robots human rights, just like we haven’t given animals anything close to those, either. (We’ve basically only given them the “right” to not be treated in a way that’s unpleasant to us.) I hope that this changes for animals because I believe they deserve better, but this level of rights could be appropriate for unfeeling robots.
Our dinosaur workshop made me even more interested in this rights question, but clearly, a lot of information was missing. I decided that, first of all, I needed to know whether we truly empathize with robots. Our workshop participants could have been driven by social dynamics, or hesitated because the robots were expensive (unlikely given what we observed, but who knows). A lot of the research in human-robot interaction, from the Roomba to the military robots, reveals anthropomorphism that suggests empathy, but we are only at the very beginning of trying to understand our feelings for robots. So I conducted some research with Palash Nandy, one of Cynthia Breazeal’s master’s students at MIT. Over a hundred participants came into our lab to hit robots with a mallet. Instead of a cute baby dinosaur, we chose something that people weren’t immediately drawn to and used Hexbugs, a small, very simple toy that scuttles around like a bug.
Empathy is a difficult thing to measure. According to Clifford Nass and other researchers in HCI and HRI, self-reporting is unreliable, because if someone is nice to a machine during a study and you ask them afterward why, they’ll often look for a “rational” justification for their behavior. So in addition to asking them, we had our participants take a general psychological empathy test and then compared their scores to how long they hesitated before hitting a Hexbug. It wasn’t perfect, but if high-empathy people behaved differently than low-empathy people, it would at least suggest that their behavior had an empathy component to it.
Our results showed that people who scored high on empathic concern hesitated more (or even refused) to strike the bugs, especially when we personified the Hexbug with a name. This let us (cautiously) suggest that people’s behavior toward robots might be connected to their levels of empathy. (The show Westworld less cautiously suggests the same, where some of the more enthusiastic park guests are callous in their outside lives as well.)
Our study was part of a handful of other emerging research on empathy for robots. One study asked people which robots they’d be most likely to save in an earthquake, and the participants reported feeling empathy for robots (even though there was no relationship to their empathy test scores). Other researchers made people watch robot “torture” videos and discovered that it caused them physiological distress. A brain study showed that the brain activity normally associated with empathy went up when looking at pictures of human and robot hands having their fingers cut off. Confirming that robots don’t need to look humanlike for us to feel for them, another brain study suggested that people felt empathy for a robot vacuum cleaner that was being verbally harassed. Given the research, it seems safe to assume that people can genuinely empathize with robots. But that still doesn’t answer the bigger question: whether interacting with robots can change people’s empathy.
The problem with my approach to violence prevention and robot rights is that I’m not satisfied with intuition—I want our rules to be guided by evidence of whether and how robots can change our behavior. But while I firmly believe in evidence-based policy on this question, in some ways, it’s futile. First of all, we may never be able to fully resolve this through research and evidence. But more importantly, attempting to answer the desensitization question may not matter. We can sometimes shift our thinking, but, as we’ve seen with animals, our actual laws around how to treat robots may follow our emotional intuition, regardless of what the academics think.
As this future plays out, one attainable thing that we can aspire to is to set aside our science-fictional tropes. Human-looking sex robots are a popular topic, but we can add so much more to our conversations—for example, what if we took the question of robot rights as an opportunity to think more deeply about our relationship to animals?
A REFLECTION OF OUR HUMANITY
Philosophical theories haven’t guided animal rights. It’s emotional and cultural relationships that cause some cow-consuming communities to balk at the idea of eating horse meat, while others don’t blink an eye at either. And it’s most often our empathy for relatable, humanlike characteristics that makes us want to protect certain animals over others. This history tells us a lot about what we can expect when it comes to robots.
Before I juxtapose animal and robot rights, let me be clear about what I am and am not comparing. Many of our science-fictional and philosophical robot rights discussions directly link the robot rights movement to human slavery. I think that equating our oppression of people and our treatment of machines is historically and contextually insensitive (and it’s probably no accident that it’s mostly privileged white voices that make this direct comparison). I also think that putting robot rights and animal rights side-by-side can be problematic. As animal trainer Vicki Hearne has said, different rights movements require their own languages and ethical responses. But while we should be thoughtful about not equating these rights movements given their historical and present-day contexts and harms, there are some parallels in our approaches that reveal (and help us think through) the messiness of our practice.
Judith Donath, in her essay “The Robot Dog Fetches for Whom?” describes a boy playing fetch with a robot dog. She writes, “The entire point of playing fetch with a dog is that it is something you do for the dog’s sake: it’s the dog that really likes playing fetch; you like it because he likes it. If he doesn’t like it because he’s a robot and, while he acts as if he’s enjoying it, in fact he does not actually enjoy playing fetch, or anything else: he’s not sentient, he’s a machine and does not experience emotions—then why play fetch with a robot dog?”
And yet, people do play fetch with robot dogs, and happily. The history of our relationship with animals, and much of the research in human-robot interaction, offers an uncomfortable answer to Donath’s question: the dog’s intrinsic joy is not the only reason we play fetch. It may not even matter very much to us that the dog can feel. Instead, we’re drawn to anthropomorphic social responses, like a wagging tail and “smiling” face. That’s why we keep throwing the ball.
We kill an estimated one trillion fish every year, and animal rights activists have had very little success convincing the general public to care about the inhumane ways that we slaughter our nonmammalian friends from the sea, brutally dragging them on hooks and letting their organs burst from decompression as we yank them out of the deep ocean. Do they feel pain? Do we care? Our conversations around animals and ethics remain deeply conflicted, and our behaviors even more so. Our history with animals teaches us about what we really care about and are most likely to care about with other nonhumans, even lifeless ones. In fact, we may start to care more about certain robots than we do about certain animals.
This is pretty inconsistent with what a lot of us feel are our values. Surely, we say, we care about other creatures and their experiences and not only about what makes us feel good. But humanity is messy. Our empathy for robots is a revealing part of our psychology. As robots become more widespread in spaces where we can interact with them, this technology will increasingly hold up a mirror that invites us to look at ourselves and be confronted with our human nature. And it is only by acknowledging these uncomfortable truths that we can better understand ourselves. It allows us to both make predictions about our robotic future and also reflect on whether and how we can change.
If you ask most people today, they’ll tell you that robots are just machines. It’s just like the sixteenth-century Cartesian view of animals as complex automata. But what makes this comparison so interesting to me isn’t only the similarities—it’s also where there should be differences. We know today that animals can feel and suffer in ways that our machines can’t. But even though we understand this intellectually, we still treat most animals no differently than machines. What if juxtaposing animals and robots could change that?
Most people don’t consider our biased anthropomorphism to be the best approach to animal rights. Even though the Western world has accepted the science that animals feel pain and have inner worlds and experiences very selectively, it’s the main difference we make between animals and robots, and it’s one that many people think we should care about. So maybe, just maybe, as we start to look at robots and their rising social status, we might also start to feel that living animals deserve better than to be treated like machines.
I often wonder which things seem normal now that future generations will look back on and think “how barbaric!” Maybe it’s that we dip buffalo chicken wings into cool ranch sauce, even though we’re utterly dismayed that French royalty used to burn cats for public amusement. Things change, and our animal rights trajectory in the West seems to be moving toward caring more about our fellow creatures.
We’re human. We’re not going to suddenly act like rational philosophers with consistent moral theories. But that doesn’t mean we can’t strive for more consistency. I do believe we should be aware of our behavior and nudge our thinking where we can (and if I didn’t think we were capable of that, there would be no point in writing this book). At the same time, I don’t think our empathy is always something to fight against.
THE EMPATHY CONTROVERSY
From protesting fur coats while eating steak to liking killer whales once they’re rebranded to orca, it’s hard not to feel that our emotions are misplaced. As Paul Bloom has argued in Against Empathy: “[Empathy is] a poor moral guide. It grounds foolish judgments and often motivates indifference and cruelty. It can lead to irrational and unfair political decisions, it can corrode certain important relationships, such as between a doctor and a patient, and make us worse at being friends, parents, husbands, and wives.”
Our feelings will lead us in directions our rational minds might not. The disconnect between our brains and our hearts is particularly salient in how we treat robots. We know they can’t feel, and yet we treat them like living things and even empathize with them. Given the mismatch between our heads and our feelings, shouldn’t we try to be 100 percent rational?
It’s worth asking what would happen if people approached topics without thinking with their hearts at all. What would our decisions look like? Would we help each other in the same ways? Would we have the same human rights, organ donations, and charities? Emotional empathy, as misguided as it can be, is also a huge driver to care about others. Yes, we might rationally decide that helping each other is a desirable outcome, but look at our animal rights movements: they wouldn’t have gotten very far if they had relied only on philosophy.
Philosopher Mark Coeckelbergh also points out that strict rationality can lead us astray. Pure logic and rule following isn’t always well received: most of us actually dislike it when a person strictly adheres to rules without any emotion (ironically, we sometimes call those people “robots”).
Even people who follow social norms (i.e., don’t bag the free chips) but without feeling any of the emotions that might encourage someone else to do the right thing are suspect to us, and it’s not clear that emotionless, rational thinking leads to the best results.
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Emotionless is also simply not how most people operate. We can decry empathy all we want—the research in human-robot interaction and our history of animal rights are pretty clear on the fact that it would be impossible for us to eradicate emotional empathy even if we wanted to. Emotional bonds and what we relate to really matter to us, no matter how much we argue they shouldn’t. So what is the sensible path forward with robots?
Animal researchers have already dealt with a similar question. For a long time, science dismissed anthropomorphizing animals as sentimental and biased. Anthropomorphism has been so controversial in the study of animals that it’s been called uncritical, naive, and sloppy, and even “dangerous” and an “incurable disease.” But the contemporary animal science community has developed a different view. For example, Dutch primatologist Frans de Waal has coined the term “anthropodenial,” and he argues that rejecting anthropomorphism actually hinders animal science. Even though the field agrees that anthropomorphism is flawed, researchers are increasingly discovering that dismissing it outright can also lead to mistakes.
Contemporary philosopher and animal rights proponent Martha Nussbaum argues in her book Upheavals of Thought: The Intelligence of Emotions that emotions are not actually “blind forces that have no selectivity or intelligence about them.” They are a valuable part of our thinking, she says, because they are able to teach us and help us evaluate what is important. Perhaps the best approach we can take toward robots is the same approach that some animal researchers have suggested we take with anthropomorphism in the natural world: to accept our instinctive tendency, to let it motivate us with awareness, to let our brains guide us in applying it appropriately, and to ask what we can learn from it.
Despite the potential benefits of engaging with social robots, some people have argued that any empathy toward them is wasted narcissism, and that we will squander emotional resources that we should be putting toward human rights. It’s certainly true that all of us have limited time and energy, but I don’t completely buy the premise that empathy is spent like video game coins.
While compassion fatigue is real (studies have shown that people’s appetite for doling out charity can be easily overwhelmed), empathy isn’t necessarily zero-sum: parents love their second child as much as their first: with all of their hearts. Some of our work in human-robot interaction also suggests that less empathic people simply don’t care very much about anyone or anything, while empathic people are more likely to be kind to humans and animals and robots alike. A 2019 study by Yon Soo Park and Benjamin Valentino showed that positive views on animal rights were associated with positive attitudes toward improving welfare for the poor, improving conditions of African Americans, immigration, universal healthcare, and LGBT rights. Americans in favor of government health assistance were over 80 percent more likely to support animal rights than those who opposed it, even after the researchers controlled for political ideology.
According to animal ethicist James Serpell, without the emotions that people project onto their pets—even if they’re delusional—our relationships with companion animals would be meaningless. So when people tell me that they feel for their Roomba, I don’t think it’s silly or useless at all. When I see a child hug a robot, or a soldier risk life and limb to save a machine on the battlefield, or a group of people refuse to hit a baby dinosaur robot, I see people whose first instinct is to be kind. Our empathy is complex, self-serving, and sometimes incredibly misguided, but I’m not convinced that it’s a bad thing. Our hearts and brains don’t need to be opposed to each other—just like humans and robots, maybe we can achieve the best results when they work as a team.
“We tend to overestimate the effect of a technology in the short run and underestimate the effect in the long run.”
—Amara’s law
As I was finishing this book, the New York Times published an interview with billionaire entrepreneur and Tesla CEO Elon Musk, in which he said with confidence, “We’re headed toward a situation where A.I. is vastly smarter than humans and I think that time frame is less than five years from now.” He followed up by saying that anyone who couldn’t imagine that a computer could be smarter than a human was “just way dumber than they think they are.”
When it comes to the prediction that artificial intelligence will “outsmart” us within five years, I have two thoughts. First, a simple calculator and an octopus are both vastly smarter than Elon Musk in many ways. Second, as Maciej Cegłowski has said, there are “a lot of things that we are terribly mistaken about, and unfortunately we don’t know what they are.” Technology predictions are hard and continuously humbling. Marvin Minsky, one of the AI pioneers in the 1960s, thought that machine vision would be so simple to develop that he gave it to a graduate student to do over the summer. Instead, it took experienced scientists all over the world many decades to solve. In 2005, Toyota announced that by 2010, we would have humanoid robots that could help look after the elderly and serve tea to visitors. And when Musk made a much shorter-term prediction about Tesla’s ability to automate a factory floor, he overestimated wildly what was possible.
I don’t know for sure what the future holds. People have been saying we’re twenty-five years away from human replacement for many decades. Given where we are today in robotics, it seems unlikely to me that we’ll replace humans in twenty-five years. But, while it’s easy to look back and smile at where people thought robotics would be today, we’ve also seen unanticipated, world-altering developments, like the explosion of the internet, in less time than that. Acknowledging that predictions are hard, this book urges us to pose a different question than whether we can replace humans in the next few decades: so what if we could?
Creating something we already have seems incredibly shortsighted: why would we try to copy-paste human ability into machines if we are capable of so much more than that? And by more, I don’t mean the superintelligence from science fiction that’s an exponential of our own. I mean the superintelligence we see in the animal world. The true potential of robotics isn’t to re-create what we already have. It’s to build a partner in what we’re trying to achieve. Like the farmer-oxen team that left ancient plowing methods in the dust and catapulted farming forward toward modernization, we can create technology that extends our abilities, that lets us sense and discover and maneuver and build things we’ve never been able to. We can create skills that support and further our activities and goals. And this applies to our relationships as well. How boring would it be to aim for a simple replica of a human when we can create something new?
There is a false determinism in our current fears of job loss, robot takeovers, or demise of our social relationships. My hope is that comparing robots to animals can help us break free of the persistent belief that the robots are coming to replace us. The comparison makes a lot of sense: animals have different intelligence and skill sets. We’ve used them throughout history to supplement our own abilities and relationships. But not only is it closer to reality to view robots this way, it’s also vitally important for us.
The problem with comparing robots to people is that it invites us to focus on the wrong target. We are already facing a slew of social, ethical, and legal issues in how we integrate robots, support workers, protect our privacy, and guard against misuse of the technology. Caretakers could be cut as facilities save costs by using robots, teachers and doctors may be given larger classes or caseloads, and the spreadsheet cost of human labor could motivate companies to make a quick buck by automating every job they can, putting short-term profit over long-term investments in helping people do better. If we care about using robotic technology to advance human well-being and flourishing, then we need to look beyond the robots and instead to the systems and choices that put that at risk.
One prediction that’s easy to make is that the robots are coming. Global sales of industrial robots are projected to grow by 12 percent per year from 2020 to 2022, reaching 583,520 units a year. The number of (nonindustrial) service robots rose by a whopping 61 percent from 2017 to 2018, and the International Federation of Robotics expects companies to sell over 68 million robots for professional, personal, and domestic services in 2022. Autonomously roaming, crawling, and flying robots are going to increasingly enter our physical spaces. As for our social relationships, in this budding era of human-robot interaction, these machines won’t just become part of our lives, they will also teach us more about who we are. We can already see that we relate to some robots as a new breed of thing—somewhere in-between being and object. Looking at how we’ve put animals in a variety of different, sometimes morally conflicting, roles, from spicy BBQ chicken wing to plow hauler to spoiled princess, helps us better understand some of the political, moral, and emotional choices we will be facing with robots.
Our historic relationship with animals suggests what our future with robots will entail: we will start treating some robots like tools and devices, and some of them as our companions. When people want to get the same robot vacuum cleaner back from the manufacturer, we’re getting a glimpse of a future where we treat certain robots like individuals with their own personalities and quirks, like a pet that can’t easily be replaced. It wasn’t too long ago in history that it would have seemed absurd to celebrate our pets’ birthdays. But in 2013, NASA expended resources to make their Curiosity robot play the “Happy Birthday” tune to itself on Mars, and my local grocery store chain recently held one-year birthday parties with cake and balloons for its aisle-spill-detecting robots.
Our relationship to our pets has progressed far beyond their original status as our property. Many states in the US now let animal owners establish trusts to take care of their furry or feathered companions after they themselves pass away. Courts are also recognizing that a wrongfully killed pet causes emotional harm to the point of granting additional compensation. Right now, it would seem ludicrous to let anyone establish a trust to take care of a robot, but it seemed just as ridiculous for animals not very long ago. In the future, will we see rewards for missing robots, the rise of robot luxury accessories, robots featured in the center of family portraits, and custody battles over who gets to keep the robot in the divorce? Our history with animals indicates that we might. And given our strange past, we may soon be having some very interesting conversations about robot “abuse” and maybe even robot rights.
I think that animals are a great analogy for robots because they demonstrate that we’re capable of many different types of social and working relationships. But the analogy is also useful because it gives us a much-needed starting point to reframe our current thinking on robotic technology. Comparing robots to people is limiting. I want us to be able to think about robots in a way that doesn’t succumb to moral panic or deterministic narratives, in a way that enables us to best meet their promise and their perils, and will maximize social welfare, broadly conceived.
My hope is that this book provides a different perspective—one that shows us that we have choices, and also a responsibility, to integrate robots in ways that support human flourishing. Thinking about technology and its challenges in different ways opens a wider solution set and gives us a range of opportunities that we have, and can work toward, to improve our world. After all, it’s not up to the robots to shape the future—it’s up to us.
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