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Preface
A lot of books claim to explain the problems with banking, but most of them fail to reach the essence of the matter. Some authors interpret the financial crisis of 2007–08 as a story of greedy bankers scamming innocent widows and orphans. Scandalous stories can be entertaining to read, but identifying unchangeable aspects of human nature as the root of all evil falls short. It will not prevent the next financial crisis. Neither will minor regulatory patches, which have been the standard answer to banking crises by many economists and politicians. The current problems with banking are deeply entrenched within the financial system. Fundamental change is needed, and some economists have indeed reverted to radical reform proposals that were originally developed decades ago. However, while old theories have valuable lessons to teach, we found that old solutions fail to solve today’s problems with banking.
Disappointed by the existing approaches toward banking and its problems, we decided to write this book. It proved to be a formidable challenge. The difficulty lies in the elusiveness of banking. Banking can appear in various forms. By generalizing our understanding of it, we have been able to identify the basic financial techniques that are common to all forms of banking—whether it is performed by medieval goldsmiths or by today’s managers at investment banks. We found that banking was a sensible way to organize the financial system in the industrial age, but it got out of control with the rise of information technologies. The financial crisis of 2007–08 was an inevitable consequence of banking in the digital age.
Revealing the deficiencies of today’s banking system is only a first step. The main purpose of this book is to show how to restore a functioning financial system. How the financial system is organized is of an importance that cannot be exaggerated. The organization of the financial system affects the stability, the productivity, and the distributive justice of the economy. This is why the largest part of this book is concerned with outlining a financial system for the digital age.
Although The End of Banking is primarily addressed to our colleagues in economics and finance, any interested reader can follow the arguments. We have avoided jargon as much as possible and have explained banking and its problems in a nontechnical way. Nevertheless, reading this book remains an intellectual journey, and we advise you to read it from start to finish if you have no background in economics or finance. For readers familiar with the matter, the first part is more of a refresher that might be skipped.
This book is the result of careful deliberation, and we have chosen its title for a good reason. Once the transformative potential of the digital revolution is understood, traditional ways to organize the financial system no longer appear sustainable. Calling for the end of banking might be considered presumptuous. We hope to convince you on the following pages that it is nothing but necessary.
Jonathan McMillan
August, 2014
Introduction
A financial system without banking is both desirable and possible. While banking once was a useful activity that provided essential economic functions, the digital revolution turned the tables. Banking slipped out of control because information technology rendered banking regulation ineffective. The financial crisis of 2007–08 heralded a new age of unconstrained banking. But the effects of the digital revolution on the financial system are twofold. We not only lost control over banking in the digital age, we also no longer need it. Information technology offers new possibilities that make banking redundant. Ending banking will mark the beginning of a modern financial system.
Calling for the end of banking might sound too simplistic to solve today’s problems in the financial system. Such a notion likely stems from a vague definition of banking. Some label all activities undertaken by banks as banking. Others think of banking as a bundle of financial services such as asset management or securities underwriting. We adopt a macroeconomic perspective and define banking as the creation of money out of credit. This might sound odd to people unfamiliar with this field. Rest assured that we will explain banking in great detail. For the moment, it is important to note that banking is not confined to the institution that we call the bank, and not all the activities banks are engaged in are banking. Banking is not a business model, but a way to organize the financial system.
Money, Credit, and Prices
Every modern economy features two interdependent systems: the real economy and the financial system. The real economy consists of all activities and resources used for the actual production and distribution of goods and services. The financial system is a virtual system whose purpose becomes clear once we have discussed its two elements: money and credit.
Money is used for current payment. It is a medium for exchanging goods and services immediately. Trading with money is superior to primitive barter, as it does not require a double coincidence of wants: You do not need to find the one person who offers exactly what you need and needs exactly what you offer. Money frees people from basic subsistence production and allows them to specialize in producing more complex goods and services. As a medium of exchange, money allows a decentralized economy—that is, a decentralized coordination of activities in the real economy.1
Credit is used for deferred payment. With credit, the payment of money and the transfer of goods and services take place at different points in time. Credit enables an efficient allocation over time and is critical to bridge the time required for setting up capital-intensive production. A first-time farmer, for instance, can increase productivity with a tractor. With credit, the farmer can acquire a tractor even without having any wealth and before gathering in the first harvest. Once the first harvest is sold, the credit obligation can be settled. Credit facilitates capital accumulation and is essential for industrial production. It lays the foundation for a capital-intensive economy.
The purpose of the financial system is to support a decentralized and capital-intensive economy. Without money and credit—that is, without media for current and deferred payment—people would be constrained to subsistence production and barter. Moreover, the use of money and credit allows prices to form.2
Prices are the hinge between the financial system and the real economy. When people use money and credit for their economic activities, prices form. At the same time, the economic activities of people in the real economy are guided by prices. Without prices, coordination within a decentralized and capital-intensive economy is challenging, if not impossible. While credit and money can be interpreted as a mirror, prices are the reflection of the real economy in the mirror. Just as you cannot judge your appearance properly without a mirror, a decentralized and capital-intensive economy can only be grasped by looking at prices.3
The Organization of the Financial System
How well the financial system fulfills its purpose of supporting a decentralized and capital-intensive economy depends on the organization of its two elements. If money and credit are ill-designed, prices will be a bad guideline for economic activity—likewise, the reflection in a distorting mirror is a bad reference for reality. The coordination of decentralized activities becomes impaired, capital is wasted, and some people might receive unwarranted gains at the expense of others. It is hard to overstate the importance of getting the organization of the financial system right. How we organize money and credit has a major impact on the stability, productivity, and fairness of an economy.
As a virtual system, the financial system only exists in human imagination. What is acceptable as money, for instance, is either ruled by common practice or by law. The organization of the financial system is the result of human deliberation. It has always and everywhere been a matter of politics.
Money is easier to organize than credit. People only need to agree on something that takes over the function of money. The time dimension is less prominent than with credit. From an individual’s point of view, a monetary transaction involves a short time period. Counterparties do not necessarily need to trust each other when using money in a transaction. Once society has reached agreement about what to use as money, sellers of goods can be rather confident that they are able to use the money in another transaction. Even basic societies can succeed in establishing a financial system with money.4
In contrast, the organization of credit is much more difficult. Lenders have to trust borrowers over years or even decades. The difficulties—but also the benefits—of credit increase with the amount of time it bridges. While a car mechanic can repay credit taken for a few tools within a couple of months, it takes years for a car manufacturer to repay credit taken for a modern factory. A modern factory is much more productive—it can produce several more cars per worker compared to the car mechanic. But who would be so trusting or have enough patience to hand over their savings for a repayment promise 10 years down the road?
Part One: Banking in the Industrial Age
The needs of people who could use credit and those who could offer credit differ. This mismatch between borrowers and lenders puts credit on the fringes. The introduction of modern accounting technology—that is, double-entry bookkeeping—and the rise of the constitutional state establishing a rule of law have provided the foundations for banking and marked the ascent of credit. Banking helped match the needs of borrowers and lenders. It was a major innovation in the organization of the financial system that allowed credit to thrive. Part One of this book explains the need for banking in the industrial age.
We defined banking as the creation of money out of credit. How banking creates money out of credit will become clear when we explain the mechanics of traditional banking. Traditional banking is the simplest form of banking and combines lending and safekeeping. On the one hand, banks extend credit to borrowers. On the other hand, banks enable lenders to make deposits that feel “as good as money.”
The characteristics of bank deposits made it attractive for lenders to participate in credit. In turn, credit supply increased what fostered capital accumulation. Banking facilitated the realization of capital-intensive industrial projects that took decades to cover their initial investment.
The industrialization, characterized by increasing capital intensity, was enabled by a modern financial system. While the transition period—the Industrial Revolution—was accompanied with personal hardship, the increased productivity of a capital-intensive economy alleviated poverty on an unprecedented scale in the history of humankind.
Recall that the economy consists of two interrelated systems: the real economy and the financial system. The industrialization in the real economy was visible to everyone, as factories with smoking chimneys were popping up all over. Due to this visibility of capital investments, some have called the new economic regime capitalism. The term capitalism refers to the real economy. The real economy could, however, only become capital-intensive and develop at such a fast pace as a result of improvements of the financial system.5
Notwithstanding its contributions to a capital-intensive economy, banking comes with serious flaws. From time to time, banking breaks down. These events are called bank runs, and they have plagued banking ever since it began. Bank runs repeatedly escalated into full-blown banking panics that shook the financial system to its very foundations. Banking panics impair the ability of the financial system to coordinate economic activities. They massively distort prices and lead to deep recessions in the real economy.6
Two particularly severe panics, in 1907 and 1929, prompted the U.S. government to tackle the problems with banking by establishing a tight regulatory framework: Government guarantees prevented bank runs, and banking regulations such as capital requirements restricted banks from abusing the government guarantees. The regulatory framework proved successful in the industrial age. Society could enjoy the benefits of banking, and the regulatory framework kept its problems in check.
Part Two: Banking in the Digital Age
Part Two of this book is about how banking got out of control in the digital age. In the 1970s, information technology entered the stage and marked the beginning of the digital revolution. While credit had to be recorded on paper in the industrial age, financial institutions could now record credit electronically. With the advent of computers and electronic communication networks, credit became detached from banks’ balance sheets. This had far-reaching consequences for the effectiveness of banking regulation.
New forms of banking emerged, and banks organized their activities such that regulation did not apply. Institutions such as money market mutual funds (MMMFs) started to perform banking over a complex network of balance sheets and outside the regulators’ spotlight. Banking that is not or only lightly regulated is often called shadow banking. Within a few decades, shadow banking became more important than traditional banking.
The rise of shadow banking highlights that banking is not limited to banks. Although a legal definition of a bank can be straightforward, it is considerably harder to legally define banking. The boundary problem of financial regulation describes this legal elusiveness of banking. Eventually, the failure of regulators to get a grip on the boundary problem resulted in another banking panic: the financial crisis of 2007–08.
The crisis was far reaching and called for decisive action. Only government bailouts of unprecedented scale prevented a complete meltdown of the financial system. The course of action taken, however, came at great cost.
Since the financial crisis of 2007–08, too-big-to-fail institutions enjoy an implicit government guarantee of all their liabilities. At the same time, regulators are unable to effectively regulate them. In a world with fast-paced financial innovation, financial institutions can move banking anywhere where banking regulation does not apply. The boundary problem of financial regulation has become insurmountable with information technology. Regulators are set for a race they are bound to lose.
In the digital age, banking has got out of control. Government guarantees have become all-encompassing, but banking regulation is no longer effective. The banking system turned into a dysfunctional public–private project. Banking institutions make tremendous profits by taking excessive risks in good times, while the government absorbs the losses in bad times.
Part Three: A Financial System for the Digital Age
The rise of information technology undermined the regulatory approach with which society got banking under control in the industrial age. While technological progress is known for shaking up established institutions, it usually opens up new possibilities as well. This process is known as creative destruction.7 Information technology not only destroyed the functionality of the banking system, it also enabled a new organization of money and credit. In Part Three of this book, we turn to the creative effects of information technology.
New technologies such as peer-to-peer lending, virtual marketplaces, and digital currencies have emerged. They have opened up new possibilities to satisfy the demand of households for liquid and safe lending opportunities, while still providing borrowers with long-term financing for risky projects. By analyzing the new possibilities in their entirety, it becomes evident that banking is no longer needed. Information technology enables the financial system to support a decentralized and capital-intensive economy without resorting to banking. Doing without banking does not compromise the convenience for households and nonfinancial companies to manage their financial affairs. In the digital age, banking has not only gotten out of control, it has also lost its reason for existence.
Even though banking is no longer needed, it will continue to dominate our financial system. The new possibilities to manage money and credit cannot prevail as long as unconstrained banking is possible. Banking with full government guarantees but without effective regulation remains too profitable from an individual perspective, despite the tremendous costs it imposes on society. This is why we have to end banking.
We are not the first to call for an end of banking. In the industrial age, economists proposed narrow banking, and recently, another proposal called limited purpose banking has been suggested. While both proposals aim to end banking as we do, they fail to account for the elusiveness of banking in the digital age. The boundary problem of financial regulation calls for a holistic approach: We have to address banking at the fundamental level of accounting. For this, we propose a systemic solvency rule that effectively and efficiently prevents banking. Our proposal nests both narrow banking and limited purpose banking without falling prey to the boundary problem.
Ending banking requires redefining the role of the public sector in the organization of money and credit. On the one hand, the public sector no longer has to uphold banking guarantees. We can abandon the stifling regulatory framework imposed because of these guarantees and instead rely on competitive forces to organize credit. On the other hand, monetary policy needs to be reconsidered, as today’s central banking builds on banking. We discuss two new monetary policy tools that are particularly suited to support a functioning price system: the liquidity fee and the unconditional income.
Taking a look at the big picture at the end of Part Three, we realize how the functions of money and credit—providing a medium for current and deferred payment—are closely intertwined in a banking system. Furthermore, we see that the public and the private spheres are not separated either. The mingling of both functions and responsibilities distorts prices, resulting in misallocations in the real economy.
Ending banking will reestablish an operative financial system. In a financial system without banking, the functions of money and credit are separated and assigned to the public and the private spheres, respectively. This way, the financial system can provide for a functioning price system and support a decentralized and capital-intensive economy. The stability, productivity, and fairness of our economy will no longer be compromised by an outdated organization of the financial system.
The Scope of This Book
Before we continue, two remarks regarding the scope of this book are in order. First, The End of Banking refers to the economic history, the institutional details, and the economic data of the United States. We chose the United States for our exposition because it has been the dominant economy from the 20th century onward. The insights we derive, however, apply to all modern economies that rely on banking.
Second, we do not cover the transition from a banking system to a financial system without banking. We also refrain from discussing international issues and spillover effects that always arise when discussing reform proposals. Before thinking about how to implement a better financial system, we first have to define where to go. This is the objective of this book: To show that a financial system without banking is both desirable and possible.
NOTES
PART ONE
Banking in the
Industrial Age
1 The Need for Banking
In the industrial age, banking was a good way to organize the fundamental elements of the financial system: money and credit. In particular, banking was indispensable for credit to thrive. The term credit refers to the trust required between two parties to trade over time. One party is receiving goods, services, or money today by promising to provide the other party with goods, services, or money in the future. As such, credit is deferred payment.1
There are different forms of credit. The most common one is the loan. We define a loan as the temporary transfer of money. The person who receives money first and pays back later is called borrower. The person who gives money first and gets it back later is called lender. The price that the borrower pays the lender for receiving money first is the interest. In the case of a loan, the interest rate is measured as a percentage of the notional amount, which is the amount of money initially exchanged.2 The borrower pays back the notional amount until maturity, the agreed-on end date of the loan. The total time between handing over the notional amount and the maturity date is called the term to maturity.
Addressing Information Asymmetries
People lend money because they hope to receive the full notional amount and some interest back at a future date. They hope to be better off in the future after granting a loan instead of keeping the money in their pockets. Borrowers think quite similarly. They think they are better off by having money today, even though they have to pay it back with interest tomorrow.
If we abstract from the time dimension, a loan would just be a mutual exchange of money. The time dimension is the defining characteristic of credit. Talking about credit involves time and uncertainty. This brings up a whole collection of problems.
Imagine that you would like to grant a loan. First, you have to find someone who is trustworthy and able to pay back the full notional amount with interest. Usually, you do not know much about the borrower’s character and ability. Economists call this problem hidden knowledge. Furthermore, you can never be sure whether potential borrowers will use the money in a way that they will be able to pay you back later. This problem is called hidden action. At the maturity date, a further problem might arise. The world could have changed unfavorably over the course of the loan, and the borrower might not be able to keep up with payments. But the borrower might also pretend to be unable to pay just to keep the money. If you think this is the case, you would be well advised to investigate the borrower’s financial situation. Such an investigation is likely to be costly, which is why economists talk about costly state verification in this context.
All of these problems ultimately arise because of information asymmetries. Put simply, information asymmetries mean that the borrower knows more than the lender. For everybody who has ever lent money, this concept is quite intuitive. Information asymmetries are at the bottom of all problems with credit. They allow, for instance, moral hazard. Moral hazard arises if someone can enjoy the benefits arising from a certain course of action while passing on some or all negative consequences to others. In the case of credit, borrowers can lie in order to obtain loans that benefit them but that they will not be able to repay. The negative consequences of not repaying the loan are borne by the lender.3
Information asymmetries nurture credit risk, which is the risk of loss for a lender if a borrower does not—or not fully—repay the loan. If you do not want to lose too much money, you somehow have to deal with credit risk when lending. The activities that mitigate credit risk are often summarized under the term monitoring.4
How can lenders monitor borrowers? First, lenders thoroughly assess the trustworthiness of potential borrowers. Lenders gather credit-relevant information about borrowers to assess the credit risk involved in lending money. Based on the expected credit risk, lenders grant a loan with suitable terms, or they refuse to lend money altogether. Second, lenders maintain a close relationship to borrowers over the lifetime of loans. They verify that borrowers stick to the rules of the loan contract—the covenants.
In addition, a lender often asks a borrower to put up an asset to secure the loan. The asset is then called collateral, and the loan is a collateralized loan. Collateral can come in a variety of forms. A mortgage, for instance, is a collateralized loan where real estate serves as collateral. By collateralizing loans, credit risk is lowered significantly. If the borrower does not live up to contractual promises, the lender can claim and sell the collateral to make up for the losses.
As we can see, successful lending always requires effort to build trust. Lenders are well advised to actively manage their relationship with borrowers; to use a Russian proverb: trust, but verify. Monitoring borrowers can successfully address problems arising from information asymmetries.
While banks monitor their borrowers, this activity is not the defining one for a bank. Many other financial institutions are also engaged in monitoring activities, for example, rating agencies or venture capital funds. Banks are unique in a different respect: They bridge the mismatching needs between lenders and borrowers.
Matching the Needs of Borrowers and Lenders
Monitoring provides the foundation for credit. However, monitoring alone is not sufficient. For credit to thrive, the differing needs of lenders and borrowers need to be matched.
Let us clarify this with an example. Imagine that Sarah wants to start her own coffee-roasting business. This business requires her to buy expensive equipment such as a coffee roaster. The savings of one single person are usually not enough to finance a coffee roaster. In addition, the investment only pays off after a long time. Sarah will have to sell her freshly roasted coffee for quite some time until she will have earned enough to redeem her initial investments.
This example illustrates two needs of typical borrowers. First, they require large loans—that is, loans with a large notional amount—because tools and machinery are expensive. Second, they prefer long maturities, as they need time to earn enough money to pay back the loan.
The needs of borrowers do not coincide with those of lenders. Typical lenders—such as households—tend to have only small amounts of money at their disposal to lend. Furthermore, lenders are typically risk-averse and reluctant to expose themselves to significant credit risk. To spread their risk, they wish to lend only a fraction of their available savings to a single borrower. In addition, lenders prefer to have quick access to their savings as their lives are inherently uncertain. A lender could lose her job, or be offered a great job in another city. In both cases, the lender needs immediate access to her money lent such that she can pay for expenses arising from these unexpected events.
In summary, borrowers usually prefer loans with a large notional amount and long maturity to undertake risky investments. Lenders prefer loans with a small notional amount and short maturity so that they will be exposed to as little risk as possible. Matching the differing needs of lenders and borrowers is the essence of banking. Before we explain the mechanics of banking in the next chapter, let us discuss the third function of banking.
Facilitating Transactions with Payment Services
Given the important role of banks in addressing information asymmetries and matching the needs of borrowers and lenders, you might think that banking originated from some early lenders. Notwithstanding this intuition, banking actually originated from payment service providers. The predecessors of banks were custodians who stored the gold and coins of their clients and offered payment services for them.5
Custodians can facilitate the payments of their customers, which makes the customers’ lives much more convenient. A simple example clarifies this. Assume that Sittah, the merchant, buys a caravel from Nathan, the owner of a shipyard. Both own some gold coins, with which they entrusted a custodian named Bonafides for safekeeping. In this situation, Sittah and Nathan can advise Bonafides to move gold coins from Sittah’s custody account to the one of Nathan. Only two changes in booking entries in Bonafides’s accounting books are needed. First, Sittah’s account is debited with the amount of gold needed to buy the caravel. Second, Nathan’s account is credited with the same amount. This greatly facilitates the transaction. Otherwise, Sittah would have to get her gold coins out of Bonafides’s vault and hand them over to Nathan, who would then hand them back over to Bonafides.
Such payment services are very useful and are offered today by banks. They operate an accounting system of exchange.6 Your employer transfers your salary via check or bank transfer. If no such payment services existed, every transaction would need to be settled in cash. You can imagine how tedious this would be, in particular, if you bought something from someone living far away.
While the above example illustrates that a custodian can offer payment services, it is not self-evident why banks can. The safekeeping contract of custodians is fundamentally different from the deposit contract of banks. A bank is no custodian. In fact, banks intend to lend out the money entrusted with them. As a depositor, you lend money to your bank: You are a lender and the bank is a borrower. The bank can use the money that you deposited for any purpose it deems appropriate, for instance, to grant loans to businesses.
Of course, for you as a depositor, this deal seems to be less safe than the situation in which your banker just keeps your gold coins in the vault. Why should you prefer a deposit contract to a safekeeping contract? Deposits have one big advantage: Instead of having to pay for the safekeeping services, you usually earn interest on your deposit. This explains why deposit contracts are so attractive and why custodians eventually evolved into banks.
Although banks do not safe-keep depositors’ money but lend it out, they offer payment services as if they were pure safekeepers. Depositors seem to have their cake and eat it, too. On the one hand, depositors lend money and earn interest on it. On the other hand, they still have ready access to it. Why does the loan to the bank (i.e., the deposit) feel “as good as money”? This is the miracle of banking.
NOTES
2 The Mechanics of Traditional Banking
We defined banking as the creation of money out of credit. Under traditional banking we understand the creation of money out of credit by depository institutions, which are often just called banks. Hence, our definition of banking cuts across many common definitions. Often, people use the term banking for all sorts of activities undertaken by banks. In our context, however, only activities that are related to the creation of money out of credit fall under the term banking. Neither does every activity undertaken by banks constitute banking, nor is banking an activity that is only undertaken by banks.
It follows from our definition that neither lending nor pure safekeeping constitutes banking. Banking is more sophisticated. It brings together both activities in a unique way. Doing so requires a balance sheet. The two-sided banking business requires double-entry bookkeeping. In contrast, lending and safekeeping in isolation could be done with single-entry bookkeeping.
Double-Entry Bookkeeping Is a Prerequisite for Banking
Double-entry bookkeeping emerged in Italy around the turn of the 14th century.1 It differs from single-entry bookkeeping in that each and every transaction is recorded twice.2 Double-entry bookkeeping has several advantages. One is that recording transactions twice increases the accuracy of accounting, because the bookkeeper always double-checks every transaction.
Moreover, double-entry bookkeeping makes it easier to track individual investments in a company and measure economic success. It allows for abstract thinking about the business processes and economic efficiency.3 With double-entry bookkeeping, companies not only record their assets in stock, but also chart how these assets are financed. Companies using double-entry bookkeeping account for what they own and owe on a record called a balance sheet. 4
A balance sheet reports the financial situation of a company at a given point in time, divided into two sides: the asset side and the liability side. Regarding the items listed on a balance sheet, we can broadly distinguish among assets, liabilities, and equity. Figure 2.1 illustrates a stylized balance sheet.
Figure 2.1 Stylized balance sheet
Assets are all the physical, immaterial, and financial resources that a company has under its control, that is, everything the company owns. Liabilities are all obligations that a company has entered in the past, that is, everything the company owes. Liabilities are always some form of credit—for instance, a loan obtained in the past. Equity is an ownership claim and not a form of credit: It features no maturity, no fixed notional amount, and no predetermined interest payments. Nevertheless, equity is recorded on the liability side of the balance sheet. Why this is so becomes clear once we look at how the value of equity is calculated.
The book value of equity is given by the net value of the company. It is calculated by subtracting the total asset value from the total liability value.5 If the value of equity is positive, the company is technically solvent (Figure 2.1 depicts the balance sheet of a technically solvent company). If the value of equity is negative, the company is technically insolvent (see Figure 2.2).6
Figure 2.2 Stylized balance sheet of a technically insolvent company
Asset Transformation Matches Lenders and Borrowers
The characteristics of assets and liabilities on balance sheets differ in three important dimensions. First, they differ in their notional amount. A company can obtain a few large-sized loans and finance a diverse range of small-sized assets. In Sarah’s case from Chapter 1, she might obtain one loan of $60,000 and invest it together with $40,000 of her own savings in her coffee roasting company. Let us assume she buys a coffee roaster for $70,000, a container to store the coffee beans for $6,000, an air dehumidifier for $3,000, and a computer notebook to communicate with customers for $1,000. The rest she keeps in cash for further expenses. Figure 2.3 depicts the balance sheet of Sarah’s business.
Figure 2.3 The balance sheet of Sarah's coffee roasting business (in thousands)
A company might also own assets that generate profits over decades, but are financed with loans that have a shorter maturity. In the above example, Sarah’s loan might have a term to maturity of five years. Her coffee roaster, on the other side, might be in operation for more than 10 years.
Finally, the risk profile of assets and liabilities can differ. Different assets feature different risks. In Sarah’s case, the probability that her computer notebook crashes and becomes worthless is higher than that her coffee roaster breaks down. Furthermore, some asset risks are correlated, while others are unrelated. The risk of Sarah’s notebook crashing is unrelated to the risk of her container being stolen. However, if her container is stolen, she will also lose the dehumidifier that she installed in it. Diversification can be achieved by having assets whose risks are not perfectly correlated with each other.
In addition, the risks of the assets are unevenly distributed among the equity and the different liabilities. If Sarah needs to replace her computer notebook, the cost will eat into her equity. The loan, in contrast, remains unimpaired. In general, shareholders bear more risk than debt holders. In our example, Sarah is the sole owner, or shareholder, of equity in her company and the lenders are the debt holders who granted Sarah a loan.
When assets differ from liabilities in their notional amount, maturity, and risk profile, we speak of asset transformation. Asset transformation does not only take place on the balance sheet of Sarah's coffee roasting company, but also on the balance sheets of banks. In contrast to nonfinancial companies, banks hold almost no real assets, such as machinery, but mostly financial assets, such as loans. Banks transform the notional amounts, maturities, and risks of financial assets.
How does asset transformation at banks work? First, a bank transforms the notional size by granting large loans and issuing small deposits. The bank is able to provide larger loans than an individual household ever could. This activity is called pooling; the bank pools many small funds from depositors.
Banks transform risks mainly by diversifying and structuring their balance sheets. They diversify their loan portfolio: By lending to hundreds of borrowers in different industries, the losses on the overall loan portfolio become less volatile and fairly predictable. Furthermore, the bank owners themselves have some money on the line to absorb losses on loans—that is, the bank operates with positive equity. In case of any losses on the bank’s assets, shareholders suffer losses first, and deposits are less risky than the bank’s assets.
Finally, banks transform maturities. While most loans have maturities of several years, banks offer contractual liquidity: They promise that their deposits can be withdrawn anytime. Deposits feature a term to maturity of zero. To meet occasional withdrawal requests from depositors, banks hold a liquidity reserve—for example, in the form of cash—on the asset side of their balance sheets. Because the liquidity reserve is only a fraction of all deposits, today’s banking is also called fractional reserve banking.7
Recall how the mismatch between borrowers and lenders inhibits credit. Borrowers prefer loans with large principal and long maturity to undertake risky investments. Lenders prefer loans with small principal and short maturity to stay flexible and be exposed to as little credit and liquidity risk as possible. Banks bridge these mismatching preferences with asset transformation.
Indeed, banks are so successful transforming assets that depositors do not care about the issues of credit anymore. Most of us forgot that as depositors, we are ultimately lenders. We lend money to our bank, but we no longer think about the problems of credit. We do not lose sleep over information asymmetries, credit risk, or the fear that we cannot access liquidity. We rarely challenge the bank’s promise to exchange our deposit with money anytime on demand. In other words, we call our bank deposits “money.”
By convincing us that deposits are as good as money, banks convinced us to participate in credit. Banks enhanced credit availability for businesses and facilitated the development of a capital-intensive economy. This ultimately resulted in huge gains in the economic welfare of society. Quite naturally, however, banking not only enhances credit but also affects money. The increased availability of credit is just one side of the story. The flip side is money creation.
Banking Is Money Creation Out of Credit
What we have explained above is perceived by many as what the business of banks is all about: Banks collect money from depositors and grant loans to borrowers with depositors’ money. But this view is incomplete. Banks can grant loans without having received money from a depositor first. They create money by extending credit.
For many people, banks creating money squares with the idea of government having a monopoly on issuing money. Let us be clear that banks do not issue cash; that is, they do not print dollar bills. Only the government is allowed to do so.
At this point, let us elaborate on why the government can actually print dollar bills. Today’s money is organized as a fiat monetary regime. Fiat money is usually money by law. The government determines its production, declares that taxes and government services have to be paid with it, and settles its own debt with this money. The distinct feature of fiat money is that it has no intrinsic value. The dollar bill in your pocket is useful as money only, and no one promises the exchange into any good or service at a fixed rate. You can buy other goods only at market-determined prices.8
Government-issued money is often called outside money, because it is created outside the banking system. Besides cash, central bank reserves are also outside money. Central bank reserves are electronic money created by the central bank and held by banks, which use this form of outside money as a medium of exchange—that is, for clearing purposes—in interbank transactions or as a very liquid and safe store of value.
In contrast, inside money is created within the banking system. Despite not being created by the government but by private institutions, inside money serves the same purpose as outside money. It can be used as a medium of exchange or as a store of value, and it has the same unit of account as outside money.9
Deposits are the best-known form of inside money. Most people do not distinguish between cash (outside money) and their deposit account (inside money). They can use both forms of money for making payments in a shop, either by handing over a dollar bill or by paying by check or debit card.
How do banks create inside money? In fact, we have already described it. By transforming assets, banks can offer deposits that are as good as money. Let us look at an example of inside money creation to clarify the idea. For simplicity, assume that there are no banks, and Alex wants to become the first banker in our economy. In order to establish a bank, he obtains a bank license so that he is legally allowed to offer deposits. In addition, he provides $80 in outside money out of his own funds. Hence, his bank is established with an initial balance sheet of $80 cash on the asset side and $80 of equity on the liability side.
The first customer of the bank, Sarah, successfully applies for a $60 loan to buy a coffee roaster. Alex’s bank grants the loan by simply expanding the balance sheet: On the asset side, the bank records the loan to Sarah; on the liability side, the bank opens a deposit of $60 in her name. The bank created credit out of nothing; it put two credit contracts of equal size, a deposit and a loan of $60, on both sides of its balance sheet. For simplicity, let us assume that interest on both the loan and the deposit is zero.
Next, Sarah buys a coffee roaster for $60 from Ryan. She could do so by withdrawing the money from her bank deposit. But as Ryan has recently opened a deposit account at Alex’s bank, he suggests transferring the money from her to his account. Why does Ryan suggest this? First, Alex’s bank does have high liquidity reserves, so he confidently believes in being able to withdraw outside money if he needs to. Second, a large equity buffer makes Ryan confident that he will avoid losses if the bank incurs losses on its assets—for example, if Sarah is not able to pay back her loan. Third, bank payment is more convenient than cash payment.
In turn, Sarah pays for the roaster by writing a check. One trade in the real economy takes place, but no outside money changes hands. Instead, deposits are used, and the bank’s balance sheet acts as an accounting system of exchange. The bank transformed the credit that it created out of nothing into inside money.
Figure 2.4 illustrates the different bookings on the bank’s balance sheet. In the first step, Sarah obtained a loan from the bank. By extending the loan, the bank expanded its asset side by $60. At the same time, the liability side was expanded by a $60 deposit for Sarah. In the second step, Sarah buys a coffee roaster from Ryan. The $60 goes from Sarah’s to Ryan’s deposit. The bank deposits are used as a medium of exchange; that is, they are inside money.
Figure 2.4 Money creation by traditional banking: part one
The bank will likely grant more loans if it finds trustworthy borrowers. Assume that Julia is such a borrower. She also applies successfully for a loan of $60, and the bank opens a deposit in Julia’s name. The balance sheet and the supply of inside money expand further. After the loan has been granted to Julia, the total supply of both inside and outside money has been multiplied by a factor of 2.5 from the initial amount of outside money of $80. Let us assume that Julia opens a coffee shop also and buys another coffee roaster from Ryan. Figure 2.5 illustrates the effects of these events on the bank’s balance sheet.
Figure 2.5 Money creation by traditional banking: part two
Suppose that the coffee roaster salesperson, Ryan, is a coffee lover and buys freshly roasted coffee from Sarah for $60. Thus, $60 from Ryan’s deposit is booked back to the deposit of Sarah. Sarah could use her deposit to buy other things needed for her business. But let us assume that her loan will reach maturity soon, and she has to repay it. When she repays her loan, the bank’s balance sheet will shorten. The bank cancels Sarah’s outstanding loan with her deposit. In turn, the amount of inside money in the economy decreases. Again, we have illustrated the balance sheet after these events in Figure 2.6.
Figure 2.6 Money destruction by traditional banking
In our stylized example, neither the bank nor other agents in the economy would need outside money as a medium of exchange. Bank deposits act as the sole medium of exchange. Using the bank’s accounting system of exchange was sufficient to facilitate trade. After Alex provided $80 in outside money to set up his bank, outside money did not play any further role in transactions. Note, however, that both the $80 liquidity reserve and the equity buffer served as a trust device—to address liquidity and credit risk—so that Ryan was willing to accept Sarah’s deposit for payment in the first place.
With banking having such an important effect on both money and credit, it makes sense to call today’s financial system a banking system. In a banking system, money is first and foremost inside money. Banks can and do multiply the initial amount of outside money several times on their balance sheets.10
Banks decide on how much inside money—that is, deposits—to create based on their assessment of creditworthy projects in the economy.11 As more loans are granted, a bank’s balance sheet expands. A bank creates inside money by granting new loans, and it destroys money by not replacing repaid loans with new ones. Banks endogenously determine the overall supply of money in the economy by their extension of credit. While some praise the endogenous money supply in a banking system, money creation out of credit comes with serious side effects.
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3 The Problems with Banking
Banking seems to be magic, as it manages to reconcile two mutually exclusive financial relationships. On the asset side of their balance sheets, banks grant loans that borrowers have to repay only after several years. On the liability side, banks promise depositors that their deposits can be withdrawn at any time. By transforming credit into money, bankers appear to have found the philosopher’s stone. Unfortunately, banking comes at a heavy price.
The Bank Run Is the Achilles’ Heel of Banking
The biggest strength of something often guides one to its biggest weakness. While banking manages to match borrowers and lenders, it does so at the cost of liquidity risk. Banks extend long-term loans and issue inside money, thereby raising the possibility that they might not be able to serve depositors’ withdrawals. Liquidity risk makes banking fragile.
Most of the time, liquidity risk does not materialize. As we have mentioned, banks hold liquidity reserves in the form of outside money to meet occasional withdrawals of depositors. On ordinary days, banks’ reserves are sufficient. In times of distress, however, banks might find themselves in a situation where they have to fully deplete their liquidity reserves to meet depositors’ withdrawals. If this happens, banks are said to be illiquid.
The most prominent situation that leads to the illiquidity of banks is the bank run. A bank run is a situation where many depositors want to withdraw money at the same time. Banks can only service a certain number of withdrawals within a given time period. The threshold is determined by the amount of liquidity reserves available. If depositors withdraw more, banks become illiquid.
When a bank has no liquidity reserves left, it needs to sell other assets such as long-term loans it has granted in the past. Selling long-term loans is difficult. Potential buyers do not know much about the quality of the loans. The uncertainty will induce buyers to buy bank loans only at a discount. Banks are thus forced to sell their loans at a loss. Consequently, a bank is never able to raise enough outside money to meet the withdrawal demands of all of its depositors at once. If too many depositors withdraw their money, banks collapse. This fragility is the flip side of banking.
Depositors “run” banks because only the first ones who withdraw their money are successful in doing so. Someone who is arriving too late at the cashier risks losing the deposited money. If depositors hear rumors about their bank being in trouble, they are well advised to run and withdraw their money. Should it turn out that the rumors were wrong, they can still put their money back on their account. But if the initial rumors prove to be correct, they have managed to save their deposited money.
Even initially unfounded rumors can trigger bank runs and become self-fulfilling, as it is in the very nature of banks that they can never serve all depositors. Depositors do not necessarily run a bank because it is poorly managed, or because it suffers losses. Even a perfectly operated bank can experience a bank run. It is the fundamental weakness of banking.1
Bank runs are a constant threat for banks and have been a frequent phenomenon throughout the history of banking. Many people in advanced economies, however, had forgotten about bank runs—until September 2007, when it happened again. The British bank Northern Rock suffered a run by its depositors.2
You might think, what is the fuss with bank runs? It is just some depositors losing money that they lent to a bank. Usually, when a nonbanking company goes bankrupt and its lenders lose money, the overall economy does not suffer. In the end, business failure is the consequence of a market economy where everyone can enter the market freely.
But banking is not just a business model; it is the creation of money out of credit. Due to their self-fulfilling nature, bank runs tend to be contagious. If bank runs occur simultaneously at different banks, we speak of a banking panic.
In a banking panic, people lose trust in the banking system. Depositors withdraw their deposits from various banks, even from the healthy ones. As was just discussed, this will lead to the illiquidity of the respective banks even if they are well managed. The result is widespread bank failure. Such a banking panic occurred in the years between 1929 and 1933, when about 9,000 banks suspended operations.3
In a banking panic, the aggregate amount of credit plummets. Banks that went bankrupt can no longer grant loans. Banks still in business stop lending money to both other banks and businesses, so that they will have sufficient reserves to meet withdrawals of panicking depositors. The banking system is not able to finance the same amount of credit as it did before the panic. This effect is usually referred to as credit crunch: Companies losing access to credit during a banking panic can no longer fund their operations and thus go bankrupt. Production stalls, people employed in these companies lose their jobs, and the government’s tax receipts fall.
Moreover, as banks create inside money, bank failures affect the price level. The deposits of insolvent or illiquid banks cease being money. As we have seen, banks still in business stop rolling over loans and increase their reserves; they destroy inside money. Less money is available in the economy, and prices start to fall. The monetary phenomenon of falling prices is called deflation. In the case of a banking panic, deflation is a distortion of prices induced by a particular organizational feature of the financial system—the creation of money out of credit. Falling prices further depress economic activity in the real economy, and a vicious circle of credit and money destruction picks up the pace.4
A single bank run can thus trigger a chain reaction that ultimately undermines the functioning of the financial system. It first affects other banks, then the overall supply of both money and credit in the economy. In the worst case, a banking panic can lead to a complete meltdown of the financial system, pushing the economy into a deflationary spiral and a severe recession. It is the pivotal role of banking in our financial system that makes bank runs so disastrous. Bank runs are the Achilles’ heel of banking.
Government Guarantees Can Prevent Bank Runs…
Bank runs are inherent to every banking system. They have been analyzed in economic theory and were frequently experienced in practice.5 It is no surprise that people started to think about ways to prevent them a long time ago. The most common instruments to prevent bank runs are deposit insurance and lender-of-last-resort policies.
Deposit Insurance
As the term suggests, deposit insurance insures the money held by depositors at banks. The government or a collective of banks guarantees all deposits, usually up to a certain amount.6 Credible insurance eliminates the incentive for depositors to run a bank, despite rumors about a potential bank failure. The insured depositor will not lose any money even if such rumors turn out to be correct and the bank ultimately fails. Hence, the mere announcement of credible deposit insurance can prevent bank runs.7
This is an attractive feature that explains the rapid spread of the concept. Deposit insurance was first introduced in the United States as a reaction to the Great Depression in the 1930s.8 Since then, many countries have introduced some sort of deposit insurance.9
Central Banks as Lenders of Last Resort
Central banks were established earlier than deposit insurance. In the United States, for instance, the Federal Reserve System—better known as the Fed—was established in 1912 as a reaction to a severe banking panic in 1907.10 Central banks not only act as lenders of last resort, but also conduct monetary policy. They manage the money supply, which is the the total amount of outside and inside money in the economy. Understanding how central banks do this is important to understand their role during bank runs and banking panics.
Let us briefly discuss how the Fed conducts monetary policy in the United States during normal times, that is, in absence of any bank runs or banking panics.11 Recall that today’s monetary system is built on fiat money, which has no intrinsic value. You might think that the Fed simply prints money and then spends it. That is not exactly what happens. The Fed does not walk down Main Street to go on a shopping spree. Rather, it walks down Wall Street to go on a lending spree. Monetary policy always involves banks.
Open market operations are the most important tool the Fed has to affect the money supply. Open market operations can involve the outright sale or purchase of financial assets from banks. If the Fed buys financial assets such as government bonds, it increases the amount of outside money in the economy. Open market operations can also be conducted by engaging in repurchase agreements (henceforth repos) with banks. A repo is similar to a short-term collateralized loan. If the Fed lends money via repos, it also increases the amount of outside money in the economy.12
Spending money the central banker’s way tends to be profitable. If the Fed lends money via a repo, it usually earns interest. The same is true for holding financial assets it acquired as a result of its open market operations. The profits from money creation are called seignorage. Most of it goes to the government, that is, the U.S. Treasury.13
The ultimate goal of central banks is not, however, to make a profit. Seignorage can be considered a by-product of monetary policy. The central banks' mandate is to preserve price stability and to promote employment.
As we have seen, banking panics result in devastating effects on both the price system and employment. Acting as a lender of last resorts thus fits into central banks’ mandate. Central banks acting as lenders of last resort lend directly to struggling banks during banking panics. These banks can then service the withdrawals of their depositors. As such, central banks can contain banking panics and restore confidence in the banking system. The Fed, for instance, can support struggling banks during banking panics and has done so repeatedly during its history.14
… But at the Cost of Moral Hazard
It appears that we have found a way to safeguard banking and prevent banking panics. Both deposit insurance and lender-of-last-resort policies tackle the self-fulfilling-prophecy character of bank runs. They do so by taking away the fear of depositors to lose money.
Relieving depositors of their fear alters their behavior. Most of us are actually depositors, so you might ask: What change of behavior? We actually have not realized this change in behavior, as it has happened over almost a century. While people living in the first half of the 20th century were well aware that bank deposits carry some risks, later generations have grown up with the belief that bank deposits are absolutely safe. We have to distinguish between normal and crisis times here. Bank deposits have been perceived as rather safe during normal times ever since. Today, however, we also perceive them as riskless in times of crises because of deposit insurance and central banking.
Most people do not feel a difference between holding cash and depositing money at a bank. As a result, risk is not an issue when opening a bank deposit. For most of us, fees, interest rates, and the location of the bank’s branches are decisive when determining our bank of choice. Risk is, if at all, only a minor concern.15
The change in depositors’ behavior is the result of both deposit insurance and lender-of-last-resort facilities, and it has far-reaching consequences. Knowing that depositors do not care about banks’ risk profiles, banks take more risk in their investment decisions. Hence, the powerful medicine to prevent banking panics comes with the side effect of moral hazard in the form of excessive risk taking.16
To understand why banks take excessive risk, we need to discuss limited liability, a concept from corporate law. The term limited liability is self-explanatory: The owners of limited liability companies are liable only up to a certain amount—usually their initial investment—for outstanding liabilities of that company. Limited liability is justified because it fosters entrepreneurship and eases the financing for large industrial projects. Today, most banks—in particular, the large ones—are set up as limited liability companies.
While limited liability offers advantages, it also changes the incentives of company owners. Since losses are limited but profits are not, it is a framework that can encourage excessive risk taking. The owner of a limited liability company can be induced to take on more risk than is socially optimal. An example illustrates the idea of excessive risk taking. Let us assume you can choose between two projects with different risk and return profiles:
Project One: The return is 10% for sure. You end up with 110% of the amount invested. The expected return of this project is 10%.
Project Two: Returns are uncertain, either +60% or −60%. You either end up with 160% or 40% of the amount invested with equal probabilities. As a result, the expected return of this project is 0%.
Having the choice between these two projects, you would be well advised to choose Project One because it yields a better expected return than Project Two. If you are not operating within a limited liability company, your expected profit is equal to the expected return of the projects. Having $2 in hand, for instance, you would invest them in Project One.
Now imagine you set up a limited liability company with your $2 and borrow $8. On the asset side of your company’s balance sheet, you have $10 in cash. On the liability side, you have $8 debt and $2 equity. For simplicity, let us assume that the interest on your debt is zero.
You are now the owner of this company, and you have to choose again between Project One and Project Two. Your liability is limited to the equity you put up initially; that is, your loss in the bad state is capped at $2.
If you choose Project One, you make a sure profit of $1. What happens if you chose Project Two? If things go bad, you lose your equity, hence your payoff is minus $2. You can pass on the other $4 losses to your lenders. In the best case scenario, however, you make a profit of $6. As a result, the expected profit for you as the equity holder is $2. You prefer Project Two over Project One, even though its overall expected return is worse. Operating within a limited liability company, your expected profit can differ from the expected returns of the projects.
The owners of a limited liability company do not carry the full downside risk of their decisions. They can take excessive risks at the expense of their lenders. Lenders take some of the loss in the case of a bad outcome, while their return if things turn out well is capped by the preset interest payment.
To discourage the owners of a firm from taking excessive risks, lenders want them to have enough “skin in the game.” The skin usually takes the form of equity. As long as the ratio of equity to total assets (henceforth, equity ratio) is high enough, owners have much at stake and will refrain from taking excessive risks. In the above example, as the owner, you would avoid excessive risk and choose Project One if the equity ratio was above 40%—that is, if your equity was greater than $4.
Understandably, lenders have to look closely the equity ratio—the ratio of equity to total assets—of their borrowers. In a banking system, banks are prominent lenders and grant loans to companies. Banks are well aware that their borrowers might take excessive risks due to limited liability. This is why they tighten their lending if an individual or a company features a too low equity ratio, in which case the borrower is said to be too indebted. Excessive risk taking is part of the moral hazard issues arising with credit, as discussed above. Banks solve this by adequately monitoring companies (among other actions). Furthermore, they can include covenants in their loan contracts that require lenders to put up collateral. If borrowers lose their collateral when things turn out bad, they will be less likely to take excessive risks.17 In the end, while no one is legally in charge of preventing excessive risk taking arising from limited liability, lenders in general and banks in particular watch borrowers carefully.
As banks themselves have a capital structure consisting of debt and equity, the classic problem of “who watches the watchmen” arises. Obviously, banks should be restrained from lowering their equity ratio too much by their lenders, that is, by the depositors. But with government guarantees in place, depositors know that their money is safe no matter what. They have no incentive to step in if their bank takes excessive risks. Knowing this, banks indeed take excessive risks.18
Moral Hazard Calls for Banking Regulation
Governments are again in demand. They have to implement measures that curb excessive risk taking. Governments have resorted to different measures. We subsume all measures trying to get a grip on moral hazard by banks—such as excessive risk taking—under the term banking regulation. At first sight, one might think that requiring banks to adhere to a simple equity ratio would be enough to deal with moral hazard. As we will see below, it is not that simple, which is why early banking regulation focused more on other measures.
Early Banking Regulation
In the United States, both the Fed and the Federal Deposit Insurance Corporation (FDIC) play an important role in the supervision of banks. The FDIC is the governmental agency in charge of managing deposit insurance. It makes sure that depositors get their money back if a bank fails. Of course, the people at both the Fed and the FDIC have been aware that banks’ risk appetite increases with deposit insurance. Hence, they closely observe insured banks.19
The FDIC commenced operations when deposit insurance was introduced during the Great Depression. It closely supervised banks and imposed tight regulations to restrict the range of business activities that insured banks were allowed to engage in.20 The restrictions were remarkably successful. After World War II, the risk taking of banks seemed to be under control. Banking was tightly regulated and boring, but also stable.21
The calm was, however, deceptive. Since the establishment of the Fed, the equity ratios of U.S. banks have shown a continuous downward trend. Going further back in time, you can see that bank equity ratios have fallen from above 30% in the 1870s to about 5% in the 1970s.22
With such low equity levels, excessive risk taking is attractive. And indeed, banks started to change their behavior in the 1970s; they began to take more risks.23 But excessive risk taking was not the only thing that gave regulators headaches. They also faced a banking industry that had become increasingly globalized.24
Modern Banking Regulation: The Basel Capital Accord
Regulators relied upon a national framework for banking regulation until the 1980s. The failure of the German Bank Herstatt in 1974, which led to large losses at non-German banks, sparked the political initiative to tackle ever-decreasing equity levels of banks at an international level.25 Banking regulation had to follow the trend of banking and become globalized as well.26 The G10 countries set up the Basel Committee on Banking Supervision to deal with globalized banking.
The committee established the Basel Capital Accord, an international framework for capital requirements better known as Basel I.27 Capital requirements require banks to adhere to a certain equity ratio. While they could just as well be called “equity requirements,” it is common usage to call the equity of banks “capital.”28
As we have mentioned, one could think, at first sight, that implementing capital requirements is not that difficult. It seems that regulators only have to agree on a sufficiently high equity ratio and oblige banks to adhere to this figure. Unfortunately, introducing explicit capital requirements that get a grip on excessive risk taking is no simple task at all.
To be effective, capital requirements need to consider the riskiness of banks’ assets. To see that a one-size-fits-all capital requirement is inadequate, one simply has to consider how banks behave as lenders. When banks decide whether a borrower is trustworthy and financially sound, they consider not only the equity ratio but other factors as well—for example, in which industry the borrower is active. In addition, banks often specify covenants in loan contracts that go beyond a simple capital requirement. Covenants can ban, for example, the use of loans for speculative investments on stock markets. When granting loans, banks do not stipulate a simple equity ratio.
Similarly, capital requirements for banks that merely require a particular equity ratio are too simplistic. They fail to account for the risk dimension of the assets a bank holds. Remember the example of excessive risk taking above. If you were required to meet a 40% equity ratio, as in that example, you would refrain from taking excessive risks. Suppose, however, you could select yet another project called Project Three, which comes with returns of +100% or −100%. Given this additional choice, a 40% equity ratio would no longer be sufficient. Now, the minimum equity ratio has to be set at least at 80% to discourage you from taking excessive risks.29
The designers of Basel I dealt with this difficulty by introducing the concept of risk weights. Risk-weighted capital requirements mean that you have to put up more equity if you hold riskier assets. So in our example, banks should be required to hold more equity if they chose Project Three than Project Two. And if they chose Project One, the capital requirement could be even lower.30
Risk-weighted capital requirements are quite involved banking regulations. The real world offers more than three projects with well-defined payoffs. A bank can invest in millions of different assets. It is very difficult for the regulator to apply reasonable risk weights on all these assets. Implementing internationally coordinated, risk-weighted capital requirements is by no means an easy task.31
Unfortunately, the efforts of the regulators did not pay off. Basel I did not herald the return of a stable banking period. The frequency and severity of financial crises continued to increase.32 Something happened that undermined the efforts of regulators: the digital revolution.
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PART TWO
Banking in the
Digital Age
4 Banking Is Not Limited to Banks
We started Part One by demonstrating the need for banking in the industrial age. Banking matches borrowers with lenders and, hence, allows credit to flourish. Explaining the mechanics of traditional banking, we found out that banks match borrowers with lenders by creating inside money in the form of deposits. We then turned to the problems arising with traditional banking and discussed the various measures taken to get these problems under control.
So far, calling for the end of banking seems unfounded. Banking supports a capital-intensive economy, government guarantees prevent banking panics, and banking regulation can deal with the undesired side effects of guarantees. Indeed, banking was a sensible way to organize the financial system in the industrial age.
The tables are turning with modern information technology entering the stage. Part Two of this book is about how the digital revolution disrupted the delicate balance among banking, government guarantees, and banking regulation, and how banking eventually got out of control. What to do given the state of banking in the digital age will be discussed in Part Three.
Recall the mechanics of traditional banking. Banks grant loans and create deposits. All transactions are recorded on a single balance sheet. The key elements are loans, liquidity reserves, deposits, and equity. One balance sheet is sufficient to operate traditional banking. Apart from the knowledge of double-entry bookkeeping, you only need paper and pen.
In the industrial age, banks were reluctant to complicate their business model. Financial relationships had to be recorded and reconciled on paper. Every transaction had to be confirmed with the counterparty using telephone calls and physical letters. Moving a credit contract from one balance sheet to another one was costly; it required manual effort and generated a lot of paperwork. Credit was immobile in the industrial age, and banks voluntarily operated in a simple and confined setup.
Given that the technology available in the industrial age largely limited banking to bank balance sheets, governments could get a grip on the problems of banking. On the one hand, governments guaranteed deposits such that banks no longer had to fear bank runs. On the other hand, governments tightly regulated everything that happened on the bank balance sheet. They could effectively prevent banks from abusing the guarantees by taking excessive risks.
The Digital Revolution and the Rise of Shadow Banking
In the 1970s, information technology emerged and marked the beginning of the digital revolution. Computers replaced typewriters, and information transmission migrated from analog to digital channels. In turn, financial institutions started to record credit on electronic accounts and manage payments on electronic systems. They also automated their back-office operations and began to support their trading activities with electronic tools. Banks were now able to handle more complex and dynamic financial structures with multiple balance-sheet layers. The digital revolution mobilized credit.1
The advent of the digital revolution meant that banking was no longer confined to the traditional way of recording and managing money and credit. Information technology supports many more options than simply holding loans on a balance sheet until maturity. Banks could now slice, dice, and redistribute credit over a chain of balance sheets at negligible costs.
And they made heavy use of the new opportunities. The start of the digital revolution was followed by the rise of shadow banking. The term shadow banking is used inconsistently to describe a variety of financial institutions and networks. We use the term exclusively for the creation of money out of credit outside the traditional banking sector.2 The first word, shadow, refers to banking that is performed out of the banking regulators’ spotlight, in the shadows. Figure 4.1 plots the volume of the liabilities of traditional and shadow banking between the 1950s and 2010. Before 1970, shadow banking was virtually inexistent. At the outset of the financial crisis of 2007–08, shadow banking was more important than traditional banking.
Figure 4.1 The liabilities of banks and of shadow banking institutions over time in percentage of GDP
Source: Adrian, Covitz, and Nellie (2014) and Federal Reserve Flow of Funds. Note that as shadow banking is performed over different balance sheets, the figure should be taken as an approximation of shadow banking's true size only. For a discussion of the data used, see Pozsar et al. (2010, 7–9).
The digital revolution explains why shadow banking is possible. But it does not explain why shadow banking was so attractive that it eventually surpassed the traditional banking model within three decades. In the end, banks sticking to their traditional business model should have also benefited from replacing their typewriters with computers. What explains the dramatic rise of shadow banking?
The Boundary Problem of Financial Regulation
Shadow banking’s origins in the 1970s hint at the motivation to migrate banking activities into the shadows. Back then, traditional banks were regulated by an interest rate ceiling called Regulation Q. The regulator capped the interest rate that banks could offer on their deposits. It was an inconvenient regulation for banks, as it inhibited them from attracting customer deposits, especially in periods of high inflation.
At that time, a new form of financial institution emerged that offered something very similar to bank deposits: Money market mutual funds (MMMFs). They issue deposit-like contracts on the liability side and hold credit contracts with low risk and short maturities on the asset side of their balance sheets. Since MMMFs did not issue deposits in a legal sense, they were not considered to be banks. In turn, they were not subject to the interest rate ceiling and could offer higher returns than banks.3
MMMFs were an attractive alternative to banks because they were not subject to banking regulation. But MMMFs are just one part of shadow banking. In the 1970s, new financial institutions emerged that together conducted banking—created money out of credit—without being subject to banking regulation. At the same time, shadow banking allowed banks to circumvent banking regulation.
Capital requirements à la Basel I failed because they regulated banks and not banking. Banks transferred assets to remote balance sheets, while still keeping the economic risk. Banks constructed the relationships to their remote balance sheets such that capital requirements did not apply to assets held there. Consequently, banks could circumvent capital requirements and increase their risk taking without putting more skin in the game. This behavior is called regulatory capital arbitrage. 4
A working paper of the Basel Committee on Banking Supervision published in 1999 explains that “the volume of regulatory capital arbitrage is large and growing rapidly, especially among the largest banks … [T]here are indications that in many cases the effect [of securitizations] is to increase a bank’s apparent capital ratio relative to the riskiness of its actual book.” 5 In other words, to evade capital requirements, banks made sure that risks seemingly disappeared from their balance sheets. The paper concludes that “over time the banks have learnt how to exploit the broad brush nature of the requirements … For some banks, this has probably started to undermine the meaningfulness of the requirements.” 6 The quoted working paper makes clear that even the designers of Basel I were well aware that their efforts to regulate banking failed.
The ability of banks to circumvent restrictions constitutes the boundary problem of financial regulation. 7 The boundary problem is a concept that applies to every regulated industry. Whenever a company is required to meet certain regulatory restrictions that are costly, it might be tempted to circumvent the restrictions.
The owners of a chemical company, for instance, might not like costly environmental regulations that eat into their profits. They will search for ways to circumvent regulations, as banks do. Circumventing regulations in the real economy, however, is costly, because companies are dealing with physical objects. A chemical company will probably have to shut down its factory and rebuild it again somewhere else to circumvent undesired regulation.
Physical impediments to circumvent regulation apply to a much lesser extent to banking. Banking happens within the financial system, which is virtual. Banking outside banks—and the boundary problem of financial regulation—has always existed. 8 Before the rise of information technology, however, banks still faced technical obstacles when moving their business elsewhere. Moving financial contracts across balance sheets was costly, as it required manual effort.
The digital revolution has removed these obstacles. With information technology at hand, financial contracts can be moved from one entity to another with only a few mouse clicks or finger taps. Banks can quickly adapt their balance sheet structure and transfer financial assets across balance sheets. Information technology has offered banks a broad range of tools to substitute regulated banking activities with unregulated activities that serve the same economic purpose. 9
The Financial Techniques of Banking
To make sense of the financial crisis of 2007–08, one needs to have a basic understanding of the mechanics of shadow banking. For this, we have to generalize our understanding of banking beyond that of traditional banking.
Recall that traditional banking is the creation of inside money in the form of bank deposits. When we discussed traditional banking, we noted the three characteristics of how bank deposits constitute inside money. First, bank deposits feature the same divisibility as outside money; that is, they have the same denomination as cash. Second, bank deposits are perceived as risk-free. Third, bank deposits are as liquid as outside money.
The characteristics of bank deposits indicate what is required to perform banking in general. If credit is transformed such that it features the three characteristics of bank deposits described above, it becomes inside money. The three characteristics determine whether a financial asset is inside money. The label of the financial asset is irrelevant. Whether we call inside money “deposits,” “MMMF shares,” or something else does not matter. If a financial asset is perceived as risk-free, divisible, and liquid as outside money, it is inside money. Correspondingly, we distinguish three types of transformations needed to perform banking: the transformations of notional amount, credit risk, and maturity.10
The Transformation of Notional Amount by Pooling
Notional amount is transformed by pooling. Pooling happens when assets with large notional amounts are funded by liabilities with small notional amounts. Banking institutions hold financial assets of large notional amounts on the asset side, and they issue financial claims of small notional amounts on the liability side. In the case of traditional banking, for instance, banks hold loans on the asset side and deposits on the liability side of their balance sheets.
The Transformation of Credit Risk by …
Before we discuss how risk can be transformed, note that monitoring, which we discussed in Part One, does not transform but instead mitigates credit risk. Recall that credit risk arises from the possibility that a borrower cannot pay back a loan (partially or fully). It is driven by the likelihood that a borrower defaults and by the financial loss for the lender if the borrower defaults. By monitoring, one can lower aggregate risk in the economy but never fully eliminate it; credit always involves time and uncertainty and, thus, credit risk.
In contrast to monitoring, credit risk transformation techniques do not change aggregate credit risk, but they redistribute existing credit risk.11 Financial institutions use them to distribute risk among different stakeholders. In essence, banking shifts credit risk away from the liabilities that eventually become inside money. Let us look at the four different techniques for credit-risk transformation in detail.
Diversification, …
Diversification is an elementary financial technique. While pooling and diversification are conceptually different, pooling often is a prerequisite for lenders to diversify credit risk.12 Financial institutions diversify their assets, for example, by granting loans to various borrowers so that credit losses on the overall portfolio become less extreme and more predictable.
Structuring, …
If a company is fully funded by equity, there is no structuring. All the risk from the asset side carries over one-to-one to the shareholders. But as soon as a company finances its assets with any form of credit, structuring happens. In this case, the liability side of the company consists of debt and equity.
The risk that is inherent to the assets is unevenly distributed between lenders and shareholders. Shareholders suffer losses first; they carry more risk than debt holders. Lenders only start losing money if the equity is completely eradicated.
Structuring redistributes credit risk from lenders to shareholders. As we will see later, the liability side can be further structured by issuing junior and senior forms of debt. Similar to shareholders, junior debt holders serve as a buffer before senior debt holders have to suffer losses. Senior debt holders are protected from some losses by junior debt holders and shareholders.13
Collateralization, and …
Recall that a lender can ask the borrower to put up collateral. If the borrower is not able to fully repay the loan, the collateral can be claimed, sold, and used to cover the losses from the loan. Since the asset used as collateral is initially owned by the borrower, he runs the risk of losing in the event of default on the loan. Collateralization moves risk from the lender back to the borrower.
Insurance
Financial institutions can obtain financial insurance from third parties for the liabilities or the equity they issued. The third party promises to make up for potential losses on the insured claims. Insurance moves credit risk from the insured claim holders to the insuring third party.
Government guarantees—in the form of lender-of-last-resort policy or deposit insurance—are a form of insurance. They are the ultimate financial insurance. In a fiat monetary regime, the central bank can issue as much outside money as required to uphold banking guarantees. Holders of claims insured by the government can anticipate receiving the full nominal amount promised.14
Diversification, structuring, collateralization, and insurance can create very safe liabilities and equity shares. Nevertheless, they cannot completely eradicate risk. In an uncertain world, risk diversification is sometimes ineffective due to unexpected correlation. Structuring might be insufficient to protect senior credit from losses, collateral can lose value, or insuring institutions can fail. Residual risk always remains. In times of financial tranquility, however, financial institutions can create credit that is generally perceived as risk-free.15
The Transformation of Maturity by Offering Contractual Liquidity
Transforming the size of credit and removing most of its credit risk does not suffice to create inside money. To become inside money, credit has to become as liquid as money. Inside money has to be convertible into outside money at par and at any time. For this, the financial technique of maturity transformation needs to be applied to an extent that credit features contractual liquidity. By contractual liquidity, we mean the promise of financial institutions to redeem credit instantly at par upon notice from the lender.16
Contractual liquidity is conceptually different from market liquidity. By market liquidity, we mean the liquidity of an asset traded on a market. Why is this so? Market-traded assets are sold at a market price that fluctuates depending on supply and demand. Market liquidity emerges from the interaction between market participants who are free to buy and sell assets at any price they deem appropriate. In contrast, credit featuring contractual liquidity can be “sold” back to the borrower any time and at a fixed price. Contractual liquidity emerges from a contractual obligation.17
By applying the six financial techniques of banking—pooling, diversification, structuring, collateralization, insurance, and contractual liquidity—every company with a balance sheet can create money out of credit. The techniques do not need to be performed on one single balance sheet. Information technology allows banking over a series of interlinked balance sheets. This is what shadow banking is all about.
NOTES
5 The Mechanics of Shadow Banking
At the turn of the millennium, shadow banking in the United States created inside money in a series of steps over a number of balance sheets. A comprehensive explanation of shadow banking is beyond the scope of this book. This is why we focus on two channels of shadow banking that played a prominent role in the financial crisis of 2007–08.1
Even our short introduction is rather technical, though. Both the basic technicalities and some notation is indispensable to understand the financial crisis of 2007–08. We provide a stylized example at the end of the chapter that helps to grasp the mechanics of shadow banking.
At the beginning of shadow banking stands loan origination. To create inside money, one needs to extend credit first. Shadow and traditional banking are not different at this point. Loans that end up in the shadow banking sector as “raw material” have either been granted by a traditional bank or by another financial institution. A single loan is usually rather risky, and securitization, addresses this issue.
Securitization
Securitization combines three financial techniques of banking: pooling, diversification, and structuring. In the first step, banks or other financial institutions establish—in financial terms, sponsor—a limited liability company. In the context of securitization, this limited liability company is called a special purpose vehicle (SPV). An SPV is a legal entity that neither produces anything nor offers any services nor employs any people. It is only a remote balance sheet that buys a diversified portfolio of illiquid loans from the sponsoring institution. The asset side of the SPV’s balance sheet does not differ much from the asset side of a bank’s balance sheet.
The liability side, however, is different from the one of a bank. The SPV does not issue bank deposits. If it did, it would just be a bank and, consequently, subject to banking regulations. Rather, the SPV issues debt in the form of asset-backed securities (ABSs). They are backed by a diversified portfolio of loans on the asset side, hence the name.
The financial institution that originated the loans has now successfully transformed the notional amount of its illiquid loans; it pooled them on the asset side of an SPV and issued ABSs with a standardized notional amount. Let us assume that this financial institution wants to sell the ABSs to raise money.2 Not knowing much about the quality of the underlying loans, a potential buyer might be reluctant to buy. An asymmetric information problem exists between the sponsoring institution selling ABSs and the potential buyer.
The sponsoring institution tackles this issue with another financial technique. It structures the liability side of the SPV. The sponsoring institution typically holds an equity tranche and thus suffers the first losses if the loan quality is poor. The liability side of the SPV can be structured even further by issuing ABSs with different seniority. In financial terms, this is called tranching. The tranche with the highest seniority is serviced first, then the second highest, and so on.3 Finally, the different ABS tranches are rated by an external rating agency to provide an independent confirmation that the credit-risk transformation has been successful.
Although securitization removes the loans from the balance sheet of the sponsoring institution, much of the credit-risk exposure of the loans of an ABS remains with the very same institution. The sponsoring institution usually holds the equity and junior tranches and, hence, suffers losses first. As such, the main motivation for banks to securitize is not to remove risk from their balance sheet, but regulatory capital arbitrage. This is the boundary problem at work. Circumventing capital requirements has been a major incentive for traditional banks to securitize their loans.4
Securitization is the process of pooling together various assets into SPVs and issuing securities with different credit risk. Above, we have explained this process with loans on the asset side of the SPV. But creative financial institutions do not stop at this point. The whole process also works with ABSs as assets in the first place. Financial institutions have sponsored SPVs that pool multiple ABSs on the asset side. The SPVs then issue yet another three-letter security called a collateralized debt obligation (CDO) on the liability side. While ABSs are backed by loans, CDOs are backed by ABSs.
Usually, higher risk ABS tranches that would have otherwise remained on the balance sheet of the sponsoring institutions are pooled into CDOs. Doing so, banks can further optimize capital requirements. Securitization can be applied again on CDOs. High-risk CDOs can be pooled in yet another SPV. After another round of securitization, the new product is called CDO squared (CDO²). If you repeat the process one more time, you end up with CDO cubed (CDO³). Figure 5.1 illustrates the securitization chain from loans to CDO².
Figure 5.1 The securitization chain
We will not go into more detail here.5 The key takeaway is that loans can be securitized. Be it ABS, CDO, CDO², or CDO³, it always starts with loans to households and businesses. Securitization—pooling, diversification, and structuring on SPVs’ balance sheets—then transforms these loans into (seemingly) safe assets while concentrating credit risk in equity and junior tranches that are held by the sponsoring institutions, which are often banks.
Securitization usually does not transform maturities. That is, ABSs and CDOs are of long-term maturity as are the underlying loans. Securitization is only the first step to create money out of credit; the next step is the transformation of maturity.
Repurchase Agreements
We encountered repurchase agreements (repos) when we discussed central banks. Repos are used not only as a tool of monetary policy by central banks but also as a tool for short-term borrowing and lending by financial institutions. A repo is similar to a collateralized loan. Nevertheless, there is an important legal difference between the two: A repo is a sale of an asset combined with a later purchase of the same asset. This seemingly small difference stems from bankruptcy regulation. If a borrower defaults, the repo lender legally owns the collateral immediately without having to claim it in bankruptcy procedures. The repo lender can sell the collateral instantly on the market to recover the loss on the repo loan. In contrast, the lender of a collateralized loan has to participate in the bankruptcy procedures of the borrower. The absence of legal uncertainties makes repo lending attractive.
A repo is usually collateralized with financial assets that feature high market liquidity.6 If the borrower defaults, the repo lender can sell the collateral quickly and does not have to worry about current market conditions. Therefore, the repo lender will request a security as collateral that is considered very safe, such as a U.S. Treasury bond or a highly rated ABS or CDO.
Even relatively safe and liquid securities, however, can lose value if market conditions deteriorate. In this case, the collateral no longer fully protects a repo lender from credit risk. Overcollateralization addresses this problem. Repo lenders request collateral with a market value that exceeds the notional amount of the loan. The difference is called a “haircut” and is expressed in percentage points. With a 10% haircut and collateral with a market price of $100, the actual repo amounts to $90.
If we put repos back into the perspective of shadow banking, we see that they take over two functions. First, by applying a haircut to the ABS or CDO used as collateral, repos transform credit risk. Lending via repo against an ABS as collateral is safer than holding the ABS itself. Credit risk is almost eliminated during times of financial tranquility.
Second, repos transform maturity. Many repos have an overnight maturity and are rolled over—that is, automatically extended another day—if wished by the lender. Such an arrangement is a form of contractual liquidity. When repo lenders decide to withdraw their money, they just stop rolling over the repos. Repo lending is very safe and features contractual liquidity; a repo feels almost as good as money for the repo lender.7
Let us recap. Illiquid loans are securitized into ABSs and CDOs, which can then be used as collateral in repos. Squinting a bit and looking at the big picture, we realize that risky long-term loans are funded with virtually risk-free credit featuring contractual liquidity. It seems like we are already quite close to creating money out of credit.
Money Market Mutual Funds
Large nonfinancial companies, pension funds, and wealthy individuals do not rely exclusively on bank deposits. Further, they rarely engage in repos. Rather, such investors buy MMMF shares. MMMFs advertise their shares as being risk-free and redeemable at par any time; that is, they offer contractual liquidity. MMMF shares constitute inside money. They are the deposit contracts of shadow banking, which is underscored by the fact that many MMMF fund providers offer payment services.8
MMMFs are major repo lenders.9 If some investors want to redeem their MMMF shares, the MMMF manager simply does not roll over a few repos. With the proceeds, the manager can honor the promise of contractual liquidity.
Contrary to a traditional bank, an MMMF does not directly grant loans, because that would undermine its promise of instant maturity and absence of risk, and it might also bring bank regulators to the scene. Indirectly, however, MMMF shares finance loans via two channels, one of which we have just discussed. In Figure 5.2, we have visualized the first channel of shadow banking.
Figure 5.2 Shadow banking: the repo channel
Let us now turn to the second channel. MMMFs invest in other assets in addition to repos. Repos are safe and feature short maturities, but they offer only low returns. If MMMFs invested in repos only, they would struggle to attract sufficient demand from investors. Similar to banks not expecting all their depositors to withdraw their money at the same time, MMMFs do not expect all their shares to be redeemed at once. Hence, MMMFs invest a material fraction of their funds in slightly riskier and longer dated assets such as asset-backed commercial paper (ABCP).10
Asset-Backed Commercial Paper
ABCP conduits pool ABSs on the asset side and issue ABCPs on the liability side of their balance sheet.11 ABCPs are usually rated by rating agencies. ABCP conduits are SPVs, and at first sight, an ABCP conduit could be mistaken for an SPV that issues CDOs.
However, ABCPs and CDOs have some fundamental differences. First, ABCPs are of very large denominations.12 Second, many ABCPs are backed by explicit or implicit credit guarantees; that is, ABCP conduits are insured by the sponsoring institutions against losses.13 Third, ABCP conduits transform maturities. In the end, ABCP conduits resemble traditional banks that offer deposits with large notional amounts.
Transforming maturities comes at the price of liquidity risk. Most ABCPs have a maturity of a few days. Hence, ABCP conduits have to continuously roll over ABCPs to finance the underlying assets. To mitigate liquidity risk, the sponsoring institution provides liquidity guarantees in addition to credit guarantees. If the conduit is unable to find new buyers for its ABCPs, the sponsor steps in. As long as both credit and liquidity guarantees are credible, MMMFs perceive ABCPs as risk-free and, hence, as a suitable and attractive investment. Figure 5.3 includes the second channel of shadow banking.
Figure 5.3 Shadow banking: the repo and the ABCP channel
While ABCP conduits remove ABSs from a bank balance sheet, the sponsoring institutions still carry the main portion of the credit and liquidity risks involved. But ABCP conduits have been legally set up in a way that the banks sponsoring them can optimize their regulatory capital. Capital requirements for providing liquidity and credit guarantees to ABCP conduits are lower than those for actually holding the respective ABSs. Again and again, we see the boundary problem of financial regulation at work.14
A Stylized Example of Shadow Banking
Compared to traditional banking, shadow banking is obscure and complex. We had to introduce an alphabet soup of abbreviations to explain the two major shadow banking channels. It is difficult to grasp all the details immediately. In what follows, we present a simple and stylized example of shadow banking. We hope this helps to cut through the complexity.
Recall the example we used to explain traditional banking in Part One. Let us consider the same setup within a shadow banking setting with securitization, repos, and MMMFs. Again, Alex opens a bank by providing $80 of outside money as equity, and Sarah successfully applies for a loan of $60.
In the digital age, Sarah no longer keeps her money in a bank deposit. Instead, she has an MMMF account. She buys 60 shares with a denomination of $1 from the MMMF operated by Michelle. Michelle promises Sarah she will buy back shares any time for $1. For Sarah, the MMMF shares feel as good as money.
Again, Sarah buys a coffee roaster from Ryan. Ryan also has an account with Michelle’s MMMF. Sarah and Ryan consider it cumbersome to sell shares, exchange physical cash, and then buy shares again. Instead, they simply advise Michelle to transfer the ownership of 60 shares from Sarah to Ryan.
In the meantime, Julia notifies Alex that she would like to borrow $60 to get her coffee roasting business going. While Alex would like to grant the loan, he does not have enough cash to do so. Hence, he securitizes Sarah’s loan: He sponsors an SPV and transfers the loan of Sarah to the asset side of the SPV. Alex then structures the liability side of the SPV into $6 of equity and an ABS worth $54. Both the equity tranche and the ABS are moved back on the balance sheet of his bank.
Alex structured the SPV to transform the credit risk of Sarah’s loan. Protected by the equity buffer, the ABS features lower credit risk than Sarah’s loan. Alex then has the credit risk certified by a credit-rating agency. With a good rating indicating the low credit risk, the ABS can be used by Alex as collateral in a repo to raise cash.
Alex calls Michelle to propose a repo transaction. Michelle is happy to do so, as she has $60 sitting idle on the asset side of her MMMF’s balance sheet. They agree on the ABS as collateral and on an overnight maturity. For Michelle, the repo allows her to invest her cash, while she is still able to honor the promise she made to her shareholders. If they want to redeem their shares, she just stops rolling over the repo.
Still, Michelle is a bit concerned. In case Alex defaults, the ABS might lose value, and she might not recoup the losses. She addresses her concern by charging a 10% haircut; that is, she only lends $49 to Alex using an ABS with a value of $54 as collateral. Figure 5.4 illustrates what is happening on the balance sheets of Alex’s bank and of Michelle’s MMMF.
Figure 5.4 Money creation by shadow banking: part one
In the economy of our example, we now have $60 of inside money in the form of MMMF shares. As demonstrated, MMMF shares can be used to make payments. Furthermore, Alex's bank has $69 at its disposal. Alex can now grant the loan to Julia. She successfully applies for a loan of $60 and also buys shares from Michelle’s MMMF. Then she calls up Ryan and buys a coffee roaster by transferring her MMMF shares.
Alex would like to grant even more loans. He securitizes Julia’s loan again, just as he did with Sarah’s loan. He transfers Julia’s loan into an SPV, and creates an ABS backed by Julia’s loan and protected by an equity buffer. He obtains a credit rating and uses the ABS to borrow more money via repo from Michelle with the same conditions as before. Figure 5.5 visualizes the events.
Figure 5.5 Money creation by shadow banking: part two
We can see that the amount of inside money has increased. After two rounds, $120 of inside money was created by shadow banking in the form of MMMF shares. Assume that Valerie is another coffee-roasting entrepreneur who would like to obtain a loan of $60. After the second round of securitization, Alex can no longer grant such a loan. Inside money creation in the shadow banking sector cannot continue endlessly.
Contrary to today’s money creation by banks, no legal constraints such as reserve or capital requirements restrict inside money creation. Credit risk perceptions by market participants determine how large both the equity share in securitization and the haircut in repo transactions have to be. This constrains how much money can be created by shadow banking. With lower equity buffers and haircuts, shadow banking can create more inside money.
As in traditional banking, the process of money creation can reverse itself. Let us assume that Ryan buys freshly roasted coffee from Sarah for $60. He does so by transferring 60 shares of Michelle’s MMMF back to Sarah. At the same time, Sarah’s loan becomes due, and she asks Michelle to redeem her shares. Michelle stops rolling over one of the two repos she has outstanding with Alex and raises $49 of cash. Together with her previous cash reserve, she can buy back 60 shares from Sarah at the promised price of $1. As Michelle stopped rolling the repo, Alex has now the respective ABS back in his custody. As the loan becomes due, he reverses the securitization. Sarah pays back her loan, and the amount of inside money decreases. Figure 5.6 illustrates the steps of money destruction.
Figure 5.6 Money destruction by shadow banking
Our example highlights two features of shadow banking that are inherent in all forms of banking. First, a money multiplier is at work that depends on the credit-risk perception of financial market participants. In the case of the first shadow banking channel, the risk perceptions materialize in the size of the equity buffer necessary for securitization and on the haircut applied by the repo lenders. During the boom years before the financial crisis of 2007–08, haircuts for ABS sometimes dropped to 0%, and riskier ABS tranches were resecuritized in CDOs that could be used for repo transactions, too. Such low levels of credit protection allow for a rapid expansion of credit and inside money. In our example, Alex would not have been cash constrained after having granted loans to Sarah and Julia. Valerie could have obtained a loan from Alex’s bank, and further inside money would have been created.
Second, the virtuous circle of money creation can turn vicious. Shadow banking features the same weaknesses as traditional banking. If too many MMMF shareholders and repo lenders “withdraw” their money at once, a shadow banking panic can happen. In the end, the fundamental weakness of banking is always the same. All banking is prone to bank runs and banking panics. Without government guarantees, it was only a matter of time until a shadow banking panic would happen: the financial crisis of 2007–08.
NOTES
6 The Financial Crisis of 2007–08
The mechanics of shadow banking are opaque and hard to grasp. It is no wonder that regulators did not realize the threat of a banking panic originating in the shadow banking sector. The regulators’ negligence partly explains why the regulatory framework in place at the eve of the financial crisis of 2007–08 was not suited to prevent a shadow banking panic.
The Regulatory Framework
Regulators did not see any need for shadow banking regulation before the crisis. They argued that without explicit banking guarantees in place, the threat of failure would impose sufficient “market discipline” on financial institutions that operated outside the regulated banking sector. As securitization and ABCP conduits seemingly transferred credit risk away from banks, financial innovation was perceived as a stabilizing factor to the financial system and the economy.1
Nevertheless, even the most optimistic regulators acknowledged that capital requirements à la Basel I lost much of their effectiveness.2 Banks moved assets off their balance sheets, but kept large portions of the risk. Regulators tried to update capital requirements so that they would account for the way traditional banks operate in the digital age. These efforts resulted in the second Basel Capital Accord, called Basel II.3
The guiding principle of Basel II was that a bank’s capital requirement should depend on the “true” market, credit, and operational risks. The Basel Committee on Banking Supervision introduced several changes in the risk-weighting methodology to achieve this. First, they encouraged banks to set up sophisticated internal risk systems. Second, capital requirements were refined to better accommodate securitization and the insurances provided to the shadow banking sector. Finally, more power was given to external credit-rating agencies.
The original text of Basel II contains more than 300 pages. Various updates, amendments, and national guidelines followed—thousands of pages in all. The complexity of banking regulation exploded. Implementing and supervising the highly sophisticated rules required tremendous efforts by highly skilled employees on both the banks’ and the regulators’ sides.4
Note that while Basel II became effective only shortly before the financial crisis of 2007–08, banks had started implementing it earlier. Many of the suggested measures of Basel II had already been in place at the beginning of the crisis, but the devastating run of events could not be prevented. Moreover, Basel II had some unintended consequences that affected the way the crisis unfolded.
Still Not Enough Skin in the Game
As we have mentioned, Basel II encouraged banks to develop sophisticated risk-management systems. Allowing banks to use their own risk management to determine their capital requirements, however, turned out to be almost the same as letting banks decide for themselves how much capital to hold. Banking regulation cannot build on the collaboration of banks that enjoy government guarantees, as they would like to take as much risk as possible. The then chairman of the Federal Deposit Insurance Corporation (FDIC) described it as follows: “That would be like a football match where each player has his own set of rules. There are strong reasons for believing that banks left to their own devices would maintain less capital—not more—than would be prudent.”5
It is not surprising that Basel II reduced the effective capital requirements for banks compared to Basel I. In 2006, the Bank of International Settlement published a quantitative impact study (QIS). It became clear that Basel II led to decreases in actual capital requirements: “The QIS results for the G10 countries show that minimum required capital under Basel II … would decrease relative to the current Accord.”6 A study of the FDIC expected “large percentage reductions in risk-based capital requirements” if Basel II was fully implemented for U.S. banks.7 Basel II blatantly failed to achieve its main goal; banks managed to hold even less equity than under Basel I. Unfortunately, outsourcing some of the risk management to rating agencies did not help either.
Flawed Rating of Shadow Banking Products
In the industrial age, rating agencies provided independent credit risk assessments of countries and companies. Such a risk assessment is costly, and somebody has to pay for it. Until the 1970s, rating agencies applied an investor pays model. Technological progress—among other things—forced rating agencies to change their business model and switch to an issuer pays model.8
A conflict of interest arises with such a model. The one paying for the rating service is interested in an optimistic rather than an accurate rating. This conflict of interest is mitigated by a reputation effect. Reputation is a valuable asset for a rating agency. If it consistently provides too optimistic ratings, it loses investors’ trust. Its ratings are no longer perceived as useful, and issuers of securities stop paying for them.
Depending on the trade-off between the short-term profits of pleasing an issuer and the long-term costs of reputation damage, it is often the better choice for a rating agency to stick to a correct rating and protect its reputation. Rating agencies have applied the issuer pays model for quite some time, and it worked well for company and country ratings.9
However, ratings of shadow banking products—such as ABSs and CDOs—have turned out to be seriously flawed. The ratings of countries and companies are easier to understand than the ratings of shadow banking products. If a rating agency attaches a high credit rating to an indebted company with an unsound business model, competitors and other informed investors will quickly find out that the rating is flawed.
The complexity of shadow banking products has made it difficult for investors to independently assess the quality of the credit rating. As we have just seen, the underlying mechanics are hard to grasp. Only a few insiders knew what was actually bundled into shadow banking products. It was hard for outsiders to judge the quality of ratings, and it took people a long time to find out that some of them were seriously inflated.10
When it came to rate shadow banking products, the trade-off between short-term profits and long-term reputation leaned toward short-term profits. Rating agencies were willing to put their reputation at risk to increase their revenues with generous ratings in the profitable market for shadow banking products.11 Moral hazard made its way into the rating agencies business.
The U.S. Securities and Exchange Commission (SEC) investigated the role of rating agencies in the financial crisis of 2007–08. The SEC revealed that rating agencies rated complex shadow banking products despite knowing that this practice strained both their personnel and their intellectual capacity. Furthermore, rating agencies were well aware that their rating models did not incorporate all relevant parameters.12
Moral hazard in rating shadow banking products resulted in inflated ratings across the board. Issuers knew of rating agencies’ weaknesses, and they systematically exploited these when designing shadow banking products. They managed to obtain the highest possible rating despite high risks.13 Rating agencies failed to assess the true economic risks of shadow banking products.14
Rating agencies emphasize that their ratings are mere opinions.15 With the implementation of Basel II, however, their opinions became official determinants of banks’ regulatory capital requirements. If the rating for an asset is high, less capital needs to be put up for holding it, and vice versa.
When the financial crisis of 2007–08 hit, the value of shadow banking products fell much faster than was to be expected by their rating. Equity put up by banks for buffering such losses was insufficient. This brought many banks to the brink of bankruptcy and thus threatened to bring down the whole financial system.
Similar to encouraging sophisticated risk-management systems for determining capital requirements, integrating rating agencies into banking regulation turned out to be a bad idea. To make things worse, Basel II had even more unintended consequences. Probably the most problematic one was that Basel II fostered the rise of huge global banks.
Large Banks Benefited from New Rules
The size of large banks has increased dramatically over recent years, and the banking sector has become more concentrated than ever. The number of U.S. banks was almost cut in half from more than 12,000 in 1990 to around 7,000 in 2009. In the United States, the share of the four largest banks in total bank assets increased from about 14% to over 40% from 1992 to 2009.16 Today, a few players dominate the global financial system. Two regulatory measures encouraged this development: deposit insurance and Basel II.
The effect of deposit insurance on the market concentration of banks is an indirect one. In business, and actually in everybody’s life, some projects succeed and some do not. Consequently, some banks fail for a variety of reasons. If they were nonbank companies, they would file for bankruptcy, and life would go on. For banks with insured deposits, however, things look different.
To minimize the costs of dealing with bank failure, the FDIC sometimes merges failing banks with financially healthy banks. This seems to be a good idea, since unwinding all the positions of a bank is costly and implies legal litigation that can go on for years. Organizing a merge with a stable bank alleviates these costs.17 However, if you repeatedly merge failing banks with healthy ones, you inevitably end up with fewer and larger banks.
While deposit insurance led to mergers and, in turn, larger banks, Basel II created a competitive advantage for large banks. Only large banks can afford to set up internal risk-management systems. Hundreds of qualified people such as lawyers, accountants, and quantitative-risk managers are required to calculate capital requirements based on the internal rating approach. Basel II still allowed banks to use a standardized approach that did not require internal risk-management systems. The standardized approach, however, resulted in higher capital requirements.18 As such, Basel II puts tighter restrictions on small banks than on large ones.
In addition, Basel II incentivizes large banks to grow even further because internal risk-management systems create high fixed costs. No matter how many assets a bank holds, it always has to cover these costs. If a bank sets up a risk-management system that effectively saves regulatory capital, every further asset acquired benefits from it. Put simply, once you have managed to exploit some regulatory loopholes, you can use this trick for every additional dollar on your balance sheet.
Amplification of Business Cycles
One more item has to be added to the list of Basel II’s unintended consequences. Basel II approached banking from a microeconomic perspective. Regulators focused on the single bank. The underlying idea was that if individual banks were in sound condition, the banking system as a whole would be in sound condition. Such a microeconomic approach, however, turned out to amplify business cycles and undermine the stability of the financial system in its entirety.19
Internal risk-management models that have been promoted by Basel II use statistical models to determine the capital requirement. Various input parameters are required to calculate the risk weight for a given asset. The four basic input parameters are the probability of default, the loss given default, the exposure at default, and the effective maturity. The higher these parameters are, the higher is credit risk, and, correspondingly, the higher are capital requirements.20
Internal risk-management models typically neither assess default probabilities nor loss given default of borrowers over the whole business cycle, but rather at a particular point in time. During booms, such a model reports low default probabilities, while in a crisis, default probabilities increase. As a result, capital requirements are low in good times and high in bad times.21
At the peak of a boom, shortly before the economy slips into a recession and the capital buffer to absorb losses should be high, the effective capital requirements become lowest. Banks can extend credit on generous terms and expand their balance sheets further. Increased availability of credit and inside money amplifies the boom.
When a crisis hits, however, input parameters start indicating higher credit risk, and effective capital requirements become tighter. Banks deleverage in order to cope with tighter capital requirements. The banking system reduces the supply of credit and inside money. The recession worsens, and input parameters indicate even more credit risk. The previous virtuous circle turns into a vicious one.
A Chronology of the Events
In accordance with the saying “out of sight, out of mind,” some experts were calling the steady economic development since the mid-1980s the great moderation. But shadow banking is just as exposed to banking panics as traditional banking. What happened to traditional banking in 1907 and in the 1930s had to happen eventually to shadow banking. But first things first, the story of the financial crisis of 2007–08 started with an unsustainable boom caused by unregulated shadow banking.
The Shadow Banking Boom …
Recall how shadow banking transforms risky long-term credit into inside money. Loans are originated and then securitized into shadow banking products such as ABSs and CDOs. The shadow banking products are then used either in repo transactions or to back the issuance of ABCPs. Finally, MMMFs buy ABCPs or engage in repos and issue shares that constitute inside money.
Shadow banking—and unregulated banking in general—is highly procyclical. In good times, prices for shadow banking products are stable. Someone is always willing to buy ABSs or CDOs, as one can use them as collateral in a repo to obtain liquidity whenever needed. Price stability makes repo lenders comfortable with requesting lower haircuts. Repo haircuts for many securities fell to 0% during the shadow banking boom. We have noted that repo haircuts play a similar role in the shadow banking sector, as do reserve requirements in traditional banking. Lower haircuts allow more inside money to be created, which, ultimately, fuels the economic boom further.
As we have just discussed, under Basel II, effective capital requirements become less restrictive over the course of an economic boom. Stable prices of shadow banking products, for instance, prompt banks’ internal risk systems to indicate lower credit risk. Banks can then extend more credit with the same amount of equity.
Since trustworthy borrowers have already obtained loans, banks lower their lending standards in order to find new borrowers.22 By repackaging these loans in opaque shadow banking securities such as CDOs and CDO², which have been systematically overrated by rating agencies, shadow banking succeeds to transform even high-risk loans into inside money.23
While inside money expands and credit is granted on generous levels, the real economy is flourishing. Everyone who wants to own a house, buy a car, or take up a student loan can do so. And a lot of people want to do so. People buy houses not only to live in but also to speculate on rising prices. The speculative demand drives real estate prices further up. Rising prices of real estate property, which is used as collateral in mortgage loans, indicates lower credit risk in banks’ internal risk-management systems. Further, rising prices of real estate property positively affect the rating agencies’ credit rating of mortgage-backed securities (MBSs), a subset of ABSs that are backed by mortgage loans. As we know by now, both effects allow for more inside money to be created.
Leads to a Shadow Banking Panic …
Every financial bubble eventually bursts. The U.S. housing bubble burst in 2007 when subprime mortgage borrowers started to default.24 If borrowers whose mortgage loans were structured into an MBS default, the price of these MBSs falls. So do prices of all CDO structures that are linked to the defaulting borrowers. Increasing default rates led to a decline in the prices of MBSs, and CDOs of MBSs, and CDO² of CDOs of MBSs, and CDO³ of CDO² of CDOs of MBSs.
Increasing default rates on mortgages led to a spike in foreclosure rates and an increase in vacant housing units. In turn, the supply overhang on the real estate market led to a decrease in house prices. Since real estate property is used as collateral in mortgage loans, the decline in house prices caused many previously fully secured mortgages to go under water. Consequently, prices of MBSs dropped further, as the collateral no longer protected investors from credit risk.25
Repo lenders started to realize that MBSs were more risky than they appeared to be during the shadow banking boom. In turn, they raised haircuts. Repo borrowers could obtain less money by pledging MBSs as collateral. To compensate for the lost funding sources, repo borrowers had to sell MBSs, further accelerating the fall in prices. A downward spiral characterized by declining collateral prices, rising haircuts, and fire sales of assets started to pick up pace.26
During the early days of the financial crisis of 2007–08, many experts remained confident that non-subprime mortgage markets would remain unaffected.27 They were wrong. The crisis escalated into a panic that gripped the whole financial system. Financial institutions that lost their short-term funding sources had to sell assets on a large scale. The downward spiral of falling prices spilled over to ABSs that were unrelated to subprime mortgages. By the second half of 2007, the panic had already infected large parts of the shadow banking sector. Suddenly, financial institutions tried to get rid of all sorts of shadow banking products.28
Eventually, traditional banks started to face serious problems as well. Repo financing was a major channel for banks to finance their assets. When repo financing dried out due to rising haircuts and decreasing collateral prices, banks had difficulty finding alternative financing sources.
To make things worse, banks came under pressure from their ABCP commitments. Recall that banks provided credit and liquidity guarantees to ABCP conduits that were backed by ABSs. Due to the deteriorating market conditions for ABSs, investors lost their confidence in ABCPs and started to sell them. Sponsoring banks were forced to inject vast amounts of money into the respective ABCP conduits to honor their insurance promises.29
For the first time in the digital age, banking entered full-blown panic mode. The financial crisis of 2007–08 is sometimes referred to as the silent bank run.30 In contrast to earlier banking panics, nobody was lining up in front of banks. The panic spread among money market participants, in particular, banks, MMMFs, hedge funds, and large investors. As repo lenders or ABCP buyers, they withdrew their money electronically by discontinuing rolling over short-term credit.
The consequences of the shadow banking panic, however, were identical to earlier banking panics. A credit crunch followed suit, as companies were no longer able to obtain loans.31 Inside money was destroyed on a large scale, leading to a sharp monetary contraction and a looming threat of deflation.32
… and a Large-Scale Bailout
With the panic starting to threaten the functionality of the financial system, the Fed stepped in as a lender of last resort. The Fed replaced the dried-up liquidity previously provided by shadow banking. It lowered its target for the federal funds rate.33 In addition, the Fed started to lend directly to financial institutions in the shadow banking sector, particularly to broker-dealers such as investment banks. It also extended the maturity of its loans; banks were now allowed to borrow from the Fed for up to 90 days. Furthermore, the collateral standards for the above-mentioned loan facilities were lowered.34
These measures addressed liquidity problems in both traditional and shadow banking, but the panic had already escalated beyond a pure liquidity crisis. The rapid price collapse of ABSs, MBSs, and CDOs hit banks hard, as they kept the most vulnerable tranches of these securities on their books. They suffered staggering losses.35 At this time, banks were operating with razor-thin equity buffers, as they were so successful in minimizing Basel II capital requirements. The threat of insolvency was suddenly looming over many banks. Bear Stearns was one of the first large banks to fail, and regulators organized a merger with J.P. Morgan to avoid a further escalation of the panic.36
Soon after the problem with Bear Stearns was “solved,” another large bank started to stumble: Lehman Brothers. Contrary to Bear Stearns, regulators decided to let Lehman fail. The bankruptcy of Lehman Brothers was a historic turning point. Before the bankruptcy of Lehman, it was beyond imagination that a large investment bank would be unable to fulfill its contractual obligations. After the bankruptcy of Lehman, people suddenly lost trust in all banks.37
This had far-reaching consequences for shadow banking, as banks had sponsored many entities and issued credit and liquidity guarantees to ABCP conduits. MMMFs quickly attracted attention because some of them were holding ABCPs with credit and liquidity insurance from Lehman. No one knew exactly which MMMFs were exposed to Lehman. As a result, money market investors started to panic and ran MMMFs.
In turn, the government had to guarantee all liabilities of MMMFs. This emergency measure was taken despite MMMFs being explicitly carved out from deposit insurance. In addition, the Fed injected further liquidity into the financial system to stop the run on MMMFs. Banking guarantees started to expand to shadow banking: Financial institutions other than banks got access to the lender of last resort, and MMMF shares—the deposits of shadow banking—received full government guarantees.38
Because of the catastrophic events triggered by the bankruptcy of Lehman Brothers, regulators did not dare letting any other large bank fail. The government launched the Troubled Asset Relief Program (TARP). This program allowed the Treasury to buy both bank equity and shadow banking products. By directly buying ABSs and MBSs, prices could be stabilized, and the shadow banking panic was finally brought to a halt.39
The policy measures taken during the financial crisis of 2007–08 were necessary. They prevented a complete collapse of the financial system, which would have ended in disaster. Despite the policy actions taken, the financial crisis still triggered a severe recession, which is now sometimes called the Great Recession. Income fell, and unemployment increased dramatically.
In addition, the policy measures themselves came at significant costs. Government debt, for instance, spiked. Such direct costs have been discussed in great detail. The indirect costs are, however, more fundamental. The massive expansion of government guarantees will likely shape our financial system for decades to come.
NOTES
7 The Financial System after 2008
The large-scale bailout worsened the already dysfunctional state of our financial system. The most disturbing regulatory development is the expansion of government guarantees without accompanying effective regulation. Historically, guarantees were only supposed to apply to deposits of banks. The financial crisis of 2007–08, however, forced regulators to take on a much broader role.
Banking Is Out of Control
Governments and central banks expanded the scope of banking guarantees in two dimensions. First, the guarantees were extended to financial institutions in the shadow banking sector. Just as governments guaranteed inside money created by traditional banking in the first half of the 20th century, they now guarantee inside money created by shadow banking. Second, the guarantees became all-encompassing for large banks. Large banks enjoy, de facto, full protection from insolvency. After Lehman, the bankruptcy of another large financial institution became inconceivable. Such institutions are often called too big to fail.1
Too-Big-To-Fail Institutions Dominate the Financial System
The expression too big to fail became widely known after the FDIC rescued Continental Illinois National Bank and Trust Company in 1984.2 Financial institutions are considered too big to fail if they cannot go bankrupt without triggering massive turmoil in the financial markets. Such a threat deters regulators from forcing a too-big-to-fail institution into bankruptcy. More than 20 years after the rescue of Continental Illinois, the failure of Lehman Brothers forcefully confirmed the existence of the too-big-to-fail issue.
A too-big-to-fail institution enjoys guarantees on all liabilities, not just deposits. Market participants are thus willing to lend money to too-big-to-fail institutions at lower risk premiums. They know their investment is ultimately guaranteed by the government. Lower risk premiums translate into lower funding costs. And lower costs translate into higher profits. We should see these guarantees as what they are: a subsidy for large banks.
We have discussed how current regulations favor large banks. The too-big-to-fail subsidy provides even more of an incentive for banks to become large. Some have estimated an implicit subsidy of $700 billion per year for the 29 most systemically important banks in the world.3 To put this number into perspective: Every human being on this planet hands over $100 to these large banks every year.
Extending guarantees to all liabilities of too-big-to-fail institutions exacerbates moral hazard problems.4 Provided with cheap funding no matter what, lenders have no incentive to monitor too-big-to-fail institutions and to prevent them from taking excessive risks. The longer we live with too-big-to-fail institutions, the more accustomed we become with the notion that all of their liabilities are guaranteed by governments. This situation is analogous to the one with deposit insurance described earlier. Similar to perceiving deposits as risk-free today, we will perceive all forms of debt of too-big-to-fail institutions as (counterparty) risk-free at some point.
Regulators Fail to Restrict Too-Big-To-Fail Institutions
Faced with this situation, regulators did what they have done before. They started to devise and implement more banking regulation. Regulators once more chose capital requirements as their regulatory tool of choice. They updated capital requirements and hoped to discourage too-big-to-fail institutions from taking excessive risks.
The new international effort to fix banking regulation is called Basel III, and it is as doomed to fail as its predecessors were. Basel III barely addresses any of the fundamental problems that we identified earlier. It still builds on internal risk-management models for risk weighting.5 Capital requirements continue to be ridiculously low.6 In addition, Basel III further increases the complexity of banking regulation.7 Finally, shadow banking remains largely untouched; the rules still focus on banks, not on banking.
Some economists who are disappointed with Basel III have argued for a radical increase in capital requirements. Admati and Hellwig gained broad attention with a vociferous call for drastic increases in capital requirements. They propose abandoning sophisticated risk weighting measures and implementing capital requirements of 20% to 30%. Equity ratios of banks were within this range before lender-of-last-resort policies and deposit insurance schemes were implemented.8
Unfortunately, Admati and Hellwig fail to differentiate between banks and banking. They do not offer convincing solutions to the boundary problem. Banks will react to higher capital requirements as they did before. They will migrate banking into the shadows. Furthermore, new financial insitutions will emerge that will create inside money in an obscure way such that they will avoid the high capital requirements proposed by Admati and Hellwig.9
The financial crisis of 2007–08 has proven that an unregulated banking sector can quickly create enough inside money to become systemically relevant. With systemic relevance comes implicit government guarantees and, hence, lower financing costs. This will give unregulated institutions a strong competitive edge over banks, which have to meet the high capital requirements proposed by Admati and Hellwig. At the same time, the systemic relevance will make a bailout necessary in case things turn out bad. We will end up exactly where we are now.
Capital requirements have been the standard response of many economists and politicians. They still want to accompany the carrot of government guarantees with the stick of capital requirements. But over the last 40 years, information technology has turned the stick into a toothpick. Capital requirements no longer work in the digital age.
Institutions that have their liabilities guaranteed by the government will always find ways to circumvent regulation such as capital requirements. It is just too profitable to take excessive risks when your downside is capped. Let us provide you with one example of excessive risk taking that has been fueled by the widespread guarantees for too-big-to-fail institutions: derivatives.
Excessive Risk Taking on the $700 Trillion Derivative Market
Derivatives are as old as financial markets, and many of them serve useful purposes. The defining feature of a derivative is that it derives its value from an underlying asset. Corn futures, for example, derive their value from the price of corn.10 We do not want to dive into an extensive discussion of derivatives. Instead, we want to highlight the crucial relationship between derivatives and too-big-to-fail institutions.
Too-big-to-fail institutions can use derivatives to pursue tail-risk strategies. A tail risk is supposed to be very unlikely—that is, it lies in the tails of the underlying probability distribution. Such strategies yield positive returns in normal times at the expense of huge losses in case of a tail event.11
With tail-risk strategies and government guarantees in place, traders, managers, and bank owners receive the positive returns in good times, whereas government has to enter the scene if things turn out bad. Hence, taxpayers eventually shoulder the huge tail-event loss. Derivative tail-risk strategies contributed to the stellar banking profits during the “golden age of finance” between 1990 and 2007.12
American Insurance Group (AIG), a large insurance company, is a well-known example of a company having pursued a tail-risk strategy using derivatives. AIG sold a type of derivative called a credit default swap (CDS). A CDS insures against the default of a particular security. The CDSs issued by AIG insured holders of CDOs, in particular, CDOs having subprime MBSs as underlying securities. Such a CDS pays out the resulting loss should the underlying CDO default. Remember that the CDO is itself created out of MBSs, which have again bundled countless mortgages together. In short, such a CDS issued by AIG ultimately derived its value from the ability of thousands of homeowners to service their mortgage loans.
AIG insured a notional amount of more than $500 billion of subprime mortgage securities in the wake of the financial crisis of 2007–08. The tail-risk strategy was very simple: Sell insurance and cross your fingers that you will never have to deliver on your promise. When the tail event occurred—the financial crisis of 2007–08—AIG went bankrupt within one year. The equity was insufficient to cover all the losses incurred. After the experience with the collapse of Lehman, the government stepped in and bailed out AIG to prevent further stress on financial markets. AIG received almost $200 billion of temporary government support.13
The example of AIG demonstrates the basic principles of derivative tail-risk strategies. AIG was only able to deliver on its promise because the U.S. government stepped in. Buyers bought derivatives from AIG knowing that the government would ultimately get involved if AIG faced serious trouble. Implicit government guarantees allowed derivative market participants to largely ignore counterparty risk.14
Counterparty risk is the possibility of a counterparty in a contract going bankrupt and thus not being able to fulfill its obligation; it is a form of credit risk. Most derivatives feature counterparty risk. If the seller of a derivative goes bankrupt, the derivative becomes worthless.15
To mitigate counterparty risk, buyers request collateral from sellers. Both buyer and seller agree on how to value the derivative contract on an ongoing basis. Then, the seller—for example, AIG—posts the corresponding collateral. If the seller defaults, the derivative transaction is unwound at the agreed-on value, and the buyer can sell the collateral to get her money.16
It thus seems that counterparty risk should not be much of an issue in derivatives trading and that government guarantees were of no significance. This is not the case. Even by calculating the market value daily and posting collateral accordingly, the buyer can never eliminate counterparty risk completely.
An example clarifies this. Assume that you hold a CDO. To be insured against losses, you buy a CDS on your CDO. This CDS is collateralized by some security. Suppose the seller of your CDS protection defaulted. At this moment, you receive the collateral, but you still own the original CDO. Since you wanted to be protected before, you are not happy with holding the collateral instead of the protection. So you try to find someone else who will sell you a CDS. But as the initial CDS issuer was likely a large financial institution, its failure will cause stress on the whole financial system. Such a situation makes it very difficult, if not impossible, to find a new counterparty that is willing to sell another CDS to you. It is not possible to remove this sort of systemic counterparty risk—that is, replacement risk—with collateral. Only government guarantees completely eliminate it.17
Most institutions selling derivatives are too big to fail. The banks who bought CDSs from AIG knew that the government would step in if AIG ran into trouble. They did not worry too much about counterparty risk. If market participants had to take into account the systemic part of counterparty risk, many derivatives would no longer be attractive.
At the moment, there are derivatives not only for credit default protection but also for interest rates, currencies, commodities, and equity shares. The outstanding notional amount of derivatives at the end of 2013 was estimated to be $710 trillion.18 This is more than 10 times the global gross domestic product (GDP)—that is, more than the value of all final goods and services produced over 10 years on our planet. The outstanding notional amount of derivatives has multiplied several times since 2000. Eventually, another derivative counterparty will have to be bailed out. Considering the fact that AIG only had $500 billion notional amount of CDSs outstanding—which is less than 0.1% of the total outstanding notional amount of derivatives—the next bailout could dwarf any bailout we have seen so far.
With government guaranteeing all liabilities of too-big-to-fail institutions, the stage has been set for a huge derivatives’ market. Massively extended government guarantees provide an incentive for excessive risk taking, while banking regulation fails to effectively restrict banking institutions from taking these risks. Banking is out of control.
Central Banks Are Losing Control
While banking got out of control, central banks were losing control. Central banks increasingly struggle with banking in the digital age. Their conventional tools to conduct monetary policy were designed in the industrial age, when traditional banking dominated. The rise of shadow banking has undermined the efficacy of conventional monetary policy.
Conventional Monetary Policy and Shadow Banking
In a banking system, money is first and foremost inside money. The supply of both outside and inside money affects the price level. As such, monetary policy, which is concerned with price stability, is mainly about influencing inside money creation. Central banks cannot directly control inside money creation. They have to use tools that exert influence on inside money creation via monetary transmission channels.19
Conventional monetary policy is closely tied to banks and their demand for central bank reserves. Banks hold a fraction of their assets in central bank reserves to meet depositors’ withdrawal requests, settle payments with other banks, and fulfill legal reserve requirements. The central bank influences inside money creation by changing the amount of available central bank reserves. If it buys government securities against central bank reserves in open market operations, it increases the amount of available reserves, and vice versa.20
On the federal funds market, banks lend central bank reserves to each other overnight. The federal funds rate is the interest rate banks charge each other for lending central bank reserves. If the central bank increases the amount of available reserves, the federal funds rate tends to fall. Likewise, if the central bank decreases available reserves, the federal funds rate tends to rise. The Fed announces a target for the federal funds rate and conducts its open market operations accordingly.21
The federal funds rate, however, has no direct effect on shadow banking. In the run up to the financial crisis of 2007–08, inside money created within the shadow banking sector has significantly contributed to the money supply.22 Key determinants of inside money creation within the shadow banking sector are, among others, asset prices, asset price volatility, collateral quality, and repo haircuts. Open market operations and other conventional monetary policy tools have no direct impact on these determinants. With the digital revolution, conventional monetary policy lost much of its previous influence on inside money creation.23
Central banks were unable to counter the unsustainable shadow banking boom. The steady increase of the target for the federal funds rate from 1% in 2004 to 5% at the beginning of 2007 did not curb lending activity in the shadow banking sector. The Fed could not dampen the massive expansion of inside money.24 Neither could the Fed prevent the drastic contraction of inside money when the crisis finally hit. The federal funds rate was lowered until it hit its lower bound of 0% in 2009. By hitting the so-called zero lower bound, the difficulties for central banks to conduct monetary policy increased further.
The Zero Lower Bound
Central banks cannot induce a federal funds rate below 0%. Recall that the federal funds rate is the interest banks charge when lending reserves to each other. If the federal funds rate were negative, a bank that would lend central bank reserves today would receive back less of it tomorrow. In turn, banks would start hoarding central bank reserves and stop lending them. To prevent such behavior, the central bank would need to charge banks’ negative interest on their reserve holdings. If it did so, however, banks could exchange the reserves into cash. Since cash does not feature a negative interest, banks would stop holding central bank reserves and instead just hold cash. Cash—that is, physical currency—implies a zero lower bound on nominal interest rates.25
With the federal funds rate at zero, banks can obtain central bank reserves on the federal funds market without paying interest for them. Banks are no longer liquidity constrained, and legal reserve requirements are no longer restricting them in granting loans and creating money. Still, they refrain from doing so.
In the aftermath of the financial crisis of 2007–08, it was not the availability of central bank reserves that inhibited inside money creation. Remember that banks are not only restricted in their ability to create money by legal reserve requirements on the asset side of their balance sheet, but also by capital requirements on the liability side. The crisis had destroyed much of banks’ equity. To restore their equity after the crisis, banks had to reduce lending activities and deleverage—that is, contract their balance sheets.
Although the Fed lowered its target for the federal funds rate to 0%, traditional banks continued to deleverage and did not offset the drop in inside money previously provided by shadow banking. The money supply, which is both outside and inside money taken together, decreased during and after the financial crisis of 2007–08. Conventional monetary policy was exhausted.
The situation in which conventional monetary policy fails to stimulate lending at the zero lower bound is sometimes called a liquidity trap. The situation can become worse if prices start to fall, that is, with deflation. Holding outside money yields a positive real return when prices fall. Even if people hoard money, they are able to buy more goods and services with the hoarded money in the future than today. Hoarding money curbs both credit and spending. Inside money creation is inhibited and deflationary tendencies are fostered.
Unconventional Monetary Policy
The economy could have entered a deflationary spiral similar to that of the Great Depression if central banks had restricted themselves to conventional monetary policy. Central banks were well aware of this threat and quickly resorted to unconventional monetary policy tools when the crisis started to escalate. The Fed, for instance, tried to replace the evaporated inside money by increasing the amount of outside money. Recall that in a fiat monetary regime, central banks can create outside money at their discretion. After the financial crisis of 2007–08, the Fed bought large amounts of shadow banking products and government debt with newly created central bank reserves. This course of action is called quantitative easing.
On the one hand, unconventional monetary policy measures—such as quantitative easing—prevented the economy from falling into a deflationary spiral. On the other hand, central banks’ balance sheets expanded to unprecedented levels. The Fed’s balance sheet, for instance, expanded from $0.9 trillion in September 2008 to $2.2 trillion in November 2008. By the end of 2013, six years after the crisis started, the Fed is in the third round of quantitative easing, and its balance sheet has further grown to $4 trillion.26
The amount of outside money has more than tripled since 2007. Central banks all over the world have broadened their activities and increased the size of their balance sheets. While deflation was avoided, these drastic measures did not kick-start lending or revive inside money creation. They have only allowed for a sluggish recovery so far.
Contrary to conventional monetary policy, unconventional monetary policy induced central banks to buy and hold privately issued credit. By buying assets on such a large scale, central banks affect prices; that is, they exert considerable influence on the distribution of wealth in the economy. The large-scale purchase of MBSs, for example, creates an upward push on their prices. In this case, holders of MBSs were the beneficiaries of the central bank intervention.27
Central banks have also bought substantial amounts of government debt to lower interest rates. While central banks officially targeted an increase in the money supply with these purchases, they also helped governments finance their deficits. Unconventional monetary policy has blurred the distinction between monetary policy and fiscal policy.28
Politicization of Central Banks
Although the distinction between fiscal and monetary policy could be dismissed as an issue of interest for academics only, in reality it is not. How a central bank allocates its resources has redistributive effects, both within the private sector and between the private and the public sector. The larger the central bank’s balance sheet is, the more wealth is redistributed.
Central banks’ potential in redistributing wealth and their role in bank bailouts have increased their political power. The public correctly perceives central banks as powerful actors in economic policy. Consequently, central banks have started to attract political pressure. Central banks’ increase in power and discretion endangers their independence.29
Many governments are running large and unsustainable fiscal deficits to cover bailout costs and absorb the effects of the financial crisis of 2007–08. Politicians increasingly try to influence monetary policy to avoid hard choices such as reducing government spending or hiking taxes. Public deficits together with fading central bank independence within an unconstrained fiat monetary regime carry the risk of inflation. If taken too far, this course of action could lead to a complete breakdown of the financial system.30
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PART THREE
A Financial System
for the Digital Age
8 Banking Is No Longer Needed
Part One of this book was about the merits and problems of banking in the industrial age. In Part Two, we showed how banking got out of control in the digital age. The disruptive effects of information technology on a banking system culminated in the financial crisis of 2007–08. Information technology was the game changer that made the boundary problem insurmountable. But merely pointing out the flaws of the current banking system is not enough. In this part, we change perspective and turn to the new possibilities that the digital revolution has opened up. We deliver on our promise and present a proposal to restore a functioning financial system.
Our proposal is unique because it embraces the digital age. It systematically takes the creative effects of information technology into account, without falling victim to its disruptive ones. Again, note that we will not discuss the transition from the current banking system to the financial system we envision. Before discussing how to get there, we first need to demonstrate that the destination is the right one: a financial system without banking.
What exactly do we mean by a financial system without banking? Recall that banking is the creation of money out of credit. Not all activities undertaken by banks qualify as banking, and banking is not only undertaken by banks. A financial system without banking is a financial system without inside money. It does not imply a financial system without financial institutions that provide payment services, advice on investments, and asset management. There will also be financial institutions that process loan applications and offer access to capital markets for companies.
The difference between a financial system with and without banking will materialize on the systemic level. In this chapter, we walk through the banking functions that we considered essential in the industrial age and explain why we no longer need banking. Nowadays, a financial system can bridge the mismatched needs of borrowers and lenders, address information asymmetries, and provide convenient payment services without resorting to banking.
Changing the “wiring” of our financial system barely affects the “interface”—that is, how households and borrowers access financial services. Handling financial affairs without banking will remain as convenient for households and borrowers as it currently is with banking. We illustrate how financial affairs can be handled in a financial system without banking with a stylized example at the end of this chapter.
In the remainder of Part Three, we elaborate on a blueprint for a financial system without banking. In particular, we discuss how we can prevent the reappearance of banking, how we need to change monetary policy in a world without inside money, and how these changes will affect the economy in general. First of all, however, let us start with demonstrating that banking is indeed no longer needed to match borrowers and lenders.
Pooling and Risk Diversification
Remember how lenders and borrowers differ in their needs regarding loan size and credit risk. On the one hand, businesses prefer large loans to finance expensive machinery and equipment for risky activities. Households that save money, on the other hand, cannot provide borrowers with such large loans. In addition, they are usually risk-averse. Households do not want to tie their financial existence to a single borrower.
Banking institutions overcome this mismatch as financial intermediaries. Financial intermediaries use an intermediating balance sheet for their activities. Traditional banks, for instance, hold many small-denominated deposits on the liability side and a diversified portfolio of loans on the asset side.
An intermediating balance sheet does not necessarily lead to banking, that is, the creation of money out of credit. For example, mutual funds are nonbanking financial intermediaries. They pool savings from many households and hold a diversified portfolio of financial assets. The difference between mutual funds and banks is the structure of the liability side. Banks issue equity and deposits. Mutual funds issue only equity shares, which fluctuate in value and, hence, do not constitute inside money.1
Lending can also take place without financial intermediation. We speak of disintermediated lending if lenders and borrowers establish direct-credit relationships. Our use of the term disintermediated lending differs from that of others who consider securitization as a form of it. Since securitization takes place on one or more intermediating balance sheets, it should not be subsumed under disintermediated lending.2
Without an intermediating balance sheet, pooling and risk diversification require both borrowers and lenders to enter into a large number of credit relationships. A particular borrower has to pool savings from numerous lenders to be able to fund large investments, and a particular lender has to lend to numerous borrowers to diversify credit risk.
In the industrial age, only governments, large companies, and institutional investors could participate in disintermediated lending. Governments have issued government bonds, and large companies have issued corporate bonds. Corporate bonds are standardized credit contracts that usually promise to repay their notional amount at maturity and regular interest payments in between. Even though only few companies participate in the corporate bond market, it matters. In 2011, its capitalization was 92% of GDP in the United States. This number is larger than the total amount of bank deposits at that time, which was 81% of GDP.3
Corporate bonds are usually issued in denominations of $1,000 or even more. Such large denominations make it difficult for the average household to compose a bond portfolio with adequate risk diversification. Disintermediated lending inhibits risk diversification if the denomination of credit contracts is too large.
One constraint for small denominations is given by technology. In the industrial age, large denominations of corporate bonds were useful, as it made a difference whether a payment had to be processed for a thousand or a million different lenders. This is no longer the case. Information technology relaxed the limits on the number of credit relationships a borrower or lender can manage.
In the digital age, credit contracts can be issued with very small denominations. Disintermediated lending can provide for the same risk diversification as financial intermediaries do. The same reasoning applies for pooling; borrowers can maintain a credit relationship with a large number of lenders. Financial intermediation by banking is no longer required for risk diversification and pooling.
Note that disintermediated lending does not require households to become financial experts and spend time managing a portfolio of several thousand credit contracts. Financial institutions will offer financial advice for households and manage financial affairs. At the end of this chapter, we illustrate with an example how the finances of households and businesses can be managed without banking.
Peer-to-peer lending platforms demonstrate that disintermediated lending allows pooling and risk diversification for households and small businesses. Peer-to-peer lending is relatively new and still of minor quantitative relevance, but it is growing strongly. Households can split their savings into tiny amounts and lend it across thousands of borrowers. At the same time, small businesses and individuals can pool funds from thousands of lenders.4
Addressing Information Asymmetries and Conflicts of Interest
How can lenders be confident that the borrowers they lent money to actually pay interest and return the full notional amount at maturity? Back in Part One, we identified information asymmetries as a problem arising with credit. Borrowers usually know more than lenders what gives rise to moral hazard. By monitoring borrowers, lenders can mitigate the problems arising from information asymmetries.
Lenders using disintermediated lending channels cannot monitor borrowers themselves. Risk diversification would require a lender to monitor thousands of borrowers. Pooling would further require the lender to coordinate monitoring with thousands of other lenders. The coordination effort and free-riding problems among different lenders precludes lenders from individually monitoring borrowers.
As a result, borrowers usually delegate monitoring to a third party, a delegated monitor. In the case of peer-to-peer lending, for instance, the lending platform operator acts as the delegated monitor. This operator monitors borrowers and starts to chase them if they fall behind their repayment schedule.5
Dealing with Conflicts of Interest in Banking and Disintermediated Lending
Has a delegated monitor such as a peer-to-peer lending platform the right incentives to monitor borrowers properly? A delegated monitor has no skin in the game: The monitor’s money is not on the line if the borrower defaults. The lenders take all the losses. A conflict of interest arises between lenders and the delegated monitor, and it is not clear from the outset whether monitoring can indeed be delegated in such a way.6
At first glance, the series of events during the financial crisis of 2007–08 seem to confirm concerns regarding delegated monitors that have no “skin in the game.” A popular narrative suggests that securitization—that is, banks moving loans from their balance sheet to the balance sheet of an SPV—played a central role in the crisis because it weakened the lending standards of banks. Securitization supposedly allowed banks to offload credit risks, so they no longer had an incentive to carefully monitor borrowers.
This story is intuitive, but flawed. Recall that the main rationale for securitization was regulatory capital arbitrage, not to offload credit risk from banks to unwitting investors. Banks usually kept the riskiest tranches of the SPV on their own balance sheet, and they provided liquidity and credit guarantees to ABCPs holding ABSs. Most credit risk remained with the sponsoring banks, and they suffered heavy losses during the financial crisis of 2007–08. Banks used securitization to circumvent banking regulations. Securitization and lower lending standards exposed banks themselves to credit risk.7
The financial crisis of 2007–08 unveiled, however, conflicts of interests on behalf of credit rating agencies. These conflicts of interest materialized in the flawed ratings of shadow banking products. The failure of rating agencies does not, though, undermine the viability of disintermediated lending. As we noted, securitization is not disintermediated lending.
Rating agencies did such a poor job in rating shadow banking products because these products were deliberately designed to be opaque; no one could assess the monitoring standards of the ultimate loans backing these products before it was too late. Rating agencies have systemically overrated complex products such as CDO², which ultimately derive their value from thousands of loans to thousands of borrowers. Delegated monitoring in a banking model does not work.8
Delegating monitoring in a disintermediated lending model, however, is a different story. It implies that a single loan to a single borrower is rated. Assessing individual credit risk is much easier than assessing the risk of a shadow banking product—both for the delegated monitor and for the lender.
Corporate bonds exemplify this fact. Rating agencies have not been willing to put their reputations at risk by using generous ratings to increase their revenues. Indeed, rating agencies did well over the past century in rating corporate bonds. Corporate bond markets have passed the test of time and apparently work. If disintermediated lending did not work, bond lenders would have lost money for decades and would have abandoned corporate bond markets a long time ago.9
While corporate bond markets show that the conflicts of interests with delegated monitors can be successfully addressed, information technology further enhances the viability of disintermediated lending. The digital revolution allows to get an even better grip on the conflict of interest between lenders and delegated monitors. As the name already indicates, information technology transforms the way we can handle information asymmetries.
How the Digital Revolution Enhances Monitoring and Mitigates Conflicts of Interest
In the industrial age, monitoring was a personal affair. Credit officers at banks established long-standing relationships with their borrowers and based their lending decisions mainly on soft information. They relied on personal interactions with borrowers to assess whether they were trustworthy. Subjective factors such as honesty, competency, or trustworthiness were critical in the credit officers’ lending decisions.
Soft information is hard to communicate. It is difficult to objectively describe the perceived feeling of a credit officer about the trustworthiness of a borrower. In contrast, hard information—such as income reports or balance sheets—is quantifiable and verifiable. If delegated monitors collect hard information about borrowers to calculate their credit ratings, third parties and lenders will be in a position to assess monitoring standards.10
Hard information allows lenders to spot delegated monitors with poor monitoring standards by comparing them with other delegated monitors even before loans have to be repaid. This way, delegated monitors with poor lending standards quickly suffer reputation damage. The conflict of interest between them and lenders is greatly mitigated.11
One reason delegated monitoring in corporate bond markets has worked so well is the abundance of hard information. Companies issuing corporate bonds conduct financial reporting. They publish periodic income statements and balance sheets. These reports have to be audited from an independent third party. Financial reporting provides hard information. Lenders can assess the performance and the financial health of a company independently. In turn, rating agencies refrained from attaching overoptimistic ratings to companies issuing corporate bonds. They would have quickly suffered reputation damage if they had done so. Financial reporting helped overcome the conflict of interest between bond lenders and rating agencies.
Financial reporting, however, is not feasible for small businesses and individuals. It is too expensive. Sarah operating her coffee roasting business, for instance, cannot afford to regularly publish detailed and audited financial statements. Fortunately, financial reporting is not the only way to produce hard information about credit risks.
In the 1960s, when credit cards became widespread, credit officers at banks started to use credit scoring. Credit scoring is the application of statistical methods to a range of quantitative information such as payment history, income statistics, and many more. Credit scoring requires information technology to efficiently collect the data required as input. Moreover, the statistical methods to extract meaningful information about credit risk require computational power that has not been available before the digital revolution.12
Credit scoring has proven superior to the relationship-based methods of credit officers.13 Over time, credit scoring has been applied to all sorts of consumer credit markets, such as car financing or mortgage lending. In the 1990s, banks started to apply credit scoring to small businesses, for which soft information was typically considered most important. Credit scoring applied to small businesses turned out to be a success story, too. With the abundance of hard information, banks are relying less and less on soft information.14
Given that hard information is now available for all credit segments from consumer loans to small and large businesses loans, disintermediated lending has become viable for all sorts of borrowers. As with corporate bonds, the increased availability of hard information mitigates the conflict of interest between lenders and delegated monitors. The relationship lending model of traditional banking has lost its special role in addressing information asymmetries in credit.
The digital revolution fosters the viability of disintermediated lending in yet another way. The Internet puts lenders in an even better position to assess and compare delegated monitors. Information about monitoring standards is aggregated, processed, and distributed better and more cost-efficiently than ever before. This greatly enhances the use of hard information to assess the performance of delegated monitors.
Some peer-to-peer lending platforms, for instance, provide data on ex post loan performance, the applied credit scoring models, and the inputs used for these models. It is only a matter of time until third parties systematically collect this information and publish detailed statistics on online platforms to compare delegated monitors. Lenders will have convenient access to the latest statistics on how well delegated monitors are doing in monitoring borrowers. A decrease in monitoring standards will quickly spread and damage the reputation of a delegated monitor. The reputation effect has become decisive in the digital age.
What we envision for financial services is already a reality in many other sectors of our economy. Information technology has revolutionized the way we manage information asymmetries. Service providers of any sort are continuously monitored and rated on the Internet. Some online platforms, for instance, have successfully addressed the information asymmetries between previously uninformed travelers and local service providers such as restaurants, hotels, and car rental companies.15
Many established business models to overcome information asymmetries have been revised or abandoned with the rise of information technology. In the case of traveling services, both traditional travel agencies and travel guide books have been increasingly displaced by their digital counterparts. Similarly, banks’ relationship lending, which was based on soft information, has become outdated. In the digital age, banking has ceased to add special value in addressing information asymmetries and conflicts of interests.
Liquidity Provision and Payment Services
So far, we have not discussed how to replace banks in providing liquidity and payment services. Having a bank deposit has an advantage over holding a corporate bond or a peer-to-peer loan. A depositor can walk to an ATM at any time and convert the deposit into outside money. We called this feature contractual liquidity. Both a corporate bond and a peer-to-peer loan, in contrast, have a fixed maturity. You cannot go to the borrower and demand conversion into money before the maturity date.
The Rise of Market Liquidity
The promise of contractual liquidity is part of the asset transformation with which banks address the mismatch between lenders and borrowers. Lenders desire liquidity to react flexibly should unexpected expenses arise, and borrowers usually prefer long-term loans for their activities. By offering contractual liquidity, banking institutions provide liquidity insurance for lenders while enabling long-term loans for borrowers.
Contractual liquidity, however, can be substituted by market liquidity. Corporate bonds, for instance, have been traded on secondary markets for a long time. Lenders were able to access liquidity by selling the bonds to other potential lenders. Market liquidity prevented lenders in corporate bond markets from being locked into long-term credit relationships.16
In the industrial age, market liquidity was an imperfect substitute for contractual liquidity. Information asymmetries between sellers and potential buyers for most forms of credit were large. Sellers usually knew more about the underlying quality of credit contracts. As such, potential buyers were reluctant to trade. In other words, sellers possessed insider information. The resulting threat of insider trading prevented the emergence of liquid secondary markets.17
With monitoring based on soft information, potential buyers find it hard to assess the quality of a loan offered on a market and must assume that the seller knows more about it. We have just discussed how information technology led to a shift to monitoring based on hard information. This development also enhances liquidity on secondary credit markets because it mitigates the problem of insider trading.
Financial reporting and public disclosure requirements by issuers of corporate bonds, for instance, reduce the probability that some market participants have insider information. Similarly, peer-to-peer platform operators can achieve the same by publicly disclosing credit scoring results and other price relevant information. This enables potential buyers to independently compare the quality of loans on secondary markets. Transparency reduces information asymmetries between sellers and potential buyers on secondary credit markets.18
Peer-to-peer platform operators can take further measures to prevent insider trading. They can impose position limits that restrict the exposure one single lender is allowed to have to one single borrower, which lowers the potential gains from trading on insider information. Furthermore, they can technically inhibit lenders from selling specific loans by only allowing the placement of orders for loans with a certain credit risk and maturity profile. With such a setup, a seller cannot determine which individual loans to sell and, hence, is not able to trade on insider information.
Information technology contributes to market liquidity not only by mitigating insider trading, but also by allowing for virtual marketplaces. Virtual marketplaces have increased market liquidity for all goods and services, even for highly specific and nonstandardized goods. Let us illustrate this with an example in the nonfinancial world. Imagine that you move into a new apartment. You own a valuable antique Victorian oil lamp, but there is no place for it in your new apartment. What should you do? Well, you could sell it on an online auction website. Your chances are good that you can sell your lamp within a reasonable time period at a fair price.19
Now imagine your grandma was in the same situation 50 years ago. Back then, she could not sell it online. Maybe she asked her friends and relatives whether they wished to own a Victorian oil lamp, or she went to a thrift shop nearby. Presumably, the people she could reach over these two channels were not in desperate need for such a specific type of lamp. The market liquidity of Victorian oil lamps was very low, and chances were high that grandma sold the lamp at a far worse price than you would today.
Virtual marketplaces have increased the market liquidity of Victorian oil lamps. Why is this? First, virtual marketplaces do not require simultaneous physical presence of market participants. Participants all over the world can participate in the same virtual marketplace at negligible costs. As such, virtual marketplaces pool more market participants than their physical counterparts. Lower search frictions make it much easier to find interested buyers and sellers for a particular item.20
Second, virtual marketplaces increase transparency. Virtual order books show the willingness of market participants to sell and buy, given a certain price. Moreover, virtual marketplaces often implement electronic reporting about the volumes and the prices of previous trades. Ready access to this market information facilitates both the search for a trading counterparty and the pricing process. Transaction costs are reduced, and market liquidity is enhanced further.21
While all sorts of goods and services are traded on virtual marketplaces today, financial assets are particularly well suited to be traded on such markets because they are virtual themselves. Unsurprisingly, many financial assets are already traded on virtual marketplaces. Exchange-traded funds (ETFs) are one example, and they feature particularly low transaction costs.22 Furthermore, while not being traded fully electronically yet, bond markets have adopted features of virtual marketplaces. Strengthening electronic reporting in corporate bond markets, for instance, halved transaction costs to the range of 0.05% to 0.08%.23
Most peer-to-peer platform operators have established virtual marketplaces on which lenders can sell peer-to-peer credit contracts before maturity.24 Other peer-to-peer lending platforms have an agreement with a third party to organize a common virtual marketplace for peer-to-peer loan contracts of different platform operators.25 At the moment, these markets are tiny and market liquidity is low. With more market participants and higher trading volumes, however, market liquidity is set to reach levels seen on other virtual marketplaces for financial assets.
Payment Systems for the Digital Age
In the digital age, market liquidity has become a viable substitute for contractual liquidity. But banking institutions also offer payment services. Let us be clear about the difference between payment services and liquidity. Liquidity is the ability to convert any asset to outside money. Withdrawing cash from your deposit at an ATM is equivalent to accessing contractual liquidity; selling an asset on a market is equivalent to accessing market liquidity. Payment services, on the other hand, are about transferring money—be it inside or outside money. Transferring money from one deposit to another one is equivalent to using banks’ payment services.26
We discussed how banks provide an accounting system of exchange that allows for payments with simple accounting entries. The virtual nature of inside money was the reason banks could offer such convenient payment services. The accounting system of exchange allowed people to trade goods and services without having to meet physically, a crucial advantage over using cash. Clearing of payments by banks was important in the industrial age.
Nevertheless, the accounting system of exchange is not unique to banking. Recall our example from Part One: Sittah and Nathan made use of convenient payment services provided by a custodian, Bonafides. No banking—that is, the creation of money out of credit—is needed for this. Every custodian can offer payment services to her customers. Indeed, payment services are also provided by nonbanking companies today.27
While banking was never necessary for payment services, information technology has brought forth another possibility to make payments conveniently: digital currencies. Digital currencies are virtual outside money. As with using banks’ accounting system of exchange, using digital currency as a medium of exchange does not require counterparties to meet physically.
Digital currencies are still in their infancy. But they already feature lower transaction costs than today’s accounting system of exchange operated by banks. Whether we use traditional payment services offered by nonbanking companies or we use digital currency, the result remains: We do not need banking to operate an efficient payment system.28
One last issue remains. Banks combine payment services and contractual liquidity in a convenient way. Depositors can access liquidity and process payments in one simple step, for example, by paying with a debit card. Without banking, it seems that two steps are required. First, one needs to sell credit on secondary markets to obtain money. Second, one needs to transfer money to the recipient. Do we have to sacrifice convenience without banking?
The answer is again no. People will not have to manually sell credit contracts if they need outside money for payments. Nonbanking financial institutions such as peer-to-peer lending platforms will provide trading algorithms.
Trading algorithms automate buying and selling decisions and facilitate the access to market liquidity. As with peer-to-peer lending, trading algorithms have already been used in practice. Investment banks, for instance, use trading algorithms to manage the client order flow in foreign exchange or equity markets.29
Handling Financial Affairs without Banking
We argued that the difference between a banking system and a financial system without banking concerns the “wiring” rather than the “interface.” We have explained how the wiring can be done in a financial system without banking by using information technology. Let us now convince you that the interface will stay as simple as it is today. To illustrate how little the end of banking would be felt by households and nonfinancial companies, we continue our example with Sarah and her coffee roasting business in the digital age without banking.
Financial Services for Lenders
Let us assume that Sarah has been a successful coffee roaster. She has made decent profits and put some money aside. Instead of having her savings and financial affairs managed by Alex, the banker, she now relies on Jacob, a financial advisor. Jacob does not offer her a deposit, but a custody account as a hub for payments and investments.
As in the old days with Alex, Sarah has an initial meeting with Jacob. They work out an investment plan together that fits Sarah’s risk profile. She is rather risk-averse, so Jacob makes sure that most of her savings are invested in financial assets—such as peer-to-peer loans—with low credit risk, short times to maturity, and high market liquidity. In addition, he diversifies her savings and does not invest more than one cent in a single borrower.
Of course, just as was the case when opening a bank deposit before the introduction of government guarantees, investing still bears some risk. The future is never known, and investment projects sometimes turn out badly. A portfolio of credit always fluctuates slightly in value. In particular, Sarah will lose money on her investment in credit contracts if a borrower defaults. But the risk is well diversified and outweighed by the interest she earns.
After the initial meeting, Sarah obtains an account number and a payment card. She can pay money in her account and make payments at shops with her payment card; both feels virtually identical for Sarah as in the old days when she used a bank deposit. In other words, the interface did not change.
The wiring behind, however, has changed. Jacob has developed trading algorithms that support his handling of Sarah’s payments and investments. First, trading algorithms automatically invest money according to her investment needs. As soon as Sarah puts money into her custody account, trading algorithms start skimming through financial markets all around the world to identify and act on suitable buying opportunities.
Second, Jacob’s trading algorithms allow Sarah to pay with her payment card. As soon as Sarah swipes her card, trading algorithms sell financial assets to raise money for her to pay for her shopping items. Jacob will optimize Sarah’s money holdings to her liquidity needs so that for small purchases, it will not be necessary to sell financial assets. The money from Sarah’s custody account is then wired to the custody account of the shop owner. All these steps happen within a matter of seconds while the shop owner is bagging Sarah’s purchase.
In summary, Jacob makes it attractive for Sarah to invest her money in credit. Sarah carries only low and well-diversified risks, she can earn interest, and she stays flexible when facing unexpected expenses. After paying Jacob for all his services, she will likely enjoy a positive return. Thanks to information technology, credit can flourish without resorting to banking.
In contrast to banking, however, Sarah does not have to fear any losses if Jacob defaults. Back in the old days, Sarah was always worried that Alex would go bankrupt. She knew that in this case, she would suffer losses and lose access to her savings. With Jacob the custodian, things are different. Jacob only safe-keeps Sarah’s money and financial assets. Her savings are not affected by a default of Jacob. Jacob has even made provisions that Sarah can immediately access her savings if he can no longer continue his operations.30
Financial Services for Borrowers
So far, we have illustrated that the interface for a saving household barely changes without banking. Let us now take the perspective of a borrower. Assume that Sarah wants to expand her coffee roasting business for which she would need a loan. Her first point of reference is again Jacob, her financial advisor. Jacob offers custody, investment, and payment services, but he cannot offer her a loan. Therefore, he forwards Sarah’s loan application to several peer-to-peer lending platforms.
Ethan is the operator of one of the peer-to-peer lending platforms that receives Sarah’s loan application. Ethan earns a fee for every loan he underwrites and, hence, might have an incentive to turn a blind eye if a borrower is not trustworthy. Over the years, however, his peer-to-peer platform has built a valuable reputation. He is ranked consistently high on the websites that publish statistics on the performance of peer-to-peer lending platforms. This attracts many households who are looking for safe investment opportunities, as well as many creditworthy borrowers who are looking for affordable loans. It is in Ethan’s interest to maintain high standards when assessing Sarah’s loan application. He will earn more money in the long term if he resists the temptation to give favorable ratings just to raise profits for a little while.
Therefore, Ethan tries to assess the credit risk as accurately as possible. Similarly to credit officers at today's banks, he uses a credit-scoring model that he developed and calibrated over the years. He feeds the model with the information he received from Sarah’s loan application and any further data she provides. The scoring model calculates Sarah’s credit risk and estimates the interest rate she has to pay for the loan. Ethan then provides this information as a listing offer to Sarah.
It turns out that Ethan provided the most competitive offer, so Sarah decides to obtain a loan through him. Jacob notifies Ethan about Sarah’s decision, and Ethan lists the loan on his platform. Lenders around the world bid for lending money to Sarah. When the auction closes, Ethan’s platform invoices the money from the lenders and transfers it to Sarah’s custody account at Jacob. Sarah is now ready to expand her business.
Sarah no longer needs banking to obtain a loan. Also in her role as a borrower, Sarah’s interface barely changed. She filled out a loan application, handed it in to her point of contact for financial affairs, and received an offer. The wiring, however, was different. Jacob, her point of contact, did not grant the loan, and neither did Ethan. The loan was granted by thousands of lenders. Information asymmetries and conflicts of interests are addressed in a new way.
Our example with Sarah illustrates that, in the digital age, financial affairs can be handled conveniently without banking. Households saving money can earn interest and nonetheless enjoy convenient payment services. Businesses investing money can obtain a loan quickly and with good conditions. Today’s convenience of handling financial affairs has nothing to do with banking. It is information technology that allows for a simple and convenient interface.
Since banking got out of control with the digital revolution, getting rid of banking is a big step forward. We will get rid of all the problems described at length in Part Two. Replacing banking is analogous to replacing an old, centralized, and unreliable power grid with a new, decentralized, and resilient one so that we would no longer experience blackouts and excessive transmission losses. Using power would remain as simple as before: Just plug in your device. In this chapter, we demonstrated that the interface stays the same. In Chapter 11, we elaborate on how the new wiring will improve efficiency, stability, and equity.
In the digital age, banking is no longer special. It can be replaced, and a better financial system is conceivable. One is drawn to ask, if banking is superfluous, why does it still prevail?
NOTES
9 Accounting for the Future: End Banking
What we have discussed in the previous chapter is nothing fundamentally new. Many have questioned the need for banking in the digital age. Haldane, for instance, once noted, “The banking middle men may in time become the surplus links in the chain. Where music and publishing have led, finance could follow. An information web, linked by a common language, makes that disintermediated model of finance a more realistic possibility.”1 The time has arrived. Banking is already the surplus link that is no longer needed.
Banking Still Dominates
Just because we no longer need banking, however, does not mean that banking will vanish. Technological progress by itself will not bring the end of banking. Banking is too pervasive because creating money out of credit is so attractive. Holding inside money has one crucial advantage over holding other forms of credit, as described next.
Credit always features some credit and interest rate risk. Borrowers might default, and interest rates might change. Both lead to continuous price fluctuations for nonbanking credit. Even a perfectly diversified portfolio of credit contracts always fluctuates in value. A credit portfolio that is worth $100 today might have a value of $100.10 or $99.90 tomorrow.
In contrast, inside money does not feature price fluctuations. On the one side, inside money is credit and pays interest. On the other side, inside money feels as safe as outside money. Except in times of crises, $100 of inside money today will be worth $100 tomorrow.
We have seen that the absence of price fluctuations does not mean that inside money is risk-free. Banking only transforms risk; it cannot eliminate risk. Banking trades credit and interest-rate risk against liquidity risk. Liquidity risk should better be called banking risk. Banking manages to suppress credit and interest-rate risk during normal times, but at the cost of exposing inside money holders to tail risk: bank runs and banking panics.
Recall that banking panics have devastating effects on the real economy, which forces governments to implement guarantees. While it might be ex ante preferable to adopt a no-bailout policy, the government is forced to overthrow its policy when the banking panic eventually happens. The costs of not intervening during a banking panic are too high. Regardless of prior commitments, governments have always responded to banking panics by insuring banking risk, that is, by guaranteeing the value of inside money.2
In a fiat monetary regime, governments can guarantee the nominal value of inside money. If necessary, the government can print outside money and exchange it one-to-one with inside money. The almighty government is, however, an illusion. Governments might fail to guarantee the real value of inside money. They do not control the creation of inside money, and, hence, if too much inside money is created, governments will fail to ensure that $100 of inside money today buys the same amount of goods and services that $100 bought yesterday. The absence of price fluctuations on inside money is an illusion that breaks down with inflation.
Notwithstanding its illusive character, government guarantees still incentivize everyone to participate in banking. It is relatively unattractive to hold nonbanking credit because the guarantees redistribute banking risk from inside money holders to either taxpayers (if bailouts are financed with taxes) or to everyone who is entitled to nominal claims (if bailouts are financed with the printing press). You have to carry banking risk whether you hold your wealth in inside money or not. This is the externality of banking in the digital age, that is, of unrestricted banking with government guarantees: Virtually no one can escape from banking risk.3
As such, everyone is better off to participate in banking. If one is forced to carry banking risk, one can at least enjoy the benefits of inside money. We have already discussed how government guarantees are effectively an implicit funding subsidy for banking. The socialization of banking risk is the flip side of the implicit funding subsidy.
The subsidy for banking and the way the cost of the subsidy is distributed make it hard for nonbanking institutions to compete with banking institutions. Further progress in information technology will not inevitably lead to the end of banking, but only to the reappearance of banking in various new forms.4 We need a political response to unconstrained banking in the digital age. We have to end banking.
How Not to End Banking
The issues with banking have been known for a long time. We are not the first ones who want to end banking. After the experience with the Great Depression, some economists—including Nobel Prize laureates—have called for ending banking.5
Narrow Banking: Revisiting Banks
Narrow banking is the most prominent proposal along these lines. The name is misleading, as narrow banking is actually about ending banking at banks. Proponents demand that banks should no longer be allowed to lend out deposited money. The bank deposit contract would become a safekeeping contract again. Depositors of narrow banks would not earn interest, as their deposits would no longer be used to grant loans to interest-paying borrowers. Banks could only lend money if depositors gave up the contractual liquidity of their deposits and transferred their savings to accounts that they could not readily access. In a nutshell, narrow banking wants to split banking into two separate business lines—the business of lending and the business of safekeeping—to prevent inside money creation.
Various versions of this idea were developed. Fisher’s 100% money proposal is probably the best known. It demands that for every dollar in deposits taken, banks must hold one dollar liquidity reserves either in cash or in government debt. Deposits would have to be backed with a 100% liquidity reserve. This ensures that banks would always be able to meet withdrawals from depositors. Banks could no longer create money out of credit, and bank runs could no longer occur.6
Many economists criticized narrow banking for curtailed liquidity provision and predicted that it would impair the ability of the financial system to accumulate capital. Narrow banking prohibits banks from offering contractual liquidity. Opponents claim that lenders would react to this inconvenience by holding more of their wealth in cash and narrow deposits instead of savings accounts to remain flexible. In turn, credit availability would be lowered.7
The digital revolution took the edge off the liquidity argument. Narrow banking is an idea of the industrial age. Back then, we still needed banking to match borrowers and lenders. Times have changed. We have seen how market liquidity can substitute for contractual liquidity in the digital age.
The second major argument against narrow banking, however, cannot be rebutted. Fisher’s 100% money proposal does not consider the boundary problem. It prohibits banks from lending deposits, but it does not prohibit shadow banking institutions from extending credit and transforming it via securitization, repos, and MMMFs into inside money. As we found out the hard way during the financial crisis of 2007–08, banking is an activity that is not confined to the institutions called “banks.”8
Having not gained much attention for decades, narrow banking was brought back into the public discussion by the financial crisis of 2007–08.9 Positive money, for instance, is a political movement that rediscovered the ideas of narrow banking.10 Being almost identical to previous narrow banking proposals, its modern counterpart also runs into the boundary problem.
In general, contemporary proponents of narrow banking do not account for how the world has changed with the digital revolution. The idea of narrow banking originated more than 80 years ago, during a time when banking was still a paper-based business. On the one hand, current narrow banking proposals neglect how information technology has worsened the boundary problem. On the other hand, they do not acknowledge the opportunities information technology provides. Notwithstanding our critique, narrow banking proposals such as positive money are moving in the right direction to establish a better financial system. Positive money proponents, for instance, rightly point out that banking is a source for instability and that it extorts tremendous profits for its owners and employees by creating inside money.11
Limited Purpose Banking: Revisiting Financial Institutions
Contrary to narrow banking, limited purpose banking takes the boundary problem seriously. Limited purpose banking does so by regulating all financial institutions, not only banks. In essence, limited purpose banking demands that all financial institutions be set up as mutual funds; that is, they have to be fully funded with equity.12
Furthermore, financial institutions would only be allowed to invest in credit that has been screened by a regulator or by a rating agency commissioned by the regulator, the Federal Financial Authority (FFA). The FFA would ultimately be responsible for assigning or certifying every credit rating in the economy. Hence, the FFA would become an almost almighty governmental authority that would take full responsibility for monitoring every borrower in the economy.13
While limited purpose banking acknowledges the boundary problem, it comes with some serious drawbacks. In particular, limited purpose banking monopolizes monitoring and moves it from the private into the public sphere. Encumbering the government with this task would come at a high price. Competition between delegated monitors would cease to exist and would be replaced by bureaucratic processes governed by law. The lack of healthy competition for monitoring would likely result in inefficiencies and, ultimately, higher costs for both borrowers and lenders.
In addition, centralizing all monitoring in one single institution—be it public or private—needlessly concentrates power. Remember the popular saying (from Lord Acton): power corrupts and absolute power corrupts absolutely. With its key role, the FFA ultimately decides who gets access to credit in the economy, and who does not. Limited purpose banking would establish a governmental monopoly in screening and monitoring, which would ultimately lead to cronyism.14
Although limited purpose banking is a step in the right direction to address the boundary problem, it creates an overwhelming public authority. Moreover, it does not solve the boundary problem. Limited purpose banking requires the regulator to differentiate between financial and nonfinancial companies. In large industrial companies, treasury departments conduct operations that cannot be distinguished from financial institutions. They manage their company’s liquidity needs and hedge financial risks. Also, small and medium-sized companies grant short-term credit to their customers. Finding clear legal criteria to categorize a company as financial is impossible.
How to End Banking
The boundary problem of financial regulation not only complicates the life of today's banking regulators, it also requires careful attention if one is attempting to end banking. Prohibiting the creation of money out of credit within banks—as in narrow banking—will not succeed in ending banking. Banking will reemerge in institutions not called banks. Putting a stifling regulatory framework around all financial institutions to prevent banking—as in limited purpose banking—does not fully address the boundary problem either. Banking might reemerge in institutions that are called “nonfinancial.”
Again, banking is not confined to a certain set of institutions that define themselves as banks or financial institutions. It is not even confined to a single balance sheet. Banking’s roots run deeper. Its origins are in double-entry bookkeeping. Ending banking should start at this fundamental level. It should tackle banking at the level of accounting.
Banking as a Particular Application of Financial Techniques
Recall the six financial techniques that can be used to transform credit to inside money: pooling, diversification, structuring, collateralization, insurance, and contractual liquidity.15 If we outright forbid these techniques, banking would no longer be possible. But let us not overshoot the mark. These financial techniques serve many useful purposes, too.
Households, for instance, invest their savings in a diversified manner, and almost every company funds its activities with equity and debt; that is, it structures the liability side of its balance sheet. In addition, collateralization allows borrowers to obtain loans at lower interest rates and aligns their incentives with those of lenders. Finally, most of us have bought insurance and enjoy the safety it provides.
The purpose of the financial system is to enable a decentralized and capital-intensive economy. All financial activities that facilitate the coordination of economic activities and the accumulation of capital without giving rise to banking are useful. We need to find a way that prohibits the application of financial techniques for banking but allows all useful applications.
For the moment, let us make a provisional distinction between financial and nonfinancial companies. A financial company, such as a bank or a mutual fund, holds mostly financial assets on its balance sheet. In contrast, a nonfinancial company, such as a coffee roasting company, holds mostly nonfinancial assets. Of course, this distinction runs into the boundary problem of financial regulation, since most financial companies hold some real assets, and most nonfinancial companies hold some financial assets. Rest assured that we use this working definition only as a support for our argument. We do not need it for our proposal to end banking.
How do nonfinancial companies apply the financial techniques? Most of these companies issue debt and equity. In other words, they structure the liability side of their balance sheet. Furthermore, their debt is usually of a shorter term than the time horizon of their business activities: nonfinancial companies transform maturities. Finally, they often pledge collateral to obtain better borrowing conditions. Even though nonfinancial companies apply a range of financial techniques, they do not create inside money. Recall the three features of inside money: It has to be perceived as risk-free and have the same denomination and liquidity as outside money. Debt of nonfinancial companies does not feature these characteristics.
First, debt of nonfinancial companies does not feature contractual liquidity.16 Second, and more importantly, credit issued by nonfinancial companies carries significant credit risk. The profitability and, ultimately, the existence of nonfinancial companies rest upon a narrow range of goods or services. Idiosyncratic shocks on the markets they operate in have consequences on their ability to meet their financial obligations. Even large and reputable nonfinancial companies are unable to issue inside money.17
Why can financial companies create inside money while nonfinancial companies cannot? The answer lies in the composition of the asset side of balance sheets. In contrast to nonfinancial companies, financial ones hold credit contracts such as loans. A diversified portfolio of credit features less risk than a portfolio of real assets held by nonfinancial companies for two reasons.
First, holding credit contracts of a nonfinancial company on the asset side is already less risky than holding and operating the real assets of the same nonfinancial company. This results from the structure of the liability side of the nonfinancial company. Most risk from the asset side is borne by the shareholders of the nonfinancial company. Less risk remains with the credit contracts.
Second, financial companies can diversify their asset sides much better than nonfinancial companies. They usually hold credit from hundreds of different borrowers—for example, mortgages of individuals living in different places and loans of businesses operating in different markets. A financial company can therefore eliminate its vulnerability to idiosyncratic shocks to specific markets, whereas nonfinancial companies cannot.
Only financial companies can reduce credit risk to a degree that inside money creation becomes an option. Holding a diversified portfolio of credit on the asset side is, however, not yet sufficient to create inside money. Imagine a financial company that does so but refrains from structuring the liability side of its own balance sheet; that is, it only finances itself with equity. First, this company does not transform maturities—and as such, does not eliminate interest rate risk. Second, credit risk is still noticeable. Price fluctuations of financial assets are fully carried over to the company’s equity. Inside money creation requires financial companies to take one more step: structure their liability sides, that is, issue a form of debt that features contractual liquidity.
Recall that traditional banking is the simplest possible application of financial techniques to create inside money. A bank holds a diversified portfolio of credit contracts on its asset side, and it structures its liability side into bank deposits and equity. Diversification reduces its vulnerability to idiosyncratic shocks. Structuring shields deposits from losses due to these idiosyncratic shocks. Pooling is done by granting loans with large notional amounts and by issuing deposits with smaller notional amounts. In addition, liquidity reserves on the asset side back the promise of contractual liquidity. While performed over several balance sheets, shadow banking applies the financial techniques in the same way as traditional banking.
Revisiting Double-Entry Bookkeeping
Thinking of banking as a particular application of financial techniques guides us toward an accounting rule that ends banking. For ease of understanding, we first formulate an updated technical solvency rule that prevents banking from being undertaken with all financial techniques except insurance. We have already introduced the concept of technical solvency in Part One. For a company to be technically solvent, the value of its assets must exceed the value of its liabilities; that is, the value of its equity must be positive. We propose updating the technical-solvency rule as follows:
The value of the real assets of a company has to be greater than or equal to the value of the company’s liabilities.
The only change to the current concept of technical solvency is that we have exchanged assets with real assets. What are real assets? Real assets are defined negatively as all assets that are not financial assets. A financial asset is an asset that appears on the liability side of another implicit or explicit balance sheet. The defining criterion for a financial asset is that it connects two distinct balance sheets. In the case of individuals and companies without financial reporting requirements, this is an implicit balance sheet.18
Credit contracts and equity claims are standard examples of financial assets.19 Also, insurance and derivative contracts constitute financial assets for the beneficiary, as they appear as liabilities on the counterparty’s balance sheet. Contrary to other definitions of financial assets, money does not fall under our definition. As we will see in the next chapter, money no longer connects two balance sheets in a financial system without banking. While holding money could be interpreted as holding a claim against society in general, it does not appear on the liability side of anybody’s balance sheet.20
Hence, real assets include ownership claims on material and immaterial objects. Machinery and tools are examples of material objects. A patent is an example of an immaterial object. Physical existence is not a criterion for an asset to be real. If the asset is not financial, it is part of the real economy, and as such, it is a real asset. Only the balance sheet link determines whether an asset is deemed to be real or financial.
Let us define the second important concept of the updated solvency rule: liabilities. We already defined liabilities in Part One as obligations that a company has entered in the past, that is, everything a company owes. Let us be clear that any form of credit-equity hybrids such as preferred stocks or convertible bonds constitute a liability for the purpose of the updated solvency rule. Common equity is the only component of the liability side of a balance sheet that is not considered a liability. Defining equity so narrowly implies a broad definition of liabilities. Without a broad definition, companies could undermine the updated solvency rule with financial structures that involve different seniority levels of credit-equity hybrids.
The updated solvency rule applies to all companies. This is the only way to solve the boundary problem. While we differentiated between financial and nonfinancial companies for expositional purposes to derive the rule, the rule itself does not rely on such a distinction. It applies to all companies, but it does not apply to private persons. The reason is simple: Private persons are not able to create inside money in significant amounts. Private credit depends on the person backing it and always carries credit risk.21
Having described all the aspects of the updated solvency rule, let us illustrate its implications with an example. Assume that the equity of a company amounts to $40. Furthermore, this company takes up a loan of $60. If it allocates less than $40 in financial assets, it will meet the updated solvency rule. If it allocates more than $40 of its balance sheet in financial assets, it will violate the rule. Figure 9.1 depicts both situations.
Figure 9.1 The balance sheet of a company meeting (left side)
and violating (right side) the updated solvency rule.
Under the updated solvency rule, a company cannot fund financial assets with credit. In our example, the company can maximally hold $40 of financial assets, regardless of how much money the company borrows. It has to either hold all of its borrowed money in outside money for liquidity management or use it to acquire nonfinancial assets, such as real estate, structures, equipment, patents, or inventories.
We can read the updated solvency rule as: The total value of financial assets of a company has to be less than or equal to the value of its equity. This reading highlights that companies have to back assets that are someone else’s liability with their own funds, that is, equity. Companies cannot finance credit with someone else’s credit.
While this might sound like a conservative investment advice, it prevents the formation of a daisy chain of balance sheets if applied on an economy-wide level. The solvency of one balance sheet no longer depends on the solvency of balance sheets further up the chain. As such, the updated solvency rule prevents companies from exposing their balance sheets to systemic financial risk.
Using deposits to finance loans, MBSs to finance mortgages, or repos to finance MBSs—all this is no longer possible under the updated solvency rule. The updated solvency rule effectively ends traditional banking and all current forms of shadow banking. Nonetheless, the updated solvency rule still allows the application of financial techniques to support a decentralized and capital-intensive economy in the digital age.
Disintermediated lending, such as peer-to-peer lending, is not restricted by the updated solvency rule. Peer-to-peer lending platforms do not hold financial assets on their balance sheet but only facilitate lending between third parties. The business model of mutual funds is also not affected by the updated solvency rule; any company can hold a diversified portfolio of financial assets if it is fully funded with equity.
One loophole for banking remains, however. The updated solvency rule allows for banking using insurance techniques. Imagine a financial company that only issues equity and holds a well-diversified portfolio of financial assets with low credit risk. This company—a mutual fund—has not created inside money. And under the updated solvency rule, it is not able do so by structuring its liability side. It could, however, obtain insurance from another financial company to turn its equity into inside money.
Such insurance would resemble the credit and liquidity guarantees we encountered when discussing ABCPs. The insurance could oblige the insuring company to always buy back the equity shares of the mutual fund at par if any current shareholder wishes to do so. If the promise is credible, then the shares of the mutual fund will become inside money; the insurance eliminates credit risk and offers contractual liquidity.
Knowing that a notification to the insuring company suffices to convert an equity share immediately at par into outside money, people will accept the equity shares as a medium of exchange. This implies that the insurance will actually be rarely invoked in normal times. As long as people believe in the credibility of the insurance contract, they do not have any reason to test it by converting the shares into outside money. In turn, the insuring company does not have to put aside many liquidity reserves to service its equity buy-back guarantee. We are back to banking.
The Systemic Solvency Rule
How can we prevent companies from abusing insurance techniques for banking? Carefully analyzing the links between balance sheets was sensible before, and it is again a good idea. The equity buy-back guarantee not only turns the mutual fund shares into inside money, it also appears as a liability on the balance sheet of the insuring company. The question is how the liability should be valued to determine whether a company is solvent. The valuation should be such that the insuring company is discouraged from participating in banking, but insurance techniques for sensible uses should still be possible. To achieve this, we propose the following systemic solvency rule:
The value of the real assets of a company has to be greater than or equal to the value of the company’s liabilities in the worst financial state.
The systemic solvency rule is a generalization of the updated solvency rule we discussed before. One additional concept—the worst financial state—has to be introduced to prevent insurance from being used for banking.
Before we can define the worst financial state, we need to introduce some additional definitions and concepts. Recall that a financial asset is defined as an asset that also appears on the liability side of another implicit or explicit balance sheet. Let a financial contract denote both the financial asset and the respective liability on the interlinked balance sheet. As such, the concept of the financial contract is closely related to that of a financial asset, but it is broader, as the liability related to a financial asset belongs to it, too.
We can further differentiate between contingent and noncontingent financial contracts. The nominal obligations of a noncontingent financial contract are fully determined upon writing it. A plain loan contract with fixed interest and fixed notional amount is such a contract. The counterparties of the contract agree at inception exactly how much money changes hands at what point in time; the nominal obligations are noncontingent on future events.
A financial contract for which the nominal obligation is not conclusively determined at inception is a contingent financial contract.22 Derivatives and insurance contracts are prominent examples of contingent financial contracts. The nominal obligation of a fire insurance contract, for example, is not determined at inception. The contract constitutes a nominal obligation of zero for the insurance company once the contract expires and your house has not caught fire. In the event that your house burns down, you will calculate the damage, and the nominal obligation of the insurance company will be determined by the damage caused by the fire.
Contingent financial contracts determine the nominal obligation based on real events or financial events. A financial event is defined as the change in the state of another financial contract in terms of its valuation or contract specification at a certain point in time. For example, the market price of a particular stock at a particular point in time is a financial event. As such, an option to buy a particular stock at a particular time is a financial contract contingent on a financial event. Also, the occurrence of a borrower defaulting on a particular credit contract is a financial event. As such, a credit default swap is a financial contract contingent on a financial event. A change in the reference interest rate, which will be agreed upon for a particular credit contract at a particular time in the future, to determine the floating rate of an interest rate swap is a financial event as well.23
A real event is every event that is not a financial event. Your house catching fire is a real event. Furthermore, the market price of a real asset such as corn is also a real event, as it is determined by supply of and demand for a real asset.
Note that a contingent financial contract that is contingent on a real event does not make it a real asset. It also falls under the definition of financial asset given above. Companies enjoying insurance or holding derivative contracts on the asset side have to treat these contracts as financial assets for calculating systemic solvency. Whether the contingency depends on a real event or on a financial event is, however, important for determining the worst financial state.
The worst financial state is given by the state in which all the financial events that are relevant for determining the nominal obligations arising from contingent financial contracts turn out in the most detrimental state for the value of a company's equity.The worst financial state does not depend on probabilities. It is conceptually different from risk weighting. The probability that a financial event can actually occur in reality does not matter for determining the worst financial state. The worst financial state is given by the legal characteristics of the contract and is not determined by statistical probabilities. If the legal obligation of a financial contract is unlimited, given the theoretically possible financial events, then the value of the contract in the worst financial state equals minus infinity.
The systemic solvency rule distinguishes between real risk sharing and financial risk shifting. This is why we call it the worst financial state. Today’s accounting value of real insurance liabilities—sometimes called reserves—does not differ from the value in the worst financial state. An insurance company that insures real assets can record the resulting contingent financial contracts with the same value as today. The same is true for all contingent financial contracts that derive their value from real events. The valuations of liabilities arising from corn futures or oil forward contracts in the worst financial state, for example, do not differ from current accounting valuations. Such contingent contracts, however, have to be valued at zero for calculating systemic solvency, if they appear on the asset side of a company’s balance sheets.
In contrast to the valuation of contingent financial contracts that derive their value from real events, the ones that derive their value from financial events will be valued differently in the worst financial state. For example, market prices of equity claims can end up anywhere between $0 and infinity. Hence, the seller of an equity call option—a contingent financial contract that derives its value from a financial event—has a theoretically unlimited loss potential.24 To provide another example, the reference rate for an interest rate swap could end up anywhere; the parties involved in setting the reference rate could agree on any interest rate. Hence, an interest rate swap becomes an infinite value liability in the worst financial state. A credit guarantee is an example of a financial contract for which the worst financial state results in a bounded value. If a company provides a credit guarantee for a loan, the value of the credit guarantee in the worst financial state is minus the notional amount of the loan. In Table 9.2, we have listed the worst financial states for some financial contracts to clarify the concept.
Table 9.2 The concept of the worst financial state exemplified
Financial Contract | Worst Financial State | Value in the Worst Financial State |
Loan | The borrower defaults, and the recovery value is zero. | $0 |
Equity | The company goes bankrupt, and nothing is left after serving the creditors of the company. | $0 |
Long CDS (i.e., buying credit protection, assuming upfront premium payment) | The credit protection is not tapped, or the counterparty of the CDS defaults. | $0 |
Short CDS (i.e., selling credit protection, receiving upfront premium payment) | The underlying security defaults, and the recovery value is zero. | minus |
Long a call option on one equity share | The share price ends below the strike price of the call option, or the counterparty defaults. | $0 |
Short a call option on one equity share | Theoretically, there is no upper limit on the price of an equity share. | minus infinity |
Short a call option on one equity share and owning one equity share | The equity share price drops to zero. In this case, the value is zero, and the call option will not be exercised. | $0 |
Long a put option on one equity share | The share price ends above the strike price of the put option, or the counterparty defaults. | $0 |
Short a put option on one equity share | The equity share price drops to zero, and the put option is exercised by the buyer. | minus the strike price |
Repo | The repo borrower defaults, and the value of the financial asset used as collateral falls to zero. | $0 |
An important remark is in order. Certain contingent financial contracts can switch from the asset side to the liability side or vice versa over their lifetime. An interest rate swap, for example, is a contingent financial contract for which one party—the so-called receiver—receives a fixed interest rate and pays a floating interest rate that is linked to a reference rate. If the expected reference rate of the interest rate swap is lower than the fixed interest rate, the current valuation is positive and the interest rate swap appears as an asset on the balance sheet of the receiver.25 As soon as the reference rate exceeds the fixed interest rate, the interest rate swap switches from the asset side to the liability side of the receiver’s balance sheet.
Hence, a financial contract that is currently accounted for as a financial asset can turn to a liability in the worst financial state. In the case of the interest rate swap, for instance, the worst financial state is given by the reference interest rate increasing to infinity. In this case, the interest rate swap becomes a liability. For the valuation of a financial contract in the worst financial state, it does not matter whether it is currently accounted for on the asset side or on the liability side. For the purposes of calculating systemic solvency under the new rule, a contingent financial contract that currently appears as a financial asset can become a liability.
The systemic solvency rule closes the last loophole and makes it impractical to use insurance techniques for the purpose of banking. Let us clarify this thought along the example used before. Recall that the mutual fund raised $100 of equity and invested it in a diversified portfolio of financial assets. This mutual fund searches for an insurance company that sells an equity buy-back guarantee to turn its equity into inside money.
Imagine that an insurance company considers issuing such a guarantee for the mutual fund. The equity buy-back guarantee would constitute a contingent financial contract. The nominal value of the obligation depends on the future value of the mutual fund's equity—it depends on a financial event. As such, the insurance company needs to calculate the worst possible financial state for the guarantee and check that its liability will not become larger than the value of its real assets.
The worst financial state of the equity buy-back guarantee is unambiguous. It is the state in which the equity share of the mutual fund becomes completely worthless, and all shareholders sell their shares to the insurance company. Hence, the liability of the equity buy-back guarantee is $100 in the worst possible financial state. Assuming that it has no other liabilities, the insurance company needs to hold at least $100 of either outside money or real assets before offering the guarantee. Both asset types are particularly ill-suited for backing inside money creation. Holding the $100 in real assets is not viable because of storage costs. It is less costly to just hold outside money than real assets, but backing inside money creation with outside money undermines its purpose. $100 of outside money is required to create $100 of inside money. Under the systemic solvency rule, providing financial insurance for the purpose of banking turns out to be economically infeasible.
Why the Systemic Solvency Rule Should be Implemented to End Banking
Both narrow banking and limited purpose banking fall prey to the boundary problem, just as traditional banking regulation does. They try to get a grip on the problems with banking at an institutional level and regulate companies that are called banks or financial institutions. Banking, however, is a creature of double-entry bookkeeping. In the digital age, banking will always find its way through unregulated companies.
The systemic solvency rule addresses the problem where it originates, at the level of accounting. Our approach does not rely on a legally difficult distinction between banks and nonbanks or between financial and nonfinancial institutions. The virtue of the systemic solvency rule lies in its universality. It applies to the balance sheet of every company.
Nevertheless, nonfinancial companies will hardly feel any impact by the new solvency rule. On the liability side of the balance sheets of nonfinancial companies, equity usually accounts for 30% to 40% of total liabilities.26 On the asset side of their balance sheet, nonfinancial companies hold mostly real assets. The value of real assets of nonfinancial companies in the United States is on average greater than the value of their liabilities.27 Most nonfinancial companies already comply with the new solvency rule. Some companies will need to deleverage, that is, raise more equity or sell some financial assets. Nevertheless, no business model in the nonfinancial sector is endangered by the systemic solvency rule.28
The systemic solvency rule effectively targets banking. As such, financial companies that do not perform banking have more freedom than if they were subject to a narrow banking or limited purpose banking regime. This can be seen by the fact that the systemic solvency rule contains both proposals. Narrow banks that hold 100% of their liabilities as money comply with the new rule. So do limited purpose banks that are fully funded with equity.
It appears paradoxical, but the fact that the systemic solvency rule is all-encompassing makes it less restrictive than the institutional approaches to regulate banking. Since institutional approaches—such as traditional capital requirements, narrow banking, or limited purpose banking—always struggle with the boundary problem, regulators have to continuously adapt and expand their regulations. Regulators become increasingly interventionist over time, as they try to keep their grip on banking. Institutional banking regulation tends to become more complex and more constraining over time.
In contrast, the systemic solvency rule allows for total flexibility within the clear-cut boundaries it sets. The new rule allows for a variety of financial business models that have no place in narrow banking or limited purpose banking. The systemic solvency rule ends banking but leaves everything what is happening inside its boundaries to dynamic competition. No unnecessary restrictions are imposed, for instance, on financial institutions that operate in disintermediated lending channels; neither peer-to-peer lenders nor financial advisors are affected by it.
In addition, the systemic solvency rule is simple to enforce without creating the bureaucratic overkill we have become so accustomed to with current banking regulation. The restrictions imposed by the new rule can be monitored by certified public accountants and external auditors who are already verifying balance sheets today. Private persons and partnerships with full liability are not subject to the new solvency rule and do not have to be monitored. Introducing the systemic solvency rule allows for canceling a lot of existing costly regulation and dissolve enforcement agencies while not requiring any new institutions.
Ending banking is a delicate task. Institutional approaches are doomed to fail because of the boundary problem. Only tackling the task at the fundamental level of accounting will succeed. The origin of banking lies in double-entry bookkeeping, and so does the end of banking.
NOTES
10 The Role of the Public Sector
Ending banking involves redefining the role of the public sector in the organization of the financial system. A financial system without banking would no longer feature banking panics. Governments would no longer have to guarantee the liabilities of any private institution to safeguard the financial system. In a financial system without banking, the rationale for banking regulation would fall away, and the government would assume a new role in the organization of credit.
Since banking is the creation of money out of credit, ending banking also impacts the organization of money. The distinction between inside and outside money ceases to be of any use. Monetary policy needs to be reconsidered because it is currently built around banks and the creation of inside money. As with credit, we have to redefine the role of public institutions in the organization of money.
Public Organization of Money
Recall the function of money in the financial system: Money is used for current payment. It is essential for a decentralized economy. The use of money as a medium of exchange leads to the formation of prices that coordinate economic activities.
Prices should reflect economic conditions without distortions originating from the financial system. In the introduction, we interpreted money and credit as the mirror, while prices were the picture of the real economy within this mirror. Distortions in the price system lead to a blurred picture of economic conditions and in turn to misallocations.
The objective of the organization of money is clear: Money should be organized such that systematic price distortions are avoided. Changes in the amount of money in circulation should not lead to an unexpected fall or rise in the price level. Prices should not be distorted by the organization of money. In other words, we should aim for a functioning price system—that is, price stability—when organizing money.1
A functioning price system is a classic public good, as undistorted prices are neither rivalrous nor excludable. Besides its public-good character, a functioning price system is also a network good. As such, the provision of a price system can be considered a natural monopoly. One functioning price system is more efficient than many price systems. Both network effects and the public-good nature of a functioning price system suggest that organizing money is a public affair.2
Monetary policy is already in public hands today. Yet, it has to be adapted to a financial system without banking. The currently used tools of monetary policy are no longer an option. In a financial system without banking, central banking makes no sense. There is no reason for a central bank to act as a lender of last resort and to offer privileged access to money to a selected group of private institutions. Both the tools of monetary policy and the institutional setup of the monetary authority need to be reconsidered.
Digital Money for Price Stability in the Digital Age
Before we discuss the tools of monetary policy, let us emphasize once more its goal: price stability. We should aim for a functioning price system when devising new tools for monetary policy. Moving from paper-based to digital money supports this goal. A financial system in the digital age leaves no room for physical money.
At first sight, this might seem like a radical change. But note that a large quantity of outside money—the central bank reserves of banks—already exists in digital form only. In addition, almost all of our daily payments in inside money are conducted electronically. Be it the payment of a coffee by card or of a book online, in neither of these cases is physical cash exchanged.
Electronic money raises privacy concerns that need to be addressed. The public sector is well advised to address people’s desire to conduct anonymous economic exchanges. If it does not, it is likely that some private institutions will step in and satisfy the demand by offering anonymous payment services.
There are several advantages to digital money.3 Most important for the organization of the financial system, digital money allows for monetary tools that are powerful in providing price stability. In particular, we can deal much more effectively with the zero lower bound, as a liquidity fee can be implemented without any administrative burden.
Addressing the Zero Lower Bound with a Liquidity Fee
A liquidity fee is a fee raised from money holders, similar to a toll raised from drivers on a toll road. It can be compared to a negative interest rate on money holdings. For example, if you keep $100 of money for one year in your (digital) pocket, and the annual liquidity fee amounts to 5%, you will end up with $95 at the end of one year. The liquidity fee is raised continuously, and its effects are comparable to inflation. If you hold $100 in cash and inflation amounts to 5%, you will lose approximately $5 in purchasing power, the same you would pay with a 5% liquidity fee and zero inflation.4
Today, central banks aim at a positive inflation rate to deal with the zero lower bound.5 A positive inflation rate relaxes the restriction imposed by the zero lower bound that nominal interest rates cannot fall below zero. With inflation, people continuously lose purchasing power on money holdings. They are incentivized to spend money or lend it to someone else even if interest rates are low. The economic effects of inflation are similar to those of a liquidity fee.
Inflation features, however, uncertainty and high costs. Inflation is not an ideal tool to deal with the zero lower bound. Inflation is hard to control because it depends just as much on people’s expectations as on actual monetary policy. We have seen that it is difficult to provoke inflation if the economy is already at the zero lower bound.6 Once inflation picks up, it can easily get out of hand, severely distorting the price system. Besides that, unexpected inflation creates costs because people have to adapt to changes in the overall price level.7
A liquidity fee removes the zero lower bound without featuring the uncertainty and costs that are inherent to inflation. Historically, the liquidity fee was impractical because of the administrative burden it would have created. Imagine collecting a monthly fee on every banknote and coin that exists within the economy. This drawback falls away with digital money. In this case, the liquidity fee can be applied continuously at negligible costs.8
A liquidity fee removes money from circulation by its very design. To provide for price stability, the monetary authority also needs a tool to inject money into circulation. A simple and effective tool to inject money is an unconditional income.
Injecting Money with an Unconditional Income
Proposing an unconditional income as a tool for monetary policy is unusual. But it is the perfect tool for monetary policy to pursue price stability. Considering unconditional income as a monetary policy tool also exposes the unfair setup of monetary policy in our current banking system. We cannot think of any reason a few private institutions should have a privileged access to money. In our current banking system some animals are more equal than others.
An unconditional income, on the contrary, is equal by design. The independent monetary authority issues new money by simply transferring it to the citizens. Everyone receives the same amount of unconditional income regardless of any personal characteristics, for example, employment status or age. Hence, the concept is close to a basic income guarantee.9
Unconditional income used as a monetary policy instrument, however, is too low to enable a standard of living above the poverty line. It would be misleading to call it basic income. Furthermore, unconditional income is only a means to an end—the end being price stability. As such, it cannot remain fixed and is thus not a guaranteed income. The public monetary authority will have to occasionally adjust the amount of unconditional income to maintain price stability in a dynamic economic environment.
Today, the profits of outside money creation by central banks are usually channeled to governments.10 Some narrow banking proposals, such as positive money, want to keep this arrangement by handing over newly issued money directly to governments. We oppose this view. Our preference for unconditional income might seem to be of minor relevance if the government represents the people. But injecting money via an unconditional income has two important advantages.
First and most important, distributing unconditional income continuously among the population puts monetary policy immediately and broadly into effect. People use their unconditional income either to consume or to invest. If money was, however, injected via government expenses, political processes would affect how, where, and when money entered the economy. The effects on the price system would become less immediate and discontinuous. To achieve price stability, government spending is an inferior monetary policy tool. The same can be said about current monetary policy, which also distorts prices. Today's central banks inject money by buying financial assets what affects the prices of these assets. Only the monetary policy tool of unconditional income allows money to be injected without distorting prices.11
Second, political pressure on the monetary authority is higher in a system where money is injected via the government. Such a setup might tempt governments to increase seignorage at the expense of price stability. If the monetary authority is bound by the constitution to only inject new money via an unconditional income, government interference on monetary policy is mitigated.
Independence of Monetary Policy
Let us reemphasize that unconditional income is a by-product of monetary policy, not an objective. The only objective is price stability. A strict rule-based framework should govern the use of monetary policy tools for the sole purpose of fostering price stability.
In contrast to the monetary policy instruments used today, both the liquidity fee and the unconditional income are fully transparent, easy to understand, and egalitarian by design. If the monetary authority intended to use its tools in a way not to pursue price stability, it could only subsidize everybody by increasing the unconditional income or taxing everybody by increasing the liquidity fee. Without openly breaking constitutional rules, it is hard to provide particular interest groups with an advantage or to bail out private institutions using monetary policy. To further shield monetary policy from political influence, it should be set up as independently as possible from the other branches of government.12
The Relationship of Monetary Policy to Fiscal Policy
A strict rule-based setting with independence from the government breaks the intimate link between monetary and fiscal policy. Today, the central bank not only channels its profits to the government, it also uses government bonds to conduct monetary policy. We have discussed how the Fed’s holdings of government debt rose to unprecedented levels after the financial crisis of 2007–08. Furthermore, recall that capital requirements encourage banks to hold government debt. If the government struggles to serve its debt, central banks are forced to step in, because otherwise banks will quickly suffer losses that eventually escalate in banking panics and distortions of the price system.
In a financial system without banking, the monetary authority can credibly commit not to bail out governments. In turn, governments are forced to run a sustainable—though not necessarily balanced—budget. Without overthrowing the constitutional rule that monetary policy is bound to the two instruments of the liquidity fee and unconditional income, the monetary authority can neither buy nor guarantee government debt. Governments can no longer stealthily spread the costs of unsustainable expenses on everybody by provoking inflation.
If the government cannot serve its debt, it will have no choice but to default and negotiate with its creditors. When the government defaults, everyone holding government debt will suffer losses. Because of the systemic solvency rule, however, second-round effects are absent and no systemic crisis is triggered. Anyone who is not exposed to government debt will not suffer losses.
If governments can default without risking the functionality of the financial system, people will become more cautious in lending money to the government. They will carefully monitor the sustainability of the government budget. If they think that the government is not acting responsibly, they can ask for higher interest rates or refuse to lend money altogether. To spend more money than it earns, the government will have to gain the trust from potential lenders, that is, from its citizens.13
Private Organization of Credit
The systemic solvency rule prevents systemic effects emanating not only from government defaults but also from defaults in general. Credit organized under the systemic solvency rule has no network characteristics. It is also not a public good. The justifications we found for organizing money as a public affair are not prevalent in the realm of credit.
In a financial system without banking, governments should give up any guarantees of credit that have their roots in preventing banking panics. In particular, deposit insurance, lender-of-last-resort facilities, or all-encompassing too-big-to-fail guarantees are superfluous under the systemic solvency rule.
Without government guarantees, the reason for extensive regulation vanishes, too. Governments no longer need to deal with risk-weighted capital requirements, internal risk-management models, reserve requirements, and countless other forms of regulations that shape the current organization of credit.
Credit no longer requires a special treatment in a financial system without banking. Government should implement a competitive regulatory framework around credit that treats the financial industry just like any other industry. In essence, such a framework includes an effective and efficient legal system to enforce private contracts, the prosecution of market participants that engage in fraudulent practices, and antitrust laws to ensure that markets are not cartelized or monopolized by powerful actors.14
Contrary to money, credit belongs to the private sphere. Credit will flourish within a competitive regulatory framework. Just as companies develop better and cheaper products in other industries, a competitive credit market will become better at providing liquidity, managing credit risk, and addressing information asymmetries.
NOTES
11 The Big Picture
Over the course of this book, we have introduced numerous economic concepts, accounting fundamentals, and institutions. We have come a long way, and it is now time to look at the big picture. Switching to a macroeconomic perspective unveils the essence of our reform proposals. A financial system without banking is different from a banking system in two fundamental ways: It separates the functions of money and credit, and it sets clear boundaries between the public and the private spheres.
Unconstrained Banking Leads to Misallocations
We noted in the introduction that the financial system is the virtual counterpart to the real economy. Only with a functional financial system can undistorted prices form. The organization of money and credit influences how well prices fulfill their economic function. Recall that prices coordinate all economic activities, including the accumulation of capital.
Banking affects the organization of both money and credit. The advantage of banking is that it enhanced capital accumulation in the industrial age. It did so at the cost of severely distorting the price system during banking panics. The simultaneous, rapid destruction of money and credit inhibited real economic activity and amplified recessions.
Before the digital revolution, it was possible to get a grip on the problems with banking by combining government guarantees and banking regulations. Government guarantees prevented banking panics and sudden collapses in money and credit. At the same time, banking regulations prevented excessive risk taking that would have resulted in the opposite: an unconstrained and rapid expansion of money and credit.
In Part Two, we discussed extensively how the digital revolution has impaired the functionality of a banking system. Information technology opened up ways to circumvent banking regulation. The constraints intended to curb excessive risk taking have become ineffective. Banks could not resist the opportunity and created huge amounts of inside money off their own balance sheets. The result was a shadow banking boom in the run up to the financial crisis of 2007–08.
The banking-fueled economic boom distorted prices and led to misallocations in the real economy. The excessive amounts of money and credit created by unconstrained banking drove up both the demand and the prices for real estate. Distorted price signals triggered a construction frenzy. Labor, physical capital, and energy were used to build housing units for which there was eventually no real demand.1
The distortions of unconstrained banking are enticing during a boom phase. They create the illusion of economic growth and wealth creation. Investment activities are expanded, employment picks up, consumption increases, and asset prices rise. People warning of an impending crash are vilified as alarmists and ignored. But the ensuing crisis forcefully proves them right. In the end, all that unconstrained banking does is create an unsustainable credit bubble that eventually bursts.2
Once the bubble bursts, people realize that resources were wasted. Prices adjust forcefully, which threatens the solvency of many borrowers. The resulting defaults quickly escalate into a banking panic in a sector that is not safeguarded by government guarantees. The original problem with banking, which was considered to be solved, reappears in a new place.
As in classic banking panics, the sudden collapse of money and credit distorts the price system. This time, the effects on prices do not trigger a boom but a severe recession. The economy enters a downward spiral of credit destruction, monetary contraction, and falling prices. Investment stalls, unemployment rises and consumption decreases.3
Through boom and bust, unconstrained banking leads to welfare losses. The overshooting creation and destruction of money and credit in an unconstrained banking system distorts prices, leading to misallocations of resources in the real economy. The source of the distortion is the tight link banking creates between money and credit, and the digital revolution is the reason the regulatory framework can no longer contain price distortions.
Assigning the Proper Functions to Money and Credit
Unconstrained banking distorts the price system because money and credit are two sides of the same coin in a banking system. The functions of money and credit as media for current and deferred payment, are not assigned properly. Credit—in the form of inside money—can be used for current payment. In addition, money can become a suitable medium for deferred payment at the zero lower bound. Figure 11.1 illustrates today's banking system.
The new solvency rule breaks the intimate link banking creates between money and credit. It assigns the current payment function exclusively to money. The monetary authority can exert full control over the quantity of money in circulation, because credit can no longer be transformed into money. Under a systemic solvency rule, credit extension does not lead to money creation.
Figure 11.1 A financial system with banking: part one
Extending credit is only possible if those owning money are willing to give up their purchasing power today in exchange for purchasing power in the future. In a financial system without banking, the interest rate becomes a meaningful price for exchanging purchasing power. Credit expansion shifts current purchasing power from lenders to borrowers. Correspondingly, credit contraction merely shifts purchasing power from borrowers back to lenders. It does not decrease the quantity of money, and it does not lead to a downward pressure on prices for real goods and services. Without banking, the quantity of money no longer directly depends on the quantity of outstanding credit.
An indirect effect, however, exists between money and credit, given that the monetary authority pursues price stability. Credit used for productive investments increases the capacity of the economy to produce real goods and services. In this case, the same quantity of money meets a larger quantity of real goods and services on the market. Prices fall. Falling prices induce the monetary authority to act on its price stability mandate and to increase the quantity of money.
As such, credit that is used productively will eventually increase the quantity of money. Credit used for unproductive purposes, however, will not do so. In a financial system without banking, money will “wait” and see what businesses and individuals do with credit. If credit is used productively, the quantity of money will grow.
The quantity of money is not the sole determinant of the money supply, that is, the effective supply of a medium for current payment. The money supply also depends on whether people spend or hoard their money. In other words, the velocity of circulation matters as well. An additional dollar that is never spent increases the quantity of money, but not the money supply. This brings us to the second link between money and credit, which is not related to banking but to the physical nature of today’s money.
Money can be used as a store of value. Money used as a store of value is no longer a device for current payment. To see this, we have to adopt the perspective of the money holder, who is a potential lender. If the money holder keeps money to pay for goods and services tomorrow, money functions as a medium for deferred payment. As such, hoarded money is used in a similar way as credit. If people hoard money, the demand for real goods and services declines, and prices deflate. This is what happened after the financial crisis of 2007–08, with central bank reserves sitting idle on bank’s balance sheets after the federal funds rate hit the zero lower bound.
Deflation increases the real return on holding money and makes money more attractive as a store of value. Interest rates at the zero lower bound can lead to a collapse of the velocity of circulation and trap the economy in a deflationary spiral. Again, the link between money and credit—this time originating from the store of value function of physical money—is the cause for a distortion of prices.
The liquidity fee cuts the second link between money and credit, because it discourages people from using money for deferred payment—that is, from hoarding money. The liquidity fee completes the functional separation of money into a device for current payment, and credit into a device for deferred payment. Figure 11.2 visualizes how we envision a financial system in the digital age.
Figure 11.2 A financial system without banking: part one
Money and credit are the means to establish the price system that is required to coordinate the activities in the real economy. For prices to be undistorted, the function of current payment needs to be assigned to money, and that of deferred payment to credit. A functional separation alone, however, is not sufficient; we also need to separate the public from the private sphere.
Separating the Private from the Public Sphere
Figure 11.3 depicts how the private and the public sphere overlap in the organization of money and credit. On the one hand, by creating inside money, private institutions engage in the organization of money. Most of the money is supplied by private banking institutions. On the other hand, credit is not a completely private affair either, because banking institutions have their liabilities guaranteed by the government.
Figure 11.3 A financial system with banking: part two
In today’s banking system, the public sector takes on broad responsibilities not only for money but also for credit. It does so because banking institutions create money out of credit. Since credit affects the money supply, it affects the price system. Being responsible for price stability, the public sector is forced to adopt an important role in credit, too.
Having expanded their banking guarantees to shadow banking institutions, governments suppressed a correction of price distortions in the aftermath of the financial crisis of 2007–08. Without effective banking regulation in place, ever more credit needs to be guaranteed after every financial crisis by the government to safeguard the price system against the materialization of liquidity risk.
But the organization of credit cannot be built on suppressing risks forever, as it begins to affect the organization of money. The more inside money the government guarantees, the less credible becomes the promise of price stability. With more and more inside money guaranteed and no effective regulation in place, the ultimate correction of price distortions will be fiercer.
The organization of credit needs to allow risks to be materialized, similar to a sensible wildfire policy that does not build on the principle of fire suppression at all cost.4 The real economy always experiences ups and downs that cannot be foreseen. Credit—as a bilateral agreement between two parties—joins in the economic tide. The downward risks should be taken by those who also enjoy the possible upside benefits. A public sector interested in the long-term stability of a financial system needs to abstain from providing any guarantees to credit.
Under a systemic solvency rule, turmoil on credit markets will not result in banking panics anymore. Money is no longer created out of credit and government guarantees of credit can be credibly withdrawn. The monetary authority no longer faces situations where it has to sacrifice its primary goal of price stability. Being freed from any commitments regarding credit, the public sector can credibly commit to a functioning price system.
We are now in a position to draw a clear line between the public and the private sector. Figure 11.4 illustrates this separation. While the organization of money belongs to the public sphere, credit is left to competitive forces and to be organized privately. Both the functional separation and the clear assignment of roles to the private and public sectors provide the foundation for a stable, effective, and fair financial system in the digital age.
Figure 11.4 A financial system without banking: part two
NOTES
Conclusion
In the digital age, the financial system turned into a complex beast. Some of the best physicists, mathematicians, and lawyers work in modern banking. They speak a language and create products that are impossible to understand by outsiders. This makes it difficult to establish a political debate on financial reform.
Opacity is what prevented politicians from demanding radical changes after the financial crisis of 2007–08. Virtually everyone knows that banking got out of control, but where did the problems originate in this maze of financial products, institutions, and regulations? As long as even well-educated people have difficulty understanding what is happening behind the scenes, unconstrained banking will persist.
We hope we have succeeded in lifting the veil of modern finance. Behind numerous acronyms, we discerned banking, the creation of money out of credit. No matter what form banking takes, it comes with the same weaknesses. Once you reduce modern finance to its basic elements, the pieces fall into place. We can draw a line from the origins of banks and early banking panics to the rise and fall of shadow banking. The financial crisis of 2007–08 no longer seems to be a natural disaster or the inevitable result of human greed; it was the consequence of banking slipping out of control.
Current regulatory efforts cling to a notion of banking as it was practiced in the industrial age. They will not spare us the next financial crisis. The rise of information technology has undermined all efforts to regain control over banking.
At the same time, information technology enables a better organization of the financial system. We do not have to live with a broken banking system. It is time to demand the end of banking, for which only minor legal changes are needed. In particular, we have to add a systemic solvency rule to corporate law and adjust monetary policy.
Setting the legal framework for a new financial system without banking is simpler than unwinding the old banking system. Decades of unconstrained banking have created an inconceivable web of financial interdependencies. The transition to a financial system without banking might be a rocky road. For sure, it will involve uncertainty.
While we need to be aware of the risks in reforming the financial system, we cannot allow uncertainty to paralyze us. Sticking with banking is not an option. We should stop wasting resources on ever more complex banking regulation that will not prevent the next financial crisis. Banking is out of control, and instead of trying to fix it, we should prepare for the end of it.
In 2008, we were taken by surprise. We believed that there was no alternative, so we kicked the can down the road and kept a dysfunctional banking system on life support. We now know better, and it would be a shame if we were not prepared next time. Let us not waste another financial crisis.
There is an alternative: We can do better than banking!
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