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The Surprising, Baffling, Mysterious Case of Influence
You and I share a role. Maybe you never stopped to consider this role, or perhaps you think about it all the time. If you’re someone’s spouse, parent, or friend, you fulfill this role. If you’re a doctor, teacher, financial adviser, journalist, manager, or human being—you fulfill it.
This duty we all share is to affect others. We teach our children, guide our patients, advise our clients, help our friends, and inform our online followers. We do this because we each have unique experiences, knowledge, and skills that others may not. But how good are we at this role?
It seems to me that the people with the most important message, those who have the most useful advice, are not necessarily the ones who have the largest impact. Recent history is full of such puzzles, from the entrepreneur who convinced investors to pour billions into a shaky biotech endeavor to the politician who failed to convince citizens to fight for the future of their planet. What, then, determines whether you affect the way others think or whether you are ignored? And what determines whether others change what you believe in and how you behave?
The underlying assumption of this book is that your brain makes you who you are. Every thought that ever crossed your mind, every feeling you ever experienced, every decision you ever made—was all generated by neurons firing within it. Yet your very own brain, on the top of your neck, is not fully yours. It is the product of a code that has been written, rewritten, and edited for millions of years. By understanding that code, and why it is written the way it is, we will be better able to predict people’s reactions and understand why some common approaches to persuasion often fail while others succeed.
For the past two decades, I have been studying human behavior in the lab. My colleagues and I have conducted dozens of experiments in an attempt to figure out what causes people to change their decisions, update their beliefs, and rewrite their memories. We systematically manipulated incentives, emotions, context, and social environments and then peered into people’s brains, recorded their bodily responses, and documented their behavior. It turns out that what most of us believe will cause others to alter their thoughts and actions is wrong. My aim with this book is to reveal the systematic mistakes we make when we attempt to change minds, as well as to illuminate what occurs during those instances in which we succeed.
I am going to begin in my own backyard, with the story of how I was almost persuaded to ignore years of scientific training by a man whose unexpected influence on millions has baffled many.
* * *
On the evening of September 16, 2015, at around eight p.m., I was sitting on the sofa in my living room watching the second Republican primary debate on CNN. The 2016 presidential race was one of the most interesting in history, full of unexpected plot twists and surprises. It also turned out to be a mesmerizing study of human nature.
Center stage at the Ronald Reagan Presidential Library, in Simi Valley, California, were two of the leading candidates: pediatric neurosurgeon Ben Carson and real estate mogul Donald Trump. In between discussions about immigration and taxes, the debate turned to autism.
“Dr. Carson,” began the moderator, “Donald Trump has publicly and repeatedly linked vaccines, childhood vaccines, to autism, which, as you know, the medical community adamantly disputes. You’re a pediatric neurosurgeon. Should Mr. Trump stop saying this?”
“Well, let me put it this way,” replied Dr. Carson. “There have been numerous studies, and they have not demonstrated that there is any correlation between vaccinations and autism.”
“Should he stop saying that vaccines cause autism?” asked the moderator.
“I’ve just explained it to him. He can read about it if he wants to. I think he’s an intelligent man and will make the correct decision after getting the real facts,” said Dr. Carson.
While I did not always agree with Dr. Carson, I did concur with him on this issue. I happened to be familiar with the literature, not only because of my profession as a neuroscientist but also because I’m the parent of two young children, who at the time were two and a half years old and seven weeks old. So I was utterly surprised by my reaction to what Trump said next.
“I’d like to respond,” said Trump. “Autism has become an epidemic. . . . It has gotten totally out of control. . . . You take this little beautiful baby, and you pump—I mean, it looks just like it’s meant for a horse, not for a child. And we’ve had so many instances, people that work for me. Just the other day, two years old, two and a half years old, a child, a beautiful child, went to have the vaccine, and came back, and a week later got a tremendous fever, got very, very sick, now is autistic.”1
My response was immediate and visceral. An image of a nurse inserting a horse-sized syringe into my tiny baby emerged inside my head and would not fade away. It did not matter that I knew perfectly well that the syringe used for immunization was a normal size—I panicked.
“Oh, no,” I thought. “What if my child gets ill?” The fact that these thoughts were running through my mind shocked me. Nevertheless, anxiety, a feeling all too familiar to parents of all beliefs and backgrounds, abruptly took over.
“But, you know,” said Dr. Carson, “the fact of the matter is, we have extremely well-documented proof that there’s no autism associated with vaccinations.”
No matter. Proof, shmoof. Dr. Carson could have cited a hundred studies, and it would have had no effect on the storm that erupted inside my head. I was absorbed by that stallion of a needle that was about to cause my child to get very, very ill.
It made no sense. At one podium was a pediatric neurosurgeon whose ammunition included peer-reviewed medical studies and years of clinical practice; at the other was a businessman whose arguments boiled down to a single observation and intuition. Yet despite my years of scientific training, I was convinced by the latter. Why?
I knew exactly why. And it was that understanding that brought me back to reality.
While Carson was targeting the “cerebral” part of me, Trump was aiming at the rest of me. And he was doing it by the book—this book.
Trump tapped into my very human need for control and my fear of losing it. He gave me an example of someone else’s mistake and induced emotion, which helped align the pattern of activity in my brain with his, making it more likely that I would take on his point of view. Finally, he warned of the dire consequences of not following his advice. As I’ll explain in this book, inducing fear is often a weak approach to persuasion; in fact, in most cases, inducing hope is more powerful. However, under two conditions, fear works well: (a) when what you are trying to induce is inaction and (b) when the person in front of you is already anxious. These two criteria were satisfied in this case, as Trump was lobbying against the act of immunization, and his target audience—new parents—are the poster children for stress.
The fact that I understood how Trump was affecting my thoughts subsequently enabled me to pause and reevaluate the situation; I would not change my mind on this issue—my young son will receive immunizations, just as my daughter did before him. But I wondered how many other new parents out there were persuaded by his arguments. I also pondered what would have happened if Dr. Carson had done a better job of addressing people’s needs, desires, motivations, and emotions, rather than assuming that they would make the correct decision after receiving the facts.* Dr. Carson was speaking to millions, and he missed an extraordinary opportunity to make a difference. We all encounter such opportunities. You may not routinely address millions, but you address people every day: at home, at work, online, offline.
The fact of the matter is that people love propagating information and sharing opinions. You can see this clearly online: every single day, four million new blogs are written, eighty million new Instagram photos are uploaded, and 616 million new tweets are released into cyberspace. That is 7,130 tweets per second. Behind every tweet, blog, and uploaded photo is a human being like you and me. Why do millions of humans spend millions of precious moments every day sharing information?
It appears that the opportunity to impart your knowledge to others is internally rewarding. A study conducted at Harvard University found that people were willing to forgo money so that their opinions would be broadcast to others.2 Now, we are not talking about well-crafted insights here. These were people’s opinions regarding mundane issues, like whether Barack Obama enjoys winter sports and if coffee is better than tea. A brain-imaging scan showed that when people received the opportunity to communicate their pearls of wisdom to others, their brain’s reward center was strongly activated. We experience a burst of pleasure when we share our thoughts, and this drives us to communicate. It is a nifty feature of our brain, because it ensures that knowledge, experience, and ideas do not get buried with the person who first had them, and that as a society we benefit from the products of many minds.
Of course, in order for that to happen, merely sharing is not enough. We need to cause a reaction—what Steve Jobs aptly referred to as making a “dent in the universe.” Each time we share our opinions and knowledge, it is with the intention of impacting others. The intended change can be large or small. Perhaps our aim is to raise awareness for a social cause, increase sales, alter the way people view the arts or politics, improve the way our child eats, sway people’s perception of ourselves, improve people’s understanding of how the world works, increase our team’s productivity, or maybe just convince our spouse to work less and join us on a tropical vacation.
Here is the problem, though: we approach this task from inside our own heads. When attempting to create impact, we first and foremost consider ourselves. We reflect on what is persuasive to us, our state of mind, our desires, and our goals. But, of course, if we want to affect the behaviors and beliefs of the person in front of us, we need to first understand what goes on inside their head and go along with how their brain works.
Take Dr. Carson, for example. As a trained physician and scientist, he was convinced by data showing that vaccines do not cause autism. He therefore assumed that said data would persuade everyone else. Humans, however, are not wired to react dispassionately to information. Numbers and statistics are necessary and wonderful for uncovering the truth, but they’re not enough to change beliefs, and they are practically useless for motivating action. This is true whether you are trying to change one mind or many—a whole room of potential investors or just your spouse. Consider climate change: there are mountains of data indicating that humans play a role in warming the globe, yet 50 percent of the population does not believe it.3 Consider politics: no number will convince a hard-core Republican that a Democratic president has advanced the nation, and vice versa. What about health? Hundreds of studies demonstrate that exercise is good for you and people believe this to be so, yet this knowledge fails miserably at getting many to step on a treadmill.
In fact, the tsunami of information we are receiving today can make us even less sensitive to data because we’ve become accustomed to finding support for absolutely anything we want to believe, with a simple click of the mouse. Instead, our desires are what shape our beliefs. It is those motivations and feelings we need to tap into to make a change, whether within ourselves or in others.
In this book, I will describe our instincts regarding influence—those habits we fall back on when trying to change others’ beliefs and behaviors. Many of these instincts—from trying to scare people into action to insisting that the other is wrong or attempting to exert control—are incompatible with how the mind operates. The principal idea of this book is that an attempt to change someone’s mind will be successful if it aligns with the core elements that govern how we think. Each chapter will focus on one of seven critical factors—priors (as in prior beliefs), emotion, incentives, agency, curiosity, state of mind, and other people—and will explain how that factor can hinder or help an attempt to influence.
The difference between familiarizing ourselves with these factors and remaining ignorant is that familiarity will enable you to critically evaluate your behavior, whether you are influencing or being influenced. The majority of the time, I will take on the point of view of the person aiming to influence, but every so often I will flip the relationship and look at things from the perspective of the person being influenced. What goes on in your brain when you listen to another person’s opinion? Of course, if you understand one side of the coin, you will better understand the other, too.
We still have a lot of research to conduct to fully understand the factors that influence our minds, but the partial knowledge we already have is tremendously valuable. For example, understanding how the brain’s reward system is connected to the motor system reveals when people are more likely to be influenced by carrots and when by sticks. Knowing how stress affects the brain explains why people hugely overreact to negative news following terrorist attacks.
Throughout the book we will shift back and forth from the corridors of your brain, where neurons are constantly communicating with one another, to the corridors of my lab, where I record people’s behavioral and physiological reactions. We’ll also tour the world outside: a hospital on the East Coast of the United States that went from failing terribly at getting its medical staff to sanitize their hands to reaching nearly 90 percent compliance in one day, a nursing home in Connecticut where the residents’ health was improved by increasing their sense of control, a teenage girl who unknowingly induced psychosomatic symptoms in thousands, and more. My question will always be why? Why did this strategy cause a reaction but another did not? Why do we respond to John but ignore Jake? If you know what causes people to react the way they do, you will have the tools to solve the specific challenges you encounter in your own life every day.
____________________
* A study I describe in chapter 1 reveals why Dr. Carson’s approach was likely to fail and what he could have done instead.
Does Evidence Change Beliefs?
(Priors)
The Power of Confirmation and the Weakness of Data
Thelma and Jeremiah are happily married. They see eye to eye on most issues; they agree on how to raise their kids and how to handle their finances; they have the same beliefs with regard to politics and religion, similar humor and cultural preferences, and even share the same occupation—both are attorneys. This is not surprising. Research has shown again and again that the best predictor for a long-lasting marriage is not passion or friendship; it is similarity. Opposites, contrary to popular belief, neither attract nor remain an item when they do.1
There is, however, one topic Thelma and Jeremiah disagree on. This is not startling, either. Most couples, as compatible as they may be, will argue for years over one issue or another. Maybe it is whether they should have kids, how many to have, how to achieve a work-life balance, or whether to adopt a pet lizard or a guinea pig. For Thelma and Jeremiah, the conflict is over where to settle down. Thelma was born and raised in France, Jeremiah in the United States. Both believe their native country is the best place to raise a family.
Thelma and Jeremiah are not alone. Surveys show that when asked for the ideal place to live, work, raise children, and retire, most people say it is their home country. Only 13 percent of the world’s adults would like to leave their country permanently.2 The grass, it appears, is greenest exactly where you are. If people must immigrate, they prefer to move next door: the French to the United Kingdom, Austrians to Switzerland.
Unfortunately, the solution to Thelma and Jeremiah’s problem cannot lie in meeting the other person halfway. Just as having half a kid is not an answer for couples who disagree on whether to expand their unit, Thelma and Jeremiah are unable to build a home in the Atlantic Ocean, midway between Europe and North America. The only solution, then, is for one to convince the other that their view is correct.
You would think that Thelma and Jeremiah are perfectly suited for the task. As I mentioned, they are both attorneys. Their life’s work is to persuade a jury to take their side. They have set out to solve their marital problem as they would a professional legal problem—each presents the other side with facts and figures to support their argument in an attempt to smash the opposition. Jeremiah shows Thelma data suggesting that the cost of living is lower in the United States, while Thelma provides Jeremiah with numbers proving that attorneys make more money in France. Jeremiah e-mails Thelma an article arguing that the education system is superior in the States, while Thelma finds a different piece claiming that kids are happier in France. Both regard the “evidence” provided by the other as unreliable and refuse to budge. Over the years, they each become more and more grounded in their belief.
The approach taken by Thelma and Jeremiah is one that many of us adopt. Our instinct, when arguing or debating, is to burst in with ammunition that reveals why we are right and the other side is wrong. We articulately present our logical arguments and support them with facts, because these sound very convincing to us. Yet think about the last time you argued with your spouse or participated in a dinner party that transformed into a late-night political debate. Did you manage to nudge people’s beliefs? Did they take note of your well-thought-out arguments and carefully researched data? If your recollections are genuine, you probably recognize that, alas, facts and logic are not the most powerful tools for altering opinions. When it comes to arguing, our instincts are wrong.
The Weakness of Data
Your brain, like most people’s, is programmed to get a kick out of information. This makes our current digital era an explosive celebration for your mind. While the agricultural age gave us easier access to nutrition, and the industrial age dramatically increased our quality of life, no other era provided as much stimulation for our brains as the information age. It is as if, finally, the human brain has succeeded in building its own amusement park, complete with thrill rides, which are perfectly customized . . . for itself.
Consider the numbers: there are 3 billion Internet users worldwide; every day we produce approximately 2.5 billion gigabytes of data, perform 4 billion Google searches, and watch 10 billion YouTube videos. In the short time it took you to read the last sentence, approximately 530,243 new Google searches were executed and 1,184,390 YouTube videos played around the globe.3
It would seem that the digital revolution should come in handy when we are trying to alter people’s beliefs. If people love information, what better way to influence their beliefs and actions than to offer data? With big data at our fingertips and powerful computers at our disposal, we can run analyses to expand our knowledge and then share the resulting facts and figures. Seems straightforward, right?
That is, until you attempt to present your carefully collected data and thoughtfully constructed conclusions to the person you are hoping to influence. At that moment, you quickly realize that data is often not the answer when it comes to changing minds.
This epiphany came as a terrible blow to the scientist in me. As a cognitive neuroscientist, I work at the intersection between psychology and neuroscience. Like most scientists, I love data. Some people collect precious rocks; others collect first-edition books, stamps, shoes, vintage cars, or china dolls. I collect data. My computers hold hundreds of folders with thousands of files, each containing rows and rows of numbers. Every number represents an observation: a person’s response to a decision problem or their reaction to another human; other numbers indicate the activity in a person’s brain or the density of their neuronal fibers. Numbers on their own are useless. The reason I love data is that those rows and rows of numbers can be transformed into something beautiful: meaningful graphs, which, every so often, reveal an exciting new insight into what makes you and me, Homo sapiens, tick.
So you can imagine my dismay when I learned that all those numbers, from numerous experiments and observations, pointed to the fact that people are not in fact driven by facts, or figures, or data. It is not that people are stupid; nor are we ridiculously stubborn. It is that the accessibility to lots of data, analytic tools, and powerful computers is the product of the last few decades, while the brains we are attempting to influence are the product of millions of decades. As it turns out, while we adore data, the currency by which our brains assess said data and make decisions is very different from the currency many of us believe our brains should use. The problem with an approach that prioritizes information and logic is that it ignores the core of what makes you and me human: our motives, our fears, our hopes and desires. As we will see, this presents a serious problem; it means that data has only a limited capacity to alter the strong opinions of others. Established beliefs can be extremely resistant to change, even when scientific evidence is provided to undermine those beliefs.
The Power of Confirmation
Three scientists, Charles Lord, Lee Ross, and Mark Lepper, recruited forty-eight American undergraduates who either strongly supported the death penalty or strongly opposed it.4 They presented them with two scientific studies; one offered evidence regarding the effectiveness of capital punishment, and the other data showed its ineffectiveness. In reality, the studies had been fabricated. Lord, Ross, and Lepper had made them up, but the students did not know that. Did the students find the studies convincing? Did they believe that the data provided good evidence that should alter their minds? They did!
But only when the study reinforced their original view. Those students who strongly supported capital punishment thought the study that demonstrated its effectiveness was well conducted. At the same time, they argued that the other study was poorly executed and not compelling. Those who were originally against capital punishment assessed the studies the other way around. As a result, believers in the death penalty left the lab supporting capital punishment with more passion than ever, while those in opposition to it ended up opposing capital punishment with more zest than before. Rather than enabling people to see both sides of the coin, the exercise polarized everyone involved.
Information can lead to polarization of opinions in domains ranging from abortion and homosexuality to the assassination of John F. Kennedy.5 My colleague Cass Sunstein (the administrator of the White House Office of Information and Regulatory Affairs during the Obama administration and a current Harvard Law professor) and I wanted to know whether the same was true for beliefs about climate change.6 We first asked a group of volunteers about their opinions regarding climate change. (For example: Did they believe that man-made climate change was occurring? Did they support the Paris agreement to reduce greenhouse gas emissions?) Based on their answers, we divided them into weak believers in man-made climate change and strong believers. We then informed everyone that climate scientists estimated that the average global temperature would rise by approximately six degrees Fahrenheit by 2100, and asked them for their own estimates of the likely temperature rise by 2100.
Then came the real test. Half of the volunteers were told that in recent weeks prominent scientists had reassessed the data and concluded that the situation was far better than previously thought, suggesting a likely temperature increase of only one to five degrees. Half were told that in recent weeks, prominent scientists had reassessed the data and concluded that the situation was far worse than previously thought, suggesting a likely temperature increase of seven to eleven degrees. All the participants were then asked to provide a new personal estimate.
Did people change their estimates in light of the experts’ assessments? Once again, we observed that people altered their opinions only if they’d received information that fit their original worldview. The weak believers in man-made climate change were influenced by the comforting news that the situation was better than previously thought (their estimate dropped by about one degree), but the alarming news had no impact whatsoever on their new estimates. Strong believers showed the exact opposite pattern—they were moved by learning that scientists now thought the situation was even worse than previously believed, but were less influenced by the news that scientists now thought the problem was not as dire.
When you provide someone with new data, they quickly accept evidence that confirms their preconceived notions (what are known as prior beliefs) and assess counterevidence with a critical eye. Because we are often exposed to contradicting information and opinions, this tendency will generate polarization, which will expand with time as people receive more and more information.7
In fact, presenting people with information that contradicts their opinion can cause them to come up with altogether new counterarguments that further strengthen their original view; this is known as the “boomerang effect.” Thelma, for example, found many faults in the article Jeremiah sent her that argued that the education system was better in the United States. “The article was written by an American,” she thought to herself, “what do they know about education, anyway? Americans teach ‘modern’ literature and ‘new’ history while ignoring ancient writings and Old World narratives.”
Did you notice what Thelma did? Not only did she discard any unwelcome evidence, but she came up with new reasons for why the education system was better in France—arguments she had never considered before. As a result, she grew more confident in her initial conviction. Being confronted with evidence that seemed to oppose her strong views made Thelma feel uncomfortable, and so she resolved this negative feeling by rationalizing away the contradicting opinion and reinforcing her own. This is why by marrying Jeremiah, Thelma became a stronger advocate for France. If she had married her old high school sweetheart François, I suspect she would have had a less idealistic view of her home country.
Google Is (Always) on My Side
There is no single truth we all agree on. In a letter to Jean-Baptiste LeRoy in 1789, Benjamin Franklin famously wrote, “In this world nothing can be said to be certain, except death and taxes.” Franklin borrowed this phrase from the English writer Daniel Defoe, who in his 1726 book The Political History of the Devil said, “Things as certain as death and taxes, can be more firmly believ’d.”8 While the “death and taxes” expression is commonly used, neither of these things are in fact truths we all conform to. Some believe death can be overcome, perhaps by cryonics or engineering. Even if we acknowledge the end is certain, there are many diverse views on what lies on the other side. And there are certainly a number of tax evaders and “tax protestors,” people who dismiss the idea that taxes are a necessity. If we do not all agree on the certainty of death and taxes, you can imagine we are bound to disagree on a large number of other “truths.”
Whether living in France is better than living in the United States is a matter of opinion. Whether capital punishment is morally right is also a subjective question. What happens when a disagreement involves hard facts? For example, consider the question of where Barack Obama was born. The controversy over Obama’s birthplace started in 2008 when anonymous e-mails were released that questioned whether he was in fact a natural-born citizen.9 If Obama had not been born in the United States, he would not have been eligible to run for president. “Evidence” supporting these allegations soon appeared on the Internet. The issue created such a media firestorm that Obama decided to address the question directly and supply his birth certificate. Yet a validated certificate from a U.S. president was not enough to change people’s opinions. Surveys showed that a non-negligible percentage of Americans were still not sure that Barack Obama was eligible to serve as president.10
“There is a mechanism, a network of misinformation that in a new media era can get churned out there constantly,” Obama noted in 2010. This was his response to the revelation that two years after the presidential election, 20 percent of Americans (fully one-fifth!) still did not believe he had been born in the United States.11 By “mechanism” and “network,” Obama was most likely referring to the technology boosting the spread of misinformation.
In today’s world, the ease by which we can find “data” and “evidence” to discredit any opinion—and, at the same time, uncover new information to support our own—is unprecedented. It takes less than a second to turn up articles suggesting that strawberries are bad for you (it seems their thin skin allows unwanted chemicals in) and butter in your coffee is good for you. The latter trend is known as “Bulletproof Coffee.” Apparently, Bulletproof Coffee “has a massive impact on cognitive function” and “will keep you satisfied with level energy for six hours if you need it . . . programming your body to burn fat for energy all day long.”12 It takes another second to find just as many articles suggesting that strawberries are in fact good for you, because of their great nutrients, and butter in coffee is a very bad idea. It seems that saturated fat is good, but humans did not evolve eating such massive amounts of it. As a result, there have been reports of dramatically elevated cholesterol levels due to Bulletproof Coffee.13
Paradoxically then, the wealth of available information makes us more resistant to change, because it is so easy to find data that support our own vision. This is true even for extreme views, such as believing that your own race is genetically superior to others. We carefully read blogs and articles that support our opinions, and we may avoid clicking on links that offer a different take.
This is only half the problem, though. What we are not aware of is that cherry-picking information is done for us under the radar. We are oblivious to the fact that often we are presented with filtered information to suit our preestablished beliefs. This is how it works: when you enter a search term into Google or another search engine, you get results that have been customized for you, according to your past searches and Web activity.14 In other words, if you are a Democrat searching for the latest stats on the presidential debate, your search will most likely spit back news articles and blogs from Democrats who think the Democratic candidate did superbly. The links will include news websites and opinion blogs you have visited previously and others associated with them. Given that the first twenty results you get all praise the performance of the Democratic candidate, you are left with the impression that, indeed, she or he delivered an outstanding performance. Everyone thinks so. In fact, your Twitter and Facebook feeds provide further evidence of the superiority of your candidate, making you more and more confident of the upcoming election result.
Here is the thing, though: if you are a Republican, your feed will be quite different. This is because your Twitter and Facebook accounts will likely be associated with the accounts of other Republicans. Your Google search will also provide you with different results. This is not only because Google uses sophisticated algorithms to learn about your specific interests and preferences but also because searches take into account your geographical location.15 Google wants to give you exactly what you are looking for. It assumes that what you are looking for is similar to what your neighbor Riana is interested in and different from what Pinto is searching for across the globe in Uganda. That is a reasonable assumption. So you end up with links to websites frequently viewed by users in your area. Now, because Republicans are more likely to live in certain states and Democrats in other states, your search for “presidential debate” spits back links to websites supporting your candidate (assuming you are living in a state where the majority resides with your preferred political party). Since this happens under the radar, you become more and more confident in your political views, as well as your cultural preferences and scientific beliefs.
This process can make us weaker. How can we reasonably decide what is true and what is right if we are not even exposed to other streams of thought? There are actions you can take to minimize this technology-induced confirmation bias. Here is a tip: if you want to minimize Internet searches that are customized to your beliefs, use “anonymous browsing” or delete the information your search browser holds on you (such as location) and disable history tracking. You may also decide to update the accounts you follow on social media to include unusual suspects—people whom you respect but who advocate for positions you disagree with. Perhaps those people will follow you in return.
There is another artificial way by which our views can be confirmed without us realizing it. It is the “social-feedback loop.” Imagine that you’ve found a wonderful new product and you want to share your exciting discovery with all your friends, so they, too, can benefit. Let’s say the product is a new wireless router known as the “super router.” It enables very fast connections over large distances. You tell your friends and relatives about it and post it on Pinterest, Instagram, and other social networks. Over the next couple of months, something intriguing happens. You keep hearing about the “super router” from acquaintances, both in person and online. “Have you heard about this super-powerful new wireless router?” they ask. “Supposedly it can change the way you surf the Web.” These are not even people in your immediate circle—it seems that everyone now knows about the “super router.” What you may be underestimating, though, is how much of this buzz was triggered by you. When we share an idea, recommendation, or opinion with a large number of people, some of them will share the information with others, who may share it with still others. Because social networks tend to be heavily intertwined, eventually those opinions will loop back to you, only you may not realize that you were the source. Instead, you may conclude that many other people have independently formed the exact same opinion, further strengthening your view.
Using Your Intelligence to Twist Information
Seeking out and interpreting data in a way that strengthens our preestablished opinions is known as the “confirmation bias.”16 It is one of the strongest biases humans hold. Now that you are acutely aware of it, you will probably observe people engaging in this type of thinking every day; you may catch them disregarding arguments that do not suit them and embracing those that do. You will also notice, however, that individuals differ in this tendency; some are more resistant than others. What makes some people take in information in a balanced manner while others discount evidence that does not fit their existing opinions?
If you perceive yourself as highly analytic—someone who has a strong ability to make use of quantitative data and a good reasoning capacity—embrace yourself. People with stronger analytic abilities are more likely to twist data at will than people with low reasoning ability.17 In one study 1,111 Americans from across the country participated in an online task. First they were given a battery of standard tests to measure their quantitative abilities and use of systematic logic. Then they were given one of two data sets. They were led to believe that the first was from a study examining a new skin-rash treatment. The participants were asked to figure out from the data if the skin-rash treatment was helping the patients’ condition or making it worse. To solve this problem, they needed to use their quantitative skills. It comes as no surprise that people who had earlier scored higher on the mathematical tests also did better at analyzing the skin-rash-treatment data.
The second set of data showed crime statistics in different cities. The volunteers were told that “a city government was trying to decide whether to pass a law banning private citizens from carrying concealed handguns in public. Government officials were unsure whether the law will be more likely to decrease crime by reducing the number of people carrying weapons or increase crime by making it harder for law-abiding citizens to defend themselves from violent criminals. To address this question, researchers had divided cities into two groups: one consisting of cities that had recently enacted bans on concealed weapons and another that had no such bans.”
The volunteers had to examine the data and conclude whether the new law was causing crime to increase or decrease.
In reality, the skin-rash-treatment data set and the gun-control data set were exactly the same. The same set of numbers was used. Yet the participants did better at solving the problem when the numbers were presented as data from a new skin-rash-treatment study than a gun-control-“treatment” study. Why?
The participants did not care if the new skin treatment was working or not, so they addressed the task rationally, using their math abilities in the service of carefully analyzing the data. However, most participants had passionate opinions on gun control, and this passion interfered with their ability to analyze the data objectively. So far, nothing new—we know that motivation taints our ability to reason. Here is the fascinating part, though: those people who were good with numbers—the “analytic” ones—were the worst at accurately assessing whether a gun-control ban reduced crime.
These findings debunk the idea that motivated reasoning is somewhat a trait of less intelligent people. To the contrary, the greater your cognitive capacity, the greater your ability to rationalize and interpret information at will, and to creatively twist data to fit your opinions. Ironically, then, people may use their intelligence not to draw more accurate conclusions but to find fault in data they are unhappy with. This is why, when arguing with others, our instinct for offering facts and figures that support our view and contradict theirs may not be the optimal approach. Even if the person in front of you is highly intelligent, you may find it difficult to change their mind with counterevidence.
Why We Are the Way We Are
This raises the question: why have we evolved a brain that discards perfectly valid information when that information does not fit with its current view of the world? This may seem like bad engineering, potentially leading to many errors in judgment. So why hasn’t this glitch been corrected for over the course of human evolution? Could it be that there is a reasonable explanation for our apparent folly? A benefit, perhaps?
Some scholars ascertain that the human brain evolved the ability to reason not in order to uncover the truth but to enable us to persuade others that we are right.18 The idea is that you evaluate the evidence in front of you in a way that will help you argue your views more effectively. If we are better at arguing, the story goes, we will be more likely to get our way. This theory can account for the confirmation bias and the boomerang effect. I find it somewhat unconvincing, though. The idea that the human brain evolved to be able to reason purely so that we can win an argument seems weak. What’s more, if most of us possess a confirmation bias, then none of us will be able to persuade the others anyway. In fact, the most influential individuals are often the most open-minded.
Let’s explore another possibility—the idea that interpreting information in light of what we already think we know is often the correct approach. On average, when you encounter a piece of data that contradicts what you already know about the world, that piece of data is, in fact, wrong. For example, if someone claims they observed a yellow elephant flying in the sky or a purple fish walking on the ground, it is reasonable to assume that this person is lying or delusional. We should, generally speaking, evaluate information in relation to what we already know.
Four factors come into play when we form a new belief: our old belief (this is technically known as the “prior”), our confidence in that old belief, the new evidence, and our confidence in that evidence. For example, imagine that an adult is told by their young child that there is an elephant flying in the sky. The parent holds a strong belief that elephants cannot fly. In addition, they do not have strong confidence in their child’s credibility, so they will conclude the child is wrong. Now imagine the reverse: a very young child is told by their parent that an elephant is flying in the sky. The child has not yet formed strong beliefs regarding the world, so they are not certain whether elephants can fly or not. Moreover, they hold their parents’ opinions in high regard, so they conclude that elephants can fly.
On balance, this approach to changing our beliefs is a reasonable one. In many cases we should indeed hold on to what we know. However, a side effect of this process is that preestablished opinions are very difficult to change, even when they are wrong.
How Much Is It Costing Us?
We have already seen that people’s tendency to disregard evidence that does not fit their views interferes with their personal relationships, and also with politics. This is alarming in and of itself. What about finance? Are people selectively interpreting information when making financial decisions? My colleagues Andreas Kappes and Read Montague and I conducted an experiment to find out.19
Millie was one of the many participants in our study. She was a twenty-year-old undergraduate at University College London majoring in biology. She had straight brown hair, which she kept in a ponytail, and large seventies-style spectacles that framed twinkly eyes. Like most students, she needed some extra cash to pay her rent, and so when she stumbled upon our ad for a paid study on the Psychology Department website, she was quick to sign up. When Millie arrived at our lab, she was introduced to her partner in crime, Ewan, who was also participating in our study. She had never met Ewan before. From a brief introduction, Millie learned that Ewan was a psychology major who had just returned from a semester abroad in Japan.
Andreas, the experimenter, explained to Millie and Ewan that they were about to play a game that involved real estate assessment. The better they performed on the task, the more money they would earn. Both Millie’s and Ewan’s knowledge of real estate boiled down to their experiences renting a room in an apartment in London. Yet they were determined to do the best they could on the task.
Andreas told Millie and Ewan that they would be escorted to separate rooms; each would work on a computer and be presented with a couple hundred different real estate properties. For each property, they would be shown information similar to what you would find on a real estate website: a photo of the real estate, information regarding its location, size, and so on. They would then need to indicate if they believed the property was worth more or less than a million dollars, and how much they were willing to bet that they were correct.
For example, a West Hollywood three-bedroom home, 3,959 square feet with a pool—on sale for more or less than $1 million? Millie thinks it’s more and is willing to bet £2 she is right. If she is correct, she will win £2; if she is wrong, she will lose £2. After Millie enters her bet, she has an opportunity to learn of Ewan’s bet. In this case, it turns out that Ewan disagrees. He believes the home is worth less than $1 million and is willing to bet £3 on it.
According to the rules of the game, Millie cannot change her vote, but she can change the amount of money riding on it. If she thinks Ewan is right, she can withdraw her bet altogether; that way she will neither lose nor win. Or she can lower her bet to a pound or less. She also has the opportunity to increase her bet if she wants to.
Like most of our participants, Millie does nothing. When Ewan disagrees with her, she ignores him. On the surface, that seems reasonable. Why should Millie listen to Ewan anyway? He is a psychology major, not a real estate agent. Most likely, he does not know more than she does. Millie’s decision seems sensible. Except for one thing: when Ewan agrees with her, she ups her bet. In other words, when Ewan makes the same judgment as Millie, his opinion is deemed sufficiently trustworthy to warrant a larger investment. Yet when he takes another view, his opinion is deemed useless.
Millie is not a rare case. On average, participants in our study significantly increased their bet after learning that their partner agreed with their real estate judgment but in most cases did nothing when that exact same partner, with the exact same credentials, disagreed with the judgment. The mind seems to happily adopt opinions most convenient to its established views.
This study illustrates an important point. On the one hand, it is well known that people are extremely susceptible to social influence; we follow trends, we mimic others, and we often do so subconsciously. (Later in the book, I will expand on our strong tendency for social learning.) On the other hand, once people have committed to a decision or opinion, it is difficult for one person to persuade them to adopt a new one. In the face of prior decisions and beliefs, social influence may fail.
Andreas’s findings seem to contradict a classic assumption in economics—namely, that investors are able to learn from new information (such as the opinions of others) irrespective of their past financial decisions. We now know that this assumption is false. People put more weight on information that supports their previous investments and less weight on information that undermines them.
Take, for example, research conducted by Camelia Kuhnen, a neuroeconomist at the University of North Carolina, and her colleagues.20 Kuhnen asked approximately fifty people to make a series of one hundred investment decisions between a risky stock and a safe bond with known payoffs. After each choice, the current stock’s dividends were revealed and another choice was offered. Kuhnen and her colleagues found that if people selected the stock and observed a high dividend, they were likely to think the stock was good. However, if they selected the stock and, to their disappointment, observed a low dividend, they ignored the data altogether rather than assume the stock was bad.
Just as Millie’s real estate decisions interfered with her ability to listen to Ewan’s advice when he disagreed with her, prior investments interfere with people’s ability to alter their financial expectations when new data does not fit with their past choices. Across domains, people discount information that goes against their previous decisions—and this can come with a financial cost.
Kuhnen and her colleagues did more than just observe behavior; they also recorded people’s brain activity to try to understand what exactly was going on inside their heads. They found that when participants received information that did not fit with their prior decisions, their brains—metaphorically speaking—“shut off.”* For example, when a participant selected a stock and then observed that it gave a low dividend, their brain responses were reduced. In contrast, when new data confirmed a person’s past choices, enhanced activation was observed in a large network of regions. Andreas and I noticed a similar pattern in our study; a person’s brain was very sensitive to information following the revelation that someone had made similar choices, less so following the revelation that someone had made dissimilar choices.
These results may seem surprising, because many times when people discover that they may be wrong, a large reaction—known as an “error signal”—is observed in the brain. However, what this study tells us is that in those cases in which we have already committed to a belief or action, we may ignore evidence suggesting that we might be wrong. We interpret such data as unreliable; if the new evidence is invalid in our eyes, then we might not bother to pay close attention to it.
What then, if anything, can we do to change beliefs? Surely opinions do not always remain stable—they do evolve. So how can we create change?
Altering the Old or Building Anew?
Imagine the following scenario: you are a pediatrician in the midst of a busy day at the clinic. Your two p.m. appointment enters your office with his toddler for a checkup. After completing the physical examination and inquiring about the child’s motor, language, and social development, you address the topic of the child’s vaccines. The child’s father, however, is deeply concerned about the MMR (measles, mumps, and rubella) vaccine. He has heard that it increases the risk of autism.
The number of parents refusing to vaccinate their children has risen since a now infamous 1998 study first suggested a link between the vaccine and autism.21 The study was published by Dr. Andrew Wakefield and his team; at the time, Wakefield was an honorary consultant at the Royal Free Hospital School of Medicine in London. Wakefield’s basic claim was that when measles, mumps, and rubella vaccines were given at the same time, they modified the immune system of the child. This enabled the measles virus to penetrate the intestines and for certain proteins to escape from the intestines and reach the brain. Those proteins could then damage neurons, causing autism.22 Although the article was published in the prestigious journal the Lancet, it was later discredited. Research conducted in subsequent years concluded that there was no connection between the MMR vaccine and autism.23
Yet the flame ignited by Wakefield’s research failed to go out. In the face of abundant scientific evidence to the contrary, many people still fear the risk of the MMR vaccine’s alleged side effects and refuse to let their children be vaccinated. As a result, the number of measles cases is on the rise. In 2014, there were 644 cases reported in the United States, which is a threefold increase relative to 2013.
Back at the clinic, you, the doctor, are faced with the difficult task of persuading the parent in front of you to vaccinate his child. What approach should you take? Most people’s instinct is to inform the parent of scientific evidence showing that the MMR vaccine does not cause autism. Undermining vaccination myths is also the approach adopted by the Centers for Disease Control and Prevention. This seems a reasonable tactic. Yet studies show that it does not work. This is because information is evaluated relative to preestablished beliefs. The further away new data is from one’s established beliefs, the less likely it is to be considered valid. In fact, by repeating the myths regarding the MMR vaccine in an attempt to dispel them, people sometimes wind up remembering the myths rather than the counterevidence.
To solve this problem, a group of psychologists from UCLA and the University of Illinois at Urbana-Champaign came up with a new idea. Instead of dispelling a cemented belief, they would attempt to implant a new one altogether.24 Their reasoning was that a parent’s decision about whether to vaccinate their child is determined by two factors: the negative side effects of the vaccine and the positive results of being vaccinated. Parents who refuse to vaccinate their child already hold strong beliefs regarding the possible side effect—the alleged increased risk of autism. Trying to alter this perception results in resistance. Instead of attempting to persuade people that the MMR vaccine does not cause autism, the researchers would highlight the fact that the MMR vaccine prevents the likelihood of potentially deadly illnesses. This is the path of least resistance—people have no reason to doubt that the vaccine will protect their child from measles, mumps, and rubella. The team’s approach involved finding some common ground: both the parents’ and the doctors’ priority was the health of the child. Focusing on what they had in common, rather than what they disagreed about, enabled change.
The solution was found to be effective. Highlighting the ability of the MMR vaccine to protect children from devastating illness was more likely to change people’s intentions about vaccinations than attempting to dispel fears of its side effects. When an established belief is difficult to weed out, seeding a new one may be the answer.
Figure 1.1. Priors. Influence behavior by building on common ground instead of trying to prove others wrong. Our instinct is to try to alter people’s beliefs and actions by introducing data to prove that we are right and they are wrong. It often fails, because in the face of facts that clash with their prior beliefs, people tend to come up with counterarguments or turn away. Instead, find arguments that rely on common ground. For example, telling parents who refuse to vaccinate their children that science has shown that vaccines do not cause autism did not alter the parents’ behavior. Instead, saying that vaccines would protect their children from deadly diseases was more effective—the argument did not contradict their prior beliefs and was compatible with the common goal of keeping children healthy.
* * *
Let’s return to Thelma and Jeremiah. Remember them? They were the married attorneys who disagreed on where in the world they should settle down. Jeremiah was trying to convince Thelma that the United States was more desirable than France, and Thelma was saying, “Non! La France est mieux.” They were both trying to find reasonable arguments for why one place was better than the other—baguette against white bread, the Louvre versus the Metropolitan Museum of Art—but they were getting nowhere. Thelma was disregarding Jeremiah’s arguments, and he was ignoring hers. The problem was that to accept the other’s case, they each had to let go of their own beliefs.
What would happen, though, if Thelma presented Jeremiah with an argument that did not conflict with his existing views? For example, she could say—“the U.S. is indeed a wonderful place to work and raise kids, but I will be happier being close to my parents.” Or she could show Jeremiah data that is already close to his heart—perhaps a study arguing that the top two countries in which to raise a family are France and the United States. Such data would fit Jeremiah’s preexisting beliefs, so he would pay attention. The new information could provide an initial shift toward her view. In contrast, if she were to claim that the United States is one of the worst countries in which to settle down, Jeremiah would just turn away.
Whether it is a debate about gun control, football, vaccinations, or a domestic disagreement, to shift opinions we need to first consider the other person’s mind. What are their preestablished notions? What are their motivations? When we have a strong motivation to believe that something is true, even the sturdiest of proof to the contrary will fall on deaf ears. Thelma wanted to move back to France, so she was highly motivated to find any article, blog, or figure that showed her country’s superiority. Those supporting capital punishment were motivated to believe data showing its effectiveness and to find fault with statistics showing otherwise. Those who opposed Obama had a strong motivation to believe that he had not been born in America.
Beliefs rarely stand on their own; they are intertwined with a network of other beliefs and drives. Considering the other person’s existing outlook will help clarify how we can present arguments in a way most convincing to them, rather than a way most convincing to us. While we may instinctively launch into an argument with a hefty sack of evidence to explain why we are right and the other side is wrong, this may lead us astray. What the studies described in this chapter teach us is that the person on the other side will likely shut down or fiercely find counterarguments. To successfully elicit change, we therefore need to identify common motivations. As we will see in the next chapter, once we identify those common goals, we then need to call upon our emotions to help get the message across.
____________________
* I emphasize that this is a metaphor; the brain does not literally “shut off.”
How We Were Persuaded to Reach for the Moon
(Emotion)
The Incredible Sway of Emotion
On a hot September day in 1962, President John F. Kennedy was standing in the Rice University football stadium. He was in Texas to persuade the crowd of thirty-five thousand in front of him, as well as the rest of the nation, to support a risky project that would cost the country almost $6 billion and could well end up being a complete failure. The plan was to reach the moon.1 Literally.
If you were born after July 21, 1969, you may find it difficult to conceive of a reality in which Neil Armstrong had not set foot on the Earth’s only natural satellite. Yet if you were around in the early 1960s, you may recall that the decision to transport a living human being to the moon and back was far from obvious.
Kennedy himself had not always been convinced of the need to conquer the moon. A year earlier, he had rejected a budget request from NASA that was aimed at sending a man to the moon within the decade. His attitude, however, changed when it became apparent that the Soviets were beating the Americans at the space game 2–0. Not only were they the first to launch an artificial satellite—Sputnik—but they were also the first to send a man—Yuri Gagarin—into space. The Americans had a lot of catching up to do. The first U.S. attempt to launch a satellite was nicknamed project “Flopnik,” for the satellite exploded a few seconds after liftoff, on live TV no less. Sending the first American—Alan Shepard—into space was more successful. However, his trip took place three weeks after Gagarin’s launch, and unlike Gagarin, Shepard did not orbit the Earth. All of this resulted in domestic humiliation and fear of a Soviet-ruled outer space.2
The president felt it was crucial that the Americans win the next round and decided that the U.S. government should set its sights on the moon. The fact that neither the Americans nor the Soviets had the technology needed to land a man on the moon was actually an advantage. It meant the Americans might have time to catch up with the USSR.
His first step was to convince the citizens of the urgent need to go to the moon. The support of many was essential not only because a significant percentage of U.S. taxpayers’ money would be allocated to fulfill the dream, but also because the collaboration of thousands of scientists, engineers, technicians, and other professionals across the country would be required to achieve this goal. Kennedy had to rally popular support for the program, and he was at Rice’s football stadium to do just that. He stepped up to the podium, and for the next seventeen minutes and forty seconds, he explained to the American people why he believed that approximately 4 percent of that year’s budget should be spent on the “greatest adventure on which man has ever embarked.”3
The impact was tremendous. When he was done, every lion, giraffe, and penguin in Houston’s nearby zoo could hear the crowd cheering. The speech made headlines across the country and greatly enhanced NASA’s profile. Some have speculated that were it not for that speech, as well as a similar one JFK had made to Congress shortly beforehand, we might still be reaching for the moon.4
We often take it for granted that one person can have such a tremendous impact on so many. One idea, delivered in the form of a speech, a song, or a story, can change the minds and actions of millions. But if we stop to think about it, this is quite an extraordinary ability humans have—to transmit ideas from one mind to another.
Inside the Mind of the Audience
Think about the last time you spoke in front of a group. Maybe it was a lecture, a presentation at work, or one of those embarrassing wedding toasts. All eyes were on you. Did you ever wonder what was going on inside the minds of those in front of you? I find it intriguing to survey people’s expressions and actions while I talk. From the stage, you can see everything. The guy in the corner tweeting, a woman in the front row with her mouth open, another at the back feverishly taking notes. But every so often, the crowd will become a unified entity—gasping together, laughing together, applauding together—in sync. If you are part of such an audience yourself, you can feel the shared response in your body.
In March 2012, I was seated in such a crowd. I was at the Terrace Theater in Long Beach, California, to give a talk at TED’s annual conference. My presentation was scheduled for the last day of the conference, and so I spent the week listening to the lectures of the other speakers.
Susan Cain, the author of the book Quiet, was on stage at the time. The attendees were uniformly transfixed. At that very moment in Long Beach, it was crystal-clear that her speech would have a broad influence. Indeed, at the time of this writing, Cain’s talk has been viewed online more than thirteen million times, and her message about the power of introverts has spread widely.5 The audience was not aware of it, but the feeling that afternoon in the auditorium in California was related to an intriguing physiological phenomenon, one that predicted her success.
I did not record the firing of neurons in the brains of the thirteen hundred people seated with me in the Terrace Theater listening to Cain, nor of the thirty-five thousand people seated in Rice Stadium listening to JFK. It was not possible then, and it is not possible now. Yet I can make an educated guess as to what we would have observed had we done so.
At Princeton University, a group of researchers recorded the pattern of brain activity, using an MRI scanner, of individuals while they tuned into speeches of politicians.6 What they found was that while people were listening to powerful speeches, their brains “ticked together.” The brain activity of different individuals went up and down in unison, bursting and quieting at the same time, at the same position in the brain, as if they were synchronized.
This observation may seem unsurprising. By definition, an engaging speech captures people’s attention. If everyone is listening intently to the same monologue, the audience’s brain patterns will look similar. If the speech is as boring as watching paint dry, each mind will drift away to its own wonderland, and the synchronization will be broken. But that is not the whole story.
Synchronization was observed not only in brain regions important for language and hearing but also in those involved in creating associations, in generating and processing emotions, and in enabling us to place ourselves in the shoes of others and feel empathy. Powerful speeches did more than capture people’s attention—a commendable feat in and of itself. Powerful speeches shaped people’s reactions in a similar manner regardless of a person’s personality and past experiences. In other words, whether it was the brain of a twenty-four-year-old liberal woman who liked reading Shakespeare while eating lemon crepes or that of a thirty-seven-year-old conservative man who enjoyed weight lifting on the beach, these speeches created widespread neural activity such that these two different brains would seem functionally alike when examined in an MRI scanner.
Both JFK and Cain managed to get millions not only to listen to what they were saying but to feel the way they did, to take on their point of view, and in so doing, they were able to get the crowd to support their quest. But what elements in their respective addresses would have enabled (the presumed) widespread synchronization?
Emotion, the Conductor
The first attempt to look at when, how, and why brains synchronize took place in 2004 at the Weizmann Institute of Science in Israel, and it involved spaghetti Westerns.7 The participants in this study were asked to lie in an MRI scanner and watch the classic western film The Good, the Bad and the Ugly. Their brain activity was recorded as they followed the actions of Clint Eastwood (the Good), Lee Van Cleef (the Bad), and Eli Wallach (the Ugly).
When the researchers at the Weizmann, led by neuroscientists Uri Hasson and Rafi Malach, looked at the pattern of brain activity of all the participants, they found that the minds of the group were generally in sync. However, at certain moments throughout the movie, neural activity was particularly closely orchestrated across individuals. During those moments, a whopping 30 percent of an individual’s brain was ticking together with everyone else’s brains, making it difficult to distinguish one brain response from another. Hasson and Malach noted down the exact times when this occurred and then watched the film again to see what exactly was going on during those instances.
They found that at the first point in the film during which people’s brains had been reacting similarly, there was a surprising shift in the movie plot. The second moment involved a large explosion. The third and fourth—a gunshot. Then another gunshot, and another explosion. A pattern seemed to emerge before their eyes: the moments in which brains had a strong tendency to “unify” were the emotionally charged moments in the film. In the face of events that cause suspense, surprise, and elation, one person’s brain looked a lot like another’s. Emotion was “hijacking” a large proportion of people’s brains and doing so in a uniform manner.
If you think about it, this makes perfect sense. An emotional reaction is the body’s way of saying, “Hey, something really important is going on,” and it is crucial that you respond accordingly. So crucial that most of your brain is drafted so that you can process the emotion-evoking event and generate a reaction. When something emotional happens, your amygdala—the region in your brain important for signaling arousal—is activated. The amygdala then sends an “alert signal” to the rest of the brain, immediately changing the ongoing activity. It doesn’t matter if you are a short Danish lady or a tall Serbian child—all brains are “preprogrammed” to react in roughly similar ways to emotion-eliciting stimuli.
For example, if a stranger were to walk into your room this very moment with a large knife, it would immediately elicit a response from your amygdala. The amygdala would call upon your hippocampus, intensifying your memory of the event. It would also alter activity in regions of your cortex, causing you to automatically focus on the knife at the expense of everything else. The function of your hypothalamus, which is your brain’s hormonal center, and your brainstem, the region involved in regulating bodily functions such as breathing, would change too, and you would start sweating.
Now, if you are sitting in a movie theater and “the Bad” is pointing his gun at “the Good,” there is no need for you to react. You are safe in the dark theater, as the rifle does not pose a real threat to you or anyone else. But the “emotion center” of your brain is programmed to respond fast, before the situation has been fully processed. Because emotion is such a basic, low-level reaction, a similar response is also triggered in the person sitting to your right and the one to your left. Your minds are captured by the emotional event on the screen. Because you are all experiencing a similar physiological state, you are likely to process the story line in a like manner. Emotion promotes brain synchronization by automatically allocating everyone’s attention in the same direction and by generating a similar psychological state, which prompts people to act and view the world in a similar way.8
Back in the Texas football stadium, Kennedy could have simply outlined his plan for reaching the moon. At the TED conference, Susan Cain could have plainly given numbers that show that introverts are integral to the progression of our society. But instead, Kennedy spoke of the new dangers and opportunities of space exploration, and Cain humorously shared her experience of being a bookwormish child at a cheerleading-obsessed summer camp. They triggered emotions in their audience, and the response increased the neural synchronization between listeners, enhancing similarities in experience and perception.
The speeches most likely had another important effect: enabling the minds of the listeners to “couple” with Kennedy’s and Cain’s.
Coupling
There is one question most people love being asked. It doesn’t matter that the question has been put to them many times before; most will always reply with eagerness.
The question I am referring to is “How did you meet your spouse?” As long as the person is not in the midst of a throat-cutting, backstabbing divorce, they will share with you, at length, the details of that defining moment. If you listen closely, you will notice people saying they “could feel a connection immediately,” they “finished each other’s sentences,” or they “felt they had met before.” People are inclined to attribute this sensation to “magic.” Well, either that or an effective algorithm on Match.com. Hasson, however, attributes it to brain coupling. A feeling that you “click” with another person occurs when complete comprehension emerges between two communicating individuals, and, according to Hasson, that is the consequence of synchronization.9 “Coupling is not a result of understanding. It is the neural basis on which we understand one another,” he explains.10
Such coupling is by no means exclusive to romantic partners. You may even experience it listening to a stranger while inside a brain-imaging scanner. In one study, the brain activity of Princeton undergraduates was recorded in an MRI machine while they listened to a playback of a young woman, whom I will call Annabelle, telling the story of her high school prom.11 Annabelle’s pattern of brain activity was also recorded while she told the story, so that later her neural activity could be compared with that of the students listening to her.
Annabelle’s tale begins: “I know everyone has some crazy prom stories, but, well, just wait. I was a freshman in high school in Miami, Florida, and I’m new to the freshman scene. I’m new to the high school scene, I should say, and it’s almost December, so I’ve been in high school for about three months, and this boy Charles asks me out. He’s British, he’s a junior, and he’s really cute but sort of shy but just, well, it doesn’t matter. So I say yes, I’m excited.”
With humor and suspense, Annabelle goes on to describe her adventures on land and in water. The story includes young love, rejection, blood, alcohol, and a couple of policemen—all the required elements of a best seller.
One of the volunteers in this study was a young man I will call Ronald. From Ronald’s neural firing, it was evident that his brain activity quickly became synchronized with Annabelle’s while he was listening to her story. This matching of brain patterns could be seen over a large network of neural areas, not only in regions processing language. Then something intriguing happened. After a while, Ronald’s pattern of neural activity began to precede that of Annabelle’s. The listener’s brain was now marching ahead of the speaker’s brain, predicting what the storyteller would say next. Ronald’s brain seemed to anticipate the next turn of events, and this enabled him to comprehend Annabelle’s story even better.
If you had heard Annabelle’s tale, you would have noticed that it is rich with emotion. She shares her inner affective world with the listener—her excitement, her anxiety, her fear. Emotion is by no means necessary for synchronization, but it heightens it. By physically sharing Annabelle’s emotional state, Ronald is provided with a context that can aid his understanding of Annabelle’s goals and behavior. Taking her perspective, he can predict her next action. Lauri Nummenmaa, a Finnish neuroscientist who studies brain synchronization, writes that this may be one of the roles of emotion in neural synchronization—to promote social interaction and understanding, and to therefore enhance our ability to predict each other’s actions.12
Politicians, artists, and anyone with a message to convey are often advised to use emotion to engage an audience. This is thought of as a way to generate interest—an emotional story or speech may seem more stimulating and grab more attention. We know that movies, novels, and songs that elicit emotion tend to be more popular. But Nummenmaa’s research suggests that there is more. Emotion equates the physiological state of the listener with that of the speaker, which makes it more likely that the listener will process incoming information in a similar manner to how the speaker sees it. This is why eliciting emotion can help in communicating your ideas and having others share your point of view, whether you are conversing with just one individual or talking to thousands. In other words, if I feel happy and you feel sad, we are unlikely to interpret the same story in the same way. But if I can first help you feel as happy as I do, perhaps by sharing a joke, you will be more likely to construe my message the way I do. The good news about this tactic is that emotion is extremely contagious.
Sharing the Love
I love watching the Olympics. I have to confess, though, that the primary reason I enjoy watching the games is not the incredible achievements of the athletes. It is not for the opportunity to view the fastest man alive or the longest jump ever executed. My deep attraction to the games stems largely from the raw display of emotion: the pure happiness in the eyes of the woman who just crossed the finish line first, the tears of joy running down the face of the swimmer standing on the podium. Their happiness is contagious. You cannot help but smile when those faces on the screen do. Even the most aloof among us will find their eyes welling in response to the winners’ and losers’ tears.
One of the strongest ways we impact each other is via emotion. Sharing ideas usually takes time and cognitive effort. Sharing feelings, however, happens instantly and easily. The way you feel quickly, automatically, and often unconsciously affects the way those around you feel, and how they feel influences your own emotions.13 Your coworkers, family, friends, and even strangers will rapidly pick up on your state by perceiving changes in your facial expression, tone of voice, posture, and language. And while they may not be aware of it, if you are happy, they are more likely to become happy; if you are stressed, they are more likely to become stressed.
Our brains are designed to transmit emotions quickly to one another, because emotions often convey important information about our environment. For example, if I detect your fear, I am more likely to feel fear, too, and as a result scan my surroundings for danger. This may save me, because if you are afraid, there is a good chance that there’s something nearby I should be afraid of, too. And if I detect your excitement, I am more likely to become excited, which will cause me to scan my surroundings for rewards. This is a good strategy, because if you are excited, there is a good chance that there’s something nearby I should be excited about, too. All of this happens rapidly, before we even have the opportunity to think things over.
The ability to feel the pleasure, pain, and stress of others is one we are seemingly born with. If you are a parent, you were no doubt amazed to discover the extent to which your ups and downs were embodied in your children from day one. Take, for example, a study that was conducted in San Francisco by the psychologist Wendy Mendes and her team.14 Mendes invited sixty-nine mothers and their one-year-old infants into her lab. Her plan was to induce stress in the mothers and then observe the reactions of their babies. Let’s zoom in on two such pairs—Rachel and her baby son Roni, and Susan and her baby daughter Sara.
Shortly after Rachel, Roni, Susan, and Sara arrived at the lab, a researcher from Mendes’s team attached sensors to their bodies, in order to measure their cardiovascular responses. These recordings would reflect how stressed the mothers and infants were. At this point, everyone was happy and relaxed. The babies were then taken to a playroom to hang out with another researcher while the mothers were asked to perform a task: they were to deliver a speech about their strengths and weaknesses. There was one important difference between Rachel’s and Sara’s tasks, however: while Rachel was to give the speech in front of a group of angry judges, Sara was to give the speech in front of . . . no one.
If you were a fly on the wall, you would have observed Sara cheerfully chatting to herself while Rachel spoke to a handful of unhappy evaluators. They appeared to be annoyed; they kept shaking their heads, huffing and puffing. Unsurprisingly, at the end of the ordeal, the sensors indicated that Rachel was sweating and her heartbeat had accelerated, while Sara’s physiological recordings were stable.
Stressed Rachel was then reunited with little baby Roni, and relaxed Susan rejoined tiny baby Sara. Would the infants’ heart rates alter in response to their mothers’? Although the children did not witness their moms delivering their respective speeches, their physiology changed rapidly, as if they themselves had given the address. Roni’s heart rate went up by six beats per minute after reuniting with stressed Rachel, while Sara’s went down by four beats per minute after reuniting with relaxed Susan.* Although the children were not consciously aware of their parent’s emotions, they felt those emotions in their own bodies immediately. Their physiology aligned with that of their caregivers.
This transfer of emotions enabled Roni and Sara to learn from their mothers about the type of environment they were in—whether it was a dangerous one that required caution or an embracing one that should be explored. Indeed, it was not only the babies’ physiology that changed upon their reunions; their behavior was affected, too. After reuniting with her mother, Sara (and the other infants of moms who experienced the stress-free condition) was happy to engage with the other researchers on the team, while Roni (and the other infants of moms who experienced the stressful condition) turned away from them, avoiding eye contact. Roni seemed to have learned that he should be careful of others in the lab, while Sara absorbed the notion that others were to be trusted.
Emotions—which are, in essence, bodily reactions to external events or internal thoughts—travel from one person to the other, delivering with them important messages. In Mendes’s study, the focus was on information traveling from mother to child, but, of course, messages travel the other way, too. When a child cries, a parent will instantly feel the pain and be driven to reduce it by helping the youngster.
How does emotional transfer work? How does your smile generate joy in me? How does your frown create anger in my own mind? There are two main routes. The first is unconscious mimicry. You may have heard of how people constantly mimic other people’s gestures, sounds, and facial expressions. We do this automatically—if you move your eyebrows slightly upward, I will likely do the same; if you huff, I am more likely to puff. When someone’s body is expressing stress, we are more likely to tighten up ourselves because of mimicry and, as a result, feel stress in our own bodies. The second route does not rely on mimicry but is simply a reaction to emotional stimuli. The idea here is quite simple. Because a fearful face often indicates that there is something to be afraid of, we react to it with fear—just as we would react to someone wielding a large ax swiftly moving our way.
The Amygdala of the Internet
As it turns out, we do not even need to observe people for their emotions to ripple in. Posts on social media will do the trick. Take an infamous Facebook experiment.15 In January 2012, Facebook manipulated the news feeds of over half a million users so that some users saw a large number of positive posts in their feed, while others encountered a large number of negative posts. The Facebook researchers found that users who saw more positive posts, such as images of people embracing, posted more positive messages themselves. Those who saw more negative posts, such as complaints about service in a restaurant, created more negative posts on their wall. True, we do not know how the people who posted were feeling, but we can say that positive and negative messages travel fast online. The experiment did not go down well with Facebook users, who were angry that the company experimented on them without their knowledge.
A couple of years later, another group of researchers decided to prove the same point, this time with Twitter.16 To avoid the ethical issues present in the Facebook experiment, they simply observed people’s feeds instead of manipulating them. This setup does not allow for conclusions about cause and effect. However, the researchers found that when a person posted an uplifting tweet, their feed just prior probably included about 4 percent more positive tweets than negative. If a person posted a downer, their feed just prior probably had about 4 percent more negative tweets than positive.
If you are an avid Twitter user, beware: tweeting is one of the most emotionally arousing activities you likely engage in on most days. Forget exercise—studies show that tweeting raises your pulse, makes you sweat, and enlarges your pupils—all indicators of arousal.17 Relative to just browsing the Web, tweeting and retweeting enhances brain activity indicative of emotional arousal by 75 percent. Simply reading your feed increases your emotional arousal by 65 percent.* I’d always suspected that Twitter was the “amygdala of the Internet.” It has all the required ingredients for this role: messages are fast, short, and transferred broadly. These instinctive aspects of Twitter will call upon our emotional system many times, bypassing our much-needed filters (what Daniel Kahneman famously refers to as our “fast” and “slow” thinking).18 While the tool can be helpful in transmitting valuable information, it may also encourage the less measured aspects of our nature.
You may think of your emotions as part of a private process that happens inside you. Remember, though, that your feelings leak out and are absorbed by others near and far. The consequences can be significant. Not only are you affecting other people’s well-being, you are also affecting their actions, because mood affects behavior. We already saw how a mother’s emotion quickly influences her baby’s behavior, but this can happen between two unrelated adults, too.
In one study, groups of students were asked to complete a task together.19 Unbeknownst to the students, the experimenter had inserted a confederate within each group—a drama student, who was instructed to act as if he was either in a good mood or a bad mood. Not surprisingly, the drama student’s emotions quickly altered the mood of the others. But it did not end there. Mood did not just affect mood; it also affected behavior. Groups in which the confederate acted as if he was happy performed better, were more likely to cooperate, and experienced less conflict. Groups in which the confederate acted as if he was in a bad mood performed the task much worse.
Figure 2.1. Emotion. Your emotions are contagious—use them thoughtfully. Our intuition tells us that our emotions are private. That instinct is wrong. Others absorb your feelings instantly, constantly, and unconsciously, and it influences their actions. Be mindful that you are inducing emotions in others simply by experiencing them yourself. For example, when a parent is stressed, a child learns to be less trusting of people around them and becomes less social. Although it’s not always an easy task, a parent can try to regulate their emotions before interacting with their child.
It is important, then, to be mindful that we are altering people’s emotions simply by experiencing feelings ourselves. Similarly, other people’s emotions change our own state—we are constantly synchronizing with each other and everyone around us.
Is My Brain Like Yours?
For synchronization to take place, it helps if you and your conversation partner share similar brains and bodies. I tend to think this is why identical twins often feel they have a metaphysical connection. As a result of sharing the exact same genes and many life experiences, their bodies and brains are physically alike. Subsequently, they often respond to their environment in comparable ways. When they are viewing the same film or when listening to someone talking, their brain patterns will be in sync. As a result, it is easy for one to predict how the other is feeling, what the other is thinking, and what they will say next—one twin simply uses their own intentions, feelings, and thoughts as a proxy.
You do not need to be one half of identical twins, however, for considerable neural synchronization to occur with another person. In fact, there is some evidence that your brain may align with a very distant relative of yours—the monkey. Imagine you are sitting in your living room at the end of the day with a cold beer in your hand, watching your favorite childhood film, The Jungle Book. Next to you on the sofa sits your human buddy Lenny. Beside him sits your long-tailed macaque, George. Both Lenny and George are recovering from long days at the lab and are happy to relax in front of the animated feature with you. How similar do you think your pattern of neural activity is to that of your buddy Lenny while you both watch the film? And how similar is it to that of your hairy macaque, George? Take a guess: when will synchronization between the three of you be particularly strong and when will it break down?
Although this exact study has not yet been conducted, a somewhat analogous one has.20 Eye movements of humans and monkeys were recorded while they watched segments of three films on mute: a BBC nature documentary on the lives of mammals, Charlie Chaplin’s City Lights, and The Jungle Book. Eye-movement patterns are not the same as neural patterns, but they give us an indication of what viewers are attending to at every point in time. So how similar are humans’ and monkeys’ eye movements while they watch the same movie?
On average, your pattern of eye movements will overlap with a monkey’s 31 percent of the time. About a third of the time, you and Mr. Macaque will be looking at the same point on the screen.* The data showed that the moments in which synchronization was particularly strong were the ones in which people or animals appeared in the movie. Many of these instances were ones in which faces and eyes were clearly visible—both humans and monkeys focused on those. We know from brain-imaging studies that the amygdala responds strongly to faces, and particularly to eyes.21 These are salient stimuli, and so they elicit an arousal response, especially when those faces convey an emotional expression. This is probably why marketers often include faces in advertisements and websites—they are hoping to grab (human) attention.
What about your friend Lenny? If you watch a film and your friend Lenny is watching the same film, your pattern of eye movements will overlap, on average, 65 percent of the time. Consider this: if you were to watch a film on Monday and then watch the exact same film again on Thursday, 70 percent of the time your eyes would follow a similar pattern in scanning the screen. In other words, the amount of overlap in how you view the film on two separate occasions is similar to the variation in how you and Lenny view the film. What this study suggests is that the brains of seemingly different humans and even of nonhumans react in a relatively similar manner, especially in response to cues that trigger emotion or arousal and in response to narratives (such as movies).
When we are sitting in an auditorium listening to a speech, or in a movie theater watching a film, or at home reading a book, we are not aware that the neural storm in our minds is similar to that of other people who have watched this movie, heard this speech, or read this book. This does not mean that there are no individual differences—it would be ludicrous to suggest so. There are, indeed, diverse neural fingerprints in all of us. And yet a large proportion of our behavior can be explained by commonalities, not differences. When conducting experiments in the lab, I am often amazed by how similar people are in responding to questions and performing tasks, especially when those tasks involve emotional or social factors. In many cases, 80 percent of people’s responses can be predicted by the average response and only about 20 percent are accounted for by individual differences. The neural hurricane in your head right now is remarkably like that of other readers scanning this exact sentence, even if they are reading it in a different language.
In life, we tend to focus on our differences, because those carry the most amount of information about what makes each person unique. We forget that while people sometimes look and sound different from us, our brains are organized in a very similar way and will react similarly given the same stimulation.
The similarity of the machinery of our minds may not be an easy notion to accept, because from our point of view—from inside our skull—our mental world feels completely unique. It is difficult to imagine that others around us share very similar neural patterns of activity—and, therefore, similar mental states, thoughts, and feelings. How could this other person outside of me be so much like me? Yet the basic architecture of our brains is remarkably similar, often generating similar reactions when we are experiencing the same events and stimuli.
The great benefit of sharing similar brain function and structure is that it makes it easier for us to communicate ideas, which means that we need not navigate the world on our own. One of the most powerful ways to communicate ideas effectively is to share feelings. Emotions are especially contagious; by expressing feelings ourselves we are shaping other people’s emotional states, and by doing so we make it more likely that the people in front of us will take on our point of view. But will any type of emotion work? Should you elicit laughter or fear? Hope or dread? In the next chapter we will answer these questions.
____________________
* Roni and Sara are representative of the other babies in the experiment; that is, the statistics given here are an average of the other babies’ reactions.
* Note that these studies were funded by Twitter for its own purposes and were not peerreviewed.
* The scientist made sure that these similarities could not be explained by a simple pattern of visual features such as bright colors.
Should You Scare People into Action? (Incentives)
Moving with Pleasure and Freezing with Fear
Employees must wash their hands!” You encounter such signs in the restrooms of most bars and restaurants. Have you ever wondered if workers obey these orders? The Centers for Disease Control and Prevention (CDC) did. To find out, CDC health workers visited hundreds of food joints across the United States and openly recorded employees’ hygiene practices. (I suggest you take a seat before reading further.) Turns out, a whopping 62 percent of employees fail to wash their hands. This is a serious problem. Each year in the United States alone, sixty thousand people are hospitalized after eating at a restaurant or deli due to a foodborne disease that might have been prevented by better hygiene practices.1
I would have liked to tell you that the problem is specific to kitchen workers; maybe something about the enchanting smell of lamb stew distracts people from handwashing. But, unfortunately, the problem extends well beyond kitchens. Let’s take a look at hospitals. Sanitization in medical settings is extremely important for preventing the spread of disease. Medical staffs are repeatedly made aware of the severity of the situation, and warning signs are placed alongside sanitization-gel dispensers. Unfortunately, however, compliance rates at your local medical center are probably not much higher than at your neighborhood fast-food joint. The average reported compliance rate for hand hygiene in medical centers is about 38.7 percent, not far off the 38 percent compliance rate reported for restaurants.2 And it is not just medical staff members and cooks who skip scrubbing their hands. According to a study from Michigan State University, only 5 percent of the population at large cleans their hands properly (that is, with soap and water for at least fifteen seconds) after using a public bathroom.3
How, then, do you get people to wash their hands? The solution uncovers surprising clues about what motivates people and can be traced back to the structural organization of the human brain.
Good Shift!
In 2008, a group of researchers from New York State embarked on an ambitious program.4 They had twenty-four months and $50,000 to significantly enhance hand sanitization in hospitals. An intensive care unit (ICU) in the northeastern United States was chosen for a case study. The unit was already equipped with easy-to-use sanitization-gel dispensers, sinks in every room, and signs everywhere reminding medical staffers that they must wash their hands. Yet compliance was alarmingly low.
What could be done? The team brainstormed for weeks, after which they went out and purchased twenty-one video surveillance cameras. The cameras were carefully installed in the ICU pointing toward the gel dispensers and sinks. The plan was to transmit the recordings live via the Web to India, where twenty auditors would monitor the actions of the medical staff twenty-four/seven to determine the rate of sanitization. Doorway motion sensors would alert the auditors back in India every time a staff member entered or left a patient’s room. This was not a “nanny cam” situation, since the medical staff was well aware that they were being watched. Shockingly, however, even though they knew they were being recorded, only one in ten staff members complied with the handwashing rules. That meant that surveillance alone was not enough. The team had to come up with something better. Luckily, they had a plan.
What they did next would change the staff’s behavior almost instantly. The researchers placed an electronic board in each room giving the staff immediate feedback on how they were doing. Every time a doctor, nurse, or other worker washed their hands, the numbers on the board went up. These figures indicated how well the current shift was going: what percentage of workers were currently washing their hands and what the weekly rate was. What happened? Compliance soared to almost 90 percent!
These results are astonishing. In fact, they are so unbelievable that most scientists would treat them with suspicion. So the researchers set out to replicate their results in another division in the hospital. Sure enough, the same findings were observed.5 In the second division, one in three medical staff members sanitized their hands before the electronic board was installed, a rate closer to the national average. Then the electronic feedback was introduced and—boom! Compliance rose once again, to about 90 percent.
Why does this intervention work so well? To resolve this mystery, we need to think about what was different in the team’s approach. What did the New York researchers do in this ICU in the northeastern United States that no one else was doing?
Figure 3.1. Motivating medical staff members to sanitize their hands with immediate positive feedback rather than threats. Staff compliance in an ICU started at 10 percent and shot up to almost 90 percent once the live-feedback electronic board was installed.
Anticipation of Pleasure and Pain
The great eighteenth-century polymath Jeremy Bentham begins his most influential work with this statement: “Nature has placed mankind under the governance of two sovereign masters, pain and pleasure. It is for them alone to point out what we ought to do, as well as to determine what we shall do. . . . They govern us in all we do, in all we say, in all we think.” 6
I take some liberty in assuming that Bentham used the terms “pain” and “pleasure” broadly to describe both bad and good feelings. “Pleasure,” or a positive emotion, can be attained from a range of stimuli and occurrences: from material rewards, affection, recognition, admiration, hope—and we seek out these experiences repeatedly. Likewise, we are motivated to dodge both physical and emotional pain. We try to escape sickness and bullying, avoid losing a loved one or a possession. The list goes on.
It is not surprising, then, that when we try to get others to act, we often offer a reward (you can think of this as a material or emotional “carrot”) or warn of a loss (you can think of this as a material or emotional “stick”). Promising an employee a promotion if they work longer hours is a carrot. So is telling your partner you love them after they wash the dishes. Threatening your child with punishment if they do not complete their homework is a stick, as is telling a patient that they must start exercising or risk ill health.
The brilliance of the electronic board at the ICU was that instead of using a threat, the common approach in this situation, the researchers chose a positive strategy. Warning the staff about the spread of disease is the standard “stick” strategy. The research team, however, was offering “carrots”—immediate rewards in the form of positive feedback.* Every time a staff member washed their hands, the numbers on the board went up, accompanied by a positive personalized comment, such as “You are doing great!” Anticipating the warm and fuzzy feeling that comes with such immediate positive feedback drove the employees to do something they would otherwise not do as often (sanitize their hands), and after a while it became a habit. Studies find that immediate positive feedback need not continue forever in order for people to maintain the desired behavior. Even after its removal, people will often continue with the same action for a significant amount of time, simply because it has become ingrained in their behavioral repertoire.
This is surprising. You would think that the possibility of spreading disease, infecting ourselves and others, would be a strong enough motivator to induce action. Such logic is what leads us to try to change others’ behavior with fear. Yet inconsequential positive feedback drove action much more effectively than warnings or threats. It may seem odd, but it fits well with what we know about the brain. When it comes to eliciting action, immediate rewards can often be more effective than future punishment. To understand why, we first need to learn about the law of approach and avoidance.
The Law of Approach and Avoidance
Imagine you wake up one fine morning to discover that the physical rules governing your world have been altered overnight. No warning was issued in advance. In fact, when you turned in the previous night, there was no clue of what was about to occur. Per your normal routine, you had a quick read of your preferred news source, then placed your smartphone on the nightstand and turned off the lights.
When you arise eight hours later and reach to grab your phone, something bizarre occurs—an event you have never before experienced. The moment your arm stretches toward the blinking piece of metal, it bounces off the table. You get up, in an attempt to catch the escaping hardware, but the faster you run, the faster it escapes. Once out through the bedroom doorway, it rolls down the corridor and into the kitchen. “Hmmm,” you think, “I wonder if this is one of those bizarre hacking cases you hear about. Maybe someone broke into my phone and is now controlling it from afar with a large magnet!”
You figure it is best to clear your head before investigating further. So you enter the bathroom to wash your face. You are distracted and by mistake turn on the hot water. But when you jump back to avoid the boiling drops from burning you, they move toward you, landing on your puzzled face. And when you reach out for the towel, the large white cloth moves away.
It is as if, like Alice through the looking glass, you’ve entered an alternative universe. Which laws have been altered? Can you figure it out? And if so, can your brain flexibly adapt to the new rules of an environment it was not evolved to exist in? Or are we hardwired to interact with the physical world our ancestors colonized?
In 1986, the psychologist Wayne Hershberger carried out an ingenious experiment to test just that. He physically built an environment where a basic tenet we all live by—the law of approach and avoidance—was reversed.7 This principle, which guides our everyday behavior, is nearly as basic as gravity. It’s so rudimentary, in fact, that articulating it sounds as astute as saying that the sun rises in the morning and sets at night. Yet here I go.
The law of approach and avoidance states that we approach those people, items, and events we believe can do us good and avoid those that can do us harm. In other words, we execute actions to bring us closer to a piece of cherry pie, a loved one, or a promotion, and we distance ourselves from an allergen, a bad relationship, or a failing project. We move toward pleasure and away from pain.
While you’ve probably never contemplated this elementary rule of behavior before, you should. Because what we are about to see is that while we do not attempt to catch the sunset at eight a.m. or the sunrise at eight p.m., we often, unconsciously, defy the law of approach and avoidance when trying to influence others. And while the laws of behavior are not as deterministic as those of physics, attempting to work against them leaves us at a disadvantage when trying to induce an action. But I’m jumping ahead.
Let’s turn back to Hershberger’s brilliant experiment. Hershberger wanted to know whether we are born with a basic tendency to move toward the good and away from the bad. Is the brain literally wired such that the pursuit of pleasure is linked with forward action? If so, are we able to reverse this pairing if needed? In other words, he wanted to know what would happen if avoiding fire required moving closer to the flame. This is not merely a theoretical conundrum. There are instances when gaining what you want involves moving away from it. Consider, for example, the need to let go of a flaky romantic partner so that the space between you will eventually cause that person to miss you and come running back; or think of a firefighter who runs toward a fire in order to save lives.
To investigate the law of approach and avoidance, Hershberger turned to chicks—the type with two wings and a beak. He gathered forty tiny yellow chicks that had just hatched. One by one, the newborn chicks were put on a straight runway containing a cup of food. Immediately upon seeing the cup, all the chicks started moving toward it. Although they were fresh to the world, they were born knowing that moving toward food is necessary to obtain it. This is when Hershberger played his little trick. When the chicks moved toward the cup, Hershberger moved it away at twice the speed. The faster the chick toddled toward the nourishment, the faster the food escaped. In this strange new world, approach was not the answer for getting what you want. (See figure 3.2, on next page.)
How then would they obtain the seeds? When the chicks moved away from the food, Hershberger moved the cup toward them at twice the speed. So to get the yummy seeds, the chicks needed to learn a relatively simple rule: distance yourself from what you would like to obtain and it will follow you. Although the chicks were ravenous and motivated to solve the puzzle, they could not overcome the instinct to move toward the prize. The problem was that the new rule defied the environment their brains were equipped to handle. As many opportunities as they received, they were unable to overcome the strong tendency to approach the trophy, even when that meant never obtaining it. They remained famished.
Figure 3.2. Approach behavior is difficult to unlearn. When chicks on a treadmill moved toward a plate of grain, the plate moved farther away. The chicks failed to learn that to obtain the grain, they had to distance themselves from the plate.
This study was one of the first to indicate that animals are born with a built-in behavioral schema of approach and avoidance. But what does this mean for humans?
Go, No Go
Humans are a bit like chicks. We, too, have a bias to move toward objects of pleasure and away from objects of pain, because that is usually effective. The bias runs deep. Our brains are wired such that anticipating a reward not only triggers approach, it is more likely to elicit action altogether. The fear of a loss, on the other hand, is more likely to elicit inaction. This asymmetry partially explains why positive feedback was more successful at making the medical staffers wash their hands (an approach behavior) than threatening them with illness; biologically, we are wired such that anticipation of good things elicits action.
Consider an experiment my collaborators and I conducted a few years back at University College London.8 The study was led by the neuroscientist and psychiatrist Marc Guitart-Masip, who is now at the Karolinska Institutet in Sweden. One of the participants in Marc’s experiment was Edvard, a well-educated, meticulously dressed Norwegian. Edvard was seated in front of a computer and asked to place his fingers gently on the space bar. His job was relatively easy: he would be presented with one of four images on the screen—let’s say, a painting by Klee, another by Picasso, a third by Kandinsky, and a fourth by Matisse.* Every time Edvard saw the Klee painting, he was supposed to press the space bar as quickly as possible in order to earn one dollar. I will call this condition “act and you’ll be rewarded.” No surprise, Edvard was quick to press the space bar to get a dollar every time the Klee painting appeared on the screen—just as the medical staff members at the ICU were quick to wash their hands when leaving a patient’s room to up their score on the electronic board. But would Edvard do as well when he had to press a button to avoid a loss?
When the Picasso painting appeared on the screen, Edvard again was told to press a button as quickly as possible. This time, however, hitting the space key did not gain him a dollar but, instead, ensured that he would avoid losing one. I will call this condition “work to avoid harm.” This situation is equivalent to washing your hands to avoid catching an infection, or a failing student being assigned an extra project to avoid being kicked out of class. It is a “Go” strategy to dodge a loss. Edvard was able to learn the rule, but 30 percent of participants in the study were not. That’s not all. Like most other participants in the study, Edvard was slower to press the space key to avoid losing a dollar than he was to press it in order to gain a dollar. He was also more likely to miss pressing the key altogether, just like the medical staffers who often skipped sanitizing their hands. Why is this?
The human brain is built to associate “forward” action with a reward, not with avoiding harm, because that is often (but not always) the most useful response. The situation in which Edvard found himself defied the law of “approach and avoidance.” When we are faced with the possibility of acquiring something good, our brains trigger a chain of biological events that makes us more likely to act fast. This is known as the brain’s “Go” response, and it involves signals that originate in a region deep in the brain known as the midbrain. The signals move up the brain to the striatum, near the center of the brain, and finally to regions in the frontal cortex that control motor responses.
In contrast, when we are anticipating something bad, our instinct is to withdraw. The brain triggers a “No Go” reaction. These “No Go” signals also originate deep in the midbrain and move up the brain to the striatum and the frontal cortex. But unlike “Go” signals, they inhibit a response. As a result, we are more likely to execute an action when we are anticipating something good than when we are anticipating something bad.9
Hope for Action
If you want someone to act quickly, promising a reward that elicits an anticipation of pleasure may be better than threatening them with a punishment that elicits an anticipation of pain. Whether you are trying to motivate your team to work harder or your child to tidy their room, remember the brain’s “Go” reaction. Creating positive anticipation in others—perhaps a weekly acknowledgment on the company website of the most productive employee or the possibility of finding a beloved toy under a pile of clothing—may be more effective at motivating action than the threat of a pay cut or a time-out.
Take, for example, a woman I met recently—let’s call her Cherry. Cherry came up to me after a talk I gave at her company to share her experience. For a long time, she had been trying to persuade her husband to visit their local gym. Unlike her, he was not a big fan of exercise. In an attempt to change his ways, she politely mentioned his growing paunch. It did not work. She warned him of the elevated risk of heart disease for people who do not exercise—also to no avail. Then, one night after her husband came back from a rare visit to the gym, she complimented him on his defined muscles. The next day, he went again. As long as she made her increasing physical attraction to him clear, he kept going back, again and again and again. A slight change in Cherry’s feedback—from emphasizing the possible longterm negative consequences of not exercising to emphasizing immediate positive consequences—made all the difference.
At another event, a senior manager of a very successful business approached me to share his story. I’ll call him Sam. A few years back, Sam had been faced with a problem that could have lost him millions of dollars. A client threatened to take his business elsewhere unless Sam was able to cut 20 percent from the cost of the client’s project within a month. The pressure was on, and Sam had to get his team working full force on a solution. He could have approached his team the way most people would. That would go something like this: “Listen, guys, we have a serious problem here. Our client is threatening to leave and take his millions with him if we do not find a way to cut the project’s budget by twenty percent pronto. So let’s get started and put everything we have into making sure this does not happen.” But he chose a different approach: “Right, guys, we have been given a challenge. We need to find ways to cut the budget of our client’s project by twenty percent so that we can retain him and make millions. I wrote our goal in big letters on the board in the common room. We will update our progress every day as we go along. Let’s do this.” According to Sam, it worked like magic. The team was energized. They tracked their progress on the board, got a kick out of every advance, and ended up overshooting their target.
Here is another example, one that is becoming more relevant in this social media age: crowdfunding requests. Crowdfunding websites are those where individuals appeal for funds from other individuals. Usually an appeal includes a photo and a short paragraph describing the request. Consider two such appeals. The first is accompanied by a photo of a happy young woman glittering in sunlight. This woman has become severely ill and requires costly medical treatment. The second request is accompanied by a photo of a guy lying limp on a hospital bed, tubes running in and out of his body, desperation in his eyes. He, too, has fallen ill and requires costly medical treatment. Which do you think is more likely to receive funding?
Alexander Genevsky and Brian Knutson from Stanford University examined 13,500 online requests for funding.10 They found that appeals that included photos that elicit positive feelings, especially those portraying smiling individuals, were more likely to be funded than those supplemented by negative images. This is surprising, considering how often charitable requests are accompanied by aversive images. The photo of the patient in the hospital may indeed elicit compassion, but it also triggers an instinctive reaction to distance ourselves from the anguish and look away. In contrast, in response to positive images, people experience an “approach reaction,” and they engage. An image of a healthy and happy individual makes it easy to envision the possibility for progress toward recovery, which motivates people to help. An image of a sick individual makes it difficult to imagine a happy ending, often resulting in passivity.
Genevsky and Knutson wanted to know if they could predict which crowdfunding appeals would be successful and which would be ignored. They gathered lots of data, including the amount requested and how many words were used in the post; they asked a group of people to rate how the requests made them feel; and they recorded the brain activity of twenty-eight individuals while they considered the appeals. The researchers found that the best way to predict the success of an online appeal was to look at the response of the nucleus accumbens. The nucleus accumbens is the part of the brain that processes feelings of pleasure; it is sometimes referred to as the “reward center” of the brain, because it signals anticipation of upcoming rewards. If the nucleus accumbens was firing strongly while people considered a request, then that request was likely to be funded on the website. Looking at the brain activity in the nucleus accumbens of a small group of volunteers was the best predictor of how thousands of others would react online, better than simply asking the volunteers whether they would be willing to fund said requests or how they were feeling. Sometimes examining the brain directly can give us a purer indication of what is going on inside someone’s mind than asking that person to introspect.
Freezing in the Middle of the Road
Sam the manager, Cherry the wife, and the research team at the ICU all offered rewards, either material or nonmaterial, instead of warnings. In all these incidents, pairing requests for action with positive outcomes, rather than threats, was important for inducing change. What happens, though, when your aim is to have people avoid acting?
Let’s go back to our experiment to find out. When either a Kandinsky or a Matisse painting was presented on screen, Edvard was supposed to do nothing. If he did nothing after observing a Kandinsky, he would earn a dollar. This is like a schoolteacher praising a student for sitting quietly in class. In contrast, doing nothing after observing a Matisse would guarantee that Edvard would avoid losing a dollar. This situation is equivalent to a student sitting quietly in class in order to avoid being punished by the schoolteacher. Again, Edvard performed well, but he was slightly better at remaining still to avoid a loss than he was at remaining still to gain a reward. This is because when faced with the possibility of a loss, a “No Go” response is triggered in the brain, inhibiting action.
This means that when your goal is to cause someone else not to do something—a child to avoid eating a cookie or an employee to avoid communicating confidential information to unauthorized individuals—warning of bad consequences may be more effective than promising rewards. In fact, immediate threats can cause us to freeze altogether.
You might be familiar with the concept of a deer freezing in headlights. Well, we too freeze when we are afraid. The other day I was crossing a busy street in Boston. Constantly dividing my time between the United States and the United Kingdom, I frequently turn to look the wrong way before attempting to curve my way through traffic. This confusion had gotten me into trouble on more than one occasion. This time, I was crossing a major road, turning my head left when I should have turned it right. Halfway through the crosswalk, I saw a vehicle heading my way from the unexpected direction with worrying speed. Alarm bells sounded inside my head; fear took over. In my mind’s eye, I could see myself flattened by the moving car like pizza dough. My first reaction was to stop short. For a split second I froze, right there in the middle of the road. Only after I regained my senses could I escape. I made it to the other side unharmed, but one can imagine a situation where those few lost milliseconds would have made a big difference.
Why would evolution equip us with a freezing reaction? To answer that question, we need to think back to a time when our number one goal was to escape predators. To avoid being chewed up by a lion or tiger, we had three options: (a) run away as fast as we could, (b) fight back as hard as possible, or (c) remain perfectly still. Why would we want to remain still? Well, if we do not move, we may go undetected. Humans and other animals are really good at detecting motion, even from the corners of their eyes, so staying still when our life is threatened may save us. The second reason for freezing is pretending to be dead.* Many predators will avoid eating dead animals, as they can cause sickness. In fact, national park rangers advise campers to pretend to be dead if they are ever attacked by a black bear. Playing dead can be a good strategy for getting left alone, which is one reason we have inherited a freezing reaction to fear that often precedes the “fight or flight” response.11
Survivors of plane crashes will often describe passengers sitting in their seats, frozen, overtaken by fear and shock, rather than trying to escape. Their behavior resembles that of mice in the lab. If you train a mouse to associate a specific sound with the delivery of an electric shock, you will observe the mouse freezing whenever it hears that sound, in anticipation of the upcoming pain. Sometimes you will see this reaction even if the mouse has an escape route. The freezing reaction is generated by the amygdala, a small structure deep in the brain that is involved in processing emotion.12 If, however, you train the mouse to associate a specific sound with the arrival of something good (like an attractive mouse of the other sex), you will observe the mouse moving around its chamber with jittery excitement—demonstrating the relationship between expectation of reward and action.*
Fear and anxiety, in many instances, will cause us to withdraw, to freeze, to give up, rather than take action. I’m not saying this is always the case, but you’ll likely notice the response often if you pay attention. That, however, is not the only reason why the ICU staffers were not swayed to sanitize their hands by the threat of disease, or why the possibility of obesity was not enough to get Cherry’s husband to hit the gym. There is another reason: immediacy.
Figure 3.3. Incentives. Induce action using positive strategies instead of warnings and threats. Often our instinct is to try to alter people’s actions by warning of future dangers. The strategy frequently fails, because fear can demotivate people and lead them to freeze up rather than act. We can overcome our instinct and instead use positive strategies to change behavior, such as by offering immediate rewards. The anticipation of rewards, even simple positive feedback or an online “like,” can trigger the brain’s “go” response. For example, warning medical staff members that they must wash their hands to prevent the spread of disease did not affect their behavior. However, upping their scores every time they sanitized their hands did.
Give It to Me Now!
Have you ever heard the phrase “don’t eat the marshmallow”? There are few studies in psychology famous enough to have become part of our everyday lexicon. A 1988 study by Walter Mischel, a professor of psychology at Columbia University, is one of them. Mischel and his colleagues, who were at Stanford University at the time, published an article in the Journal of Personality and Social Psychology under the unassuming title “The Nature of Adolescent Competencies Predicted by Preschool Delay of Gratification.”13 Most of you would have heard of it simply as “the marshmallow study.” The study is portrayed as a demonstration of the importance of self-control for success. (In fact, Mischel subsequently wrote a book titled The Marshmallow Test: Why Self-Control Is the Engine of Success.) However, that popular interpretation may not be the full story. I believe there is more to the marshmallow study than meets the eye. But first, let me briefly recount the original experiment before offering a new lesson we can take away from that study.
In the late 1960s, Mischel contacted the administrators of the Bing Nursery School at Stanford University to inquire whether their preschoolers would consider participating in an experiment. They agreed. The children, aged four to six, were brought into a room one by one and seated in front of a table. At the center of the table was a delicious treat, such as a cookie or a marshmallow. Imagine, for example, little Peter. Peter is a talkative preschooler. Like many other preschoolers, he has a special fondness for moving vehicles—trains, tractors, planes, everyday cars. He is also especially fond of sugary treats, including, yes, marshmallows. Peter walks into the room, and his attention is immediately captured by the pinkish squishy treat waiting to be relished. The experimenter informs Peter that he has to leave for a short while to check on another kid, Allen. In the meantime, Peter can eat the marshmallow if he wants. However, if he waits for the experimenter’s return, he will receive not one but two marshmallows!
Peter is left unaccompanied. What will he do? Many kids wait for the researcher to return with the second marshmallow; only then do they consume both. It is not easy for them, though. The kids adopt different strategies to distract themselves from the prize. Some place their hands under their little bums to ensure that their fingers will not find their way to the mushy treat. Others distract themselves by reciting nursery rhymes. Why is it so difficult for the children to avoid eating the marshmallow?
Think back to Marc Guitart-Masip’s go/no go experiment. We now know that the brain elicits a “go” response in anticipation of a reward. Peter, however, had to engage in a “no go” response to obtain a reward. Just like Edvard, who had to avoid pressing a computer key when viewing the Kandinsky painting in order to receive a dollar, Peter had to avoid acting in order to receive the marshmallow. That’s not easy, especially for a four-year-old, since the child’s brain has not fully developed circuits to bypass these instincts. What’s more, the brain treats an immediate marshmallow as worth more than a future marshmallow. The part of the brain that signals rewards—the nucleus accumbens—produces a larger signal when we consider rewards that are attainable at the moment relative to ones that will be attainable sometime in the future.14 “Now” is often worth more than “later.” Mischel’s study shows that while the kids find it taxing, many manage to overcome their instinct and wait for the two future marshmallows.
I strongly suspect that millions of parents have placed their children in front of a yummy treat and promised them a bigger, better one if they can forgo temptation for fifteen minutes. I believe this to be true because of what Mischel discovered next. A decade later, Mischel contacted the preschoolers’ parents; the children were by now teenagers. He asked the parents a series of questions, including how well their children were doing academically, socially, and mentally. The kids who had been able to delay gratification a decade earlier—those who’d waited for the second marshmallow—were doing better in almost all domains as teenagers. Mischel’s conclusion was that the children who’d waited for the second marshmallow had a stronger ability for self-control, and this enabled them to excel in many domains.15 That, however, is only one possible explanation. There is another interpretation for why some kids postponed gratification while others did not: the children’s expectations of the future.
The Future Is Uncertain
Remember Peter? The talkative, train-loving preschooler? Well, Peter did not wait for the second marshmallow. Shortly after the researcher left, he reached out for the light pink morsel and stuffed it into his mouth. “Poor self-control,” you may say. Perhaps. Here is another thought: maybe Peter was not fully convinced that the researcher would come back with a second marshmallow. This is not an unreasonable assumption. The researcher may forget, or he may be lying. An even worse scenario crosses Peter’s mind: maybe he won’t even get to eat the one marshmallow that is in front of him if he waits too long. Again, this possibility should not be ruled out. Perhaps the researcher will run out of marshmallows, and Peter will need to share his with Allen, the other preschooler. There is no point in waiting restlessly for fifteen minutes, he concludes. In fact, it may be better to eat the one marshmallow in the hand rather than wait for the two marshmallows in the bush. Peter does not necessarily have low self-control; he may just be less trusting of others, or less optimistic. Both of these reasons could explain why Peter made the choice he did and why he grew up the way he did afterward. Sociability and optimism have been shown to significantly affect how our lives unfold, with more social and optimistic individuals doing better in life, on average.16
This additional interpretation of the marshmallow study has been supported by an experiment conducted at the University of Rochester. The researchers in Rochester set out to change kids’ beliefs of how reliable the experimenter was before giving them the marshmallow test.17 This is how they did it: they invited children between three and five years old into an art room and gave them a create-your-own-cup kit. The children could use the kit to decorate a blank paper slip that would then be inserted into a special cup. They were also given a set of old crayons in a box that was very difficult to open and told that if they could wait for a few moments, the researcher would return with new, better crayons. A few minutes later, the researcher came back. To one group of kids he apologized and said he had made a mistake; there were no other crayons. This was the group that experienced an “unreliable” environment. To the other group of kids he gave the new sparkly crayons. This was the group that experienced a “reliable” environment. Then everyone was given the marshmallow test.
The prediction was that the kids who did not get the promised crayons would now, understandably, have low expectations of the experimenter and thus not bother waiting for a second marshmallow. That is exactly what happened. The kids who had experienced the “unreliable” environment waited on average three minutes and two seconds. The kids who had experienced the “reliable” environment waited, on average, a full twelve minutes and two seconds. In other words, the more uncertain the future is perceived to be, the less likely we are to forgo immediate gratification in favor of future bliss.
Immediate Pleasure over Future Pain
This is all well and good, but what does it have to do with our original problem of inducing action? Alas, the difficulty in trying to change people’s behavior by warning them of the spread of disease, loss of money, weight gain, academic failure, or global warming is that these are all uncertain future sticks. If the ICU staffer does not sanitize their hands, they may risk illness not immediately, but a few days later. If Sam and his team fail to find ways to cut their client’s budget, they may lose millions not now, but in a month. These sticks are all in the future; some are far off in the future. And the future, as we all know, is uncertain. Maybe the ICU staff will disregard handwashing but end up fine. Maybe Sam’s team will do nothing and the client will decide to remain anyway. The problem lies in the “maybe.” It is difficult to make people work for something that may or may not happen. It is too easy to ignore future sticks and convince ourselves that we will be fine even if we continue with our unfavorable habits. This is why a threat of momentous future harm can sometimes be less effective than a minor reward that is immediate and certain. Even if the threat is certain and immediate (like a definite time-out or negative feedback), it may still be less effective than promising an immediate reliable reward, because of the “Go” circuit in the brain, which ties pleasure with action.
Take the largest health insurance company in South Africa, Discovery. Instead of warning of future disease, Discovery launched a reward program that gave clients immediate points every time they purchased fruits and vegetables in the supermarket, visited the gym, or attended a medical screening. The clients could then use the reward points for a range of purchases. The program was highly effective. People engaged in healthier behavior, and as a consequence, the number of hospital visits was reduced. It was a win-win.
Here is a puzzle, though: if threats and warnings have limited impact, why do we frequently use sticks to try to change someone else’s behavior? Even with all I now know, I often find myself telling my students that if they do not work harder, they will fail to get a decent job, or warning my daughter that if she does not put on a warm coat, she will catch a cold. What I should be doing is telling my students that if they work harder, they will produce great papers and eventually attain a fantastic job, and my daughter that if she puts on her coat she will feel nice and warm, remain healthy, and therefore be able to attend her friend’s birthday party.
No doubt it is difficult to engage in such reframing. This is because our brain automatically hits Fast-Forward. When I notice a student of mine not working as much as he should, my brain rushes ahead to the future and sees him failing to achieve his desired goals. When I spot my daughter stepping outside with only a T-shirt on in mid-December, my brain imagines her with a runny nose and an irritating cough. (Interestingly, it is easier for us to see possible negative outcomes for others than for ourselves, but that is an issue for another discussion.) This is why our immediate reaction is to warn; our brains have visualized devastation, and we share our gloomy foresight. That, however, may be the wrong approach. We should consciously overcome that instinct and instead highlight what needs to be done to make things better; like saying, “wear a coat and you will stay healthy” and “work hard and you will attain a job.” There is an additional benefit to this approach: while warnings and threats (such as “Employees must wash their hands”) limit people’s sense of control, emphasizing what needs to be done to reap rewards increases it. In the next chapter, we will explore the surprising role of control for the influential mind.
____________________
* This was not the only brilliant aspect of the approach. The electronic board also provided an indication of social norms—what other people were doing—as well as competition between shifts. The importance of social learning is discussed in chapter 7.
* In reality, the stimuli used were abstract images.
* Analysis of recent terrorist acts, such as the shootings at a theater in Paris and a club in Orlando, revealed that while some individuals had indeed survived the shooting by playing dead, in other instances the shooter in apparent rage fired at victims believed to be dead.
* Some of you may be wondering how this relates to the phenomenon of “loss aversion.” Loss aversion is the tendency of people, when given a choice, to choose to avoid a loss rather than attain a reward. In other words, when making a decision (such as whether to invest in a stock), people will put more weight on what they may lose than what they may gain. The existence of “loss aversion” does not, however, translate to increased action in the face of a possible loss as compared to a possible gain. The few studies that have been interpreted in such a way could, in fact, be explained otherwise. For example, in one study, a group of teachers were given $4,000 and told that the money would be taken away if their students’ grades did not improve. The teachers in another group were promised $4,000 if their students’ grades improved. The former group performed better. While this study has been interpreted as showing the impact of fear on motivation, you could also think about the results as reflecting the impact of immediate rewards—$4,000 in pocket—over future ones.
How You Obtain Power by Letting Go
(Agency)
The Joy of Agency and the Fear of Losing Control
Imagine a world where fear is rational. In this world, people would scream at the top of their lungs at the mere sight of a cigarette; a heavy-cream phobia and fear of red meat would be commonplace; panic would creep up and down your spine as soon as you entered a moving vehicle. These fears could be justified: smoking, diet, and driving are closely related to the five leading causes of death—heart disease, cancer, chronic lower respiratory diseases, accidents, and stroke.1 Yet on the list of the most prevalent phobias, which I provide below, you’ll find none of these fears.2
The majority of people are not alarmed by things that could eventually kill them. Instead, the most common phobia is arachnophobia—the fear of spiders. This despite the fact that “you have a better chance of getting attacked by a shark, surviving, then getting killed by a I falling coconut,”* than dying from spider venom. Approximately six people per year die from spider venom in the United States, a nation of 319 million.3 We fear things that are unlikely to hurt us—spiders, snakes, and heights. Some people experience panic attacks in open spaces or when encountering dogs or lightning. Others fear elevators and flying. In fact, the only justifiable phobia on the top ten list is the fear of germs—mysophobia—which sits at number 8. Two positions below mysophobia you’ll find a particularly intriguing phobia: the fear of holes. The number of people who suffer from hole phobia apparently trumps the number who suffer from cancer phobia, which is number 11 on the list, while the fear of death itself sits at number 12.
The Ten Leading Causes of Death
1. Heart disease
2. Cancer
3. Chronic lower respiratory diseases
4. Accidents (unintentional injuries)
5. Stroke (cerebrovascular diseases)
6. Alzheimer’s disease
7. Diabetes
8. Influenza and pneumonia
9. Nephritis, nephrotic syndrome, and nephrosis
10. Intentional self-harm (suicide)
The Twelve Most Common Phobias
1. Arachnophobia: the fear of spiders
2. Ophidiophobia: the fear of snakes
3. Acrophobia: the fear of heights
4. Agoraphobia: the fear of open or crowded spaces
5. Cynophobia: the fear of dogs
6. Astraphobia: the fear of thunder or lightning
7. Claustrophobia: the fear of small spaces like elevators, cramped rooms, and other enclosed places
8. Mysophobia: the fear of germs
9. Aerophobia: the fear of flying
10. Trypophobia: the fear of holes
11. Carcinophobia: the fear of cancer
12. Thanatophobia: the fear of death
Fear Versus Fact
We may chuckle at the ridicule of our fears, but for people who suffer from them, these phobias can be devastating. For example, people with agoraphobia are afraid to leave their homes, which would severely impact anyone’s quality of life. Individuals with claustrophobia may refuse to get an MRI even if the procedure is essential for diagnosing a medical condition, because they are uncomfortable in the tight space of the scanner. And aerophobia, the fear of flying, can hinder people’s careers and relationships.
Take, for instance, film director Joseph McGinty Nichol, known as “McG.” McG had directed Charlie’s Angels, and following the success of that film, he was contracted by Warner Brothers to direct a new Superman picture, which was to be shot in Australia. One thousand employees were Down Under waiting for McG to arrive. Lights and cameras were ready, and it was time for action. McG had spent a year working on the film prior to shooting. Some $20 million had already been invested in the project. Yet on the day McG was supposed to take a private jet to Sydney from California, he found himself paralyzed by fear. He was unable to get on the plane.4
His team tried everything to convince him to board the jet. Reassuring statistics were offered: he was more likely to be killed on the way home from the airport in his car than on the long-haul flight to Sydney. In fact, only about 1,000 people die while flying every year (the odds are approximately 1 in 11 million that you will be killed in an airplane crash), compared to 1.24 million who die in ground-traffic accidents (or odds of 1 in 5,000 that you will be killed in a car crash).5 McG was well aware of these figures, but they did nothing to calm his nerves. He felt safe in his car, not on a plane. Fear is an emotion, and his emotions were not easily tamed by the facts.
Most people assume that aerophobia is a fear of crashing. That fear is heightened by the extended media coverage devoted to every plane that goes down. The vividness of the tragedy on our TV screens makes us believe that airplanes are more dangerous than they really are. That, however, is not the whole story. If it were, perhaps airlines could simply equip people with data that would change their perceptions. But we know that telling people over and over that planes are safer than cars does little to ease their anxiety.
If it is not a miscalculation of risk, why then do so many fear a 747? Some turn to evolution for answers—humans, unlike birds, do not have wings, and they were never meant to fly. If your ancestors ever found themselves in midair, it usually meant they were about to meet their Creator. And so, the story goes, we inherited a fear of flying from our land-bound ancestors. This theory is intuitively appealing. Our modern fear of spiders, snakes, heights, open spaces, and flying could all be leftovers from a time when those things were truly hazardous. In open spaces, for example, you have nowhere to hide from a predator. So those individuals who feared, and thus avoided, open spaces were perhaps more likely to survive. These types of explanations, however, do not capture the full complexity of human fear, because often what we seem to dread is not what we really fear.
Removing Control
“In reality, it was a control issue: Whenever I got outside my comfort zone, I just felt like I was going to die,” McG said when trying to explain his refusal to board that dreaded flight to Australia.6 When you get on a plane, you transfer your destiny, at least for the next few hours, to the pilot and crew. You cannot control the plane’s path or its speed. You cannot leave the aircraft at will if you get tired of the crying children or your seatmate’s elbow shoving. In fact, the only choice available to you is pretzels or peanuts. Moreover, you have very limited information. You don’t know if those bumps you’re experiencing are from routine turbulence or something to be concerned about. You don’t know if the pilot is tired or alert, or if you’re going to arrive on time. The loss of control is a disturbing sensation.
Most people become stressed and anxious when their ability to control their environment is removed. This is why many people prefer sitting in the driver’s seat rather than in the passenger’s seat, and also why we feel anxious when we are stuck in traffic, unable to move. Limited control is why some dislike being a guest in another’s home. It’s why physical restraint is psychologically disturbing for humans and animals. Even infants prefer to exercise their limited ability to control their surroundings; once they learn to hold their own bottle, they will express distress when this privilege is taken away. When those infants develop into toddlers, they demand to do everything themselves, from pressing the elevator button to putting on their shoes. Attempts to interfere with their ability to exercise control can lead to tantrums. While adults rarely throw themselves on the floor, banging their hands and feet, when their freedom is taken away, they will feel troubled when their agency is restricted.
The fear of losing control cannot, of course, account for all of our phobias and deep anxieties. Yet, all else being equal, we fear the uncontrollable more than the controllable. Untamed animals, lightning, small spaces that restrict our movements—all of these cause more anxiety than situations that we perceive as being under our control, such as cycling, owning a firearm, or medicating ourselves, though these latter activities are, in fact, more dangerous. The attempt to regain control can also contribute to psychological problems, including eating disorders (in which people strictly control what enters their bodies), addiction (which can be an attempt at regulating one’s inner state and mood), and even suicide (the decision to end one’s life may be viewed as an attempt to control what is typically outside our control).
Empower for Influence
Control is tightly related to influence. When you alter someone’s beliefs or actions you are, to some extent, exerting control over that individual. When you are influenced by another, you are giving that individual control over you. This is why understanding the delicate relationship humans have with control is fundamental for understanding influence. It will enable us to better predict when people will resist influence and when they will welcome it.
What we are about to see is that in order to affect another person, we need to overcome our own instinct for control and consider the other’s need for agency. This is because when people perceive their own agency as being removed, they resist. Yet if they perceive their agency as being expanded, they embrace the experience and find it rewarding.
A wonderful illustration of this principle involves . . . taxes. Paying taxes makes people unhappy—pure and simple. Even if you agree wholeheartedly that paying taxes is the right thing to do, I am pretty sure you don’t feel any pleasure handing over 30 or 20 or even 10 percent of your earnings to the government. In fact, some people decide to avoid the ordeal altogether; the amount of tax evasion in the United States comes to about $458 billion annually.7 That figure does not even include the amount lost because of people who exploit loopholes. So imagine you are a government official and your task is to reduce that number significantly. Conventional tools for influencing people to pay their taxes already include increasing fines, enhancing audit rates, and highlighting the importance of taxes for the country. Those are useful, but the rate of noncompliance is still high. What else could you do?
Could you, perhaps, make paying taxes more pleasant? This may seem like a radical idea. Let’s consider why taxes are so painful in the first place. Yes, by paying taxes we are losing a big chunk of our income, but that is not the sole reason that people find taxes unpleasant. You would probably not feel as much pain if you donated 30 percent of your income to a charity of your choice. The reason paying taxes is more aversive than other expenses is that we have no choice in the matter. In contrast to charity giving or grocery shopping, in which you decide what to pay for and when, spending money on taxes is out of your control. No one asked you if you were willing to pay, and you are not quite certain where your money is going.
Would people be more likely to pay taxes if their sense of agency was recovered? To test this, three researchers conducted an experiment.8 They invited students to a lab at Harvard University and asked them to rate pictures of various home interiors. In exchange for their time, they were given $10, but told that they were required to pay a “lab tax” of $3. The instruction was to put $3 in an envelope and hand it to the experimenter before they left. The students were not thrilled by this plan. Only half complied; the other half either left the envelope empty or gave less than the required amount.
Another group of participants, however, was told that they could advise the lab manager on how to allocate their tax money. They could suggest, for example, that their taxes would be spent on beverages and snacks for future participants. Astonishingly, merely giving participants a voice increased compliance from about 50 percent to almost 70 percent! That is dramatic. Imagine what such an increase in compliance would mean for your country, if it were translated to federal taxes.
To make sure the finding was not specific to elite Harvard students, the researchers tested a larger, more diverse sample of citizens online. This time some participants were given an opportunity to read about the current allocation of U.S. federal tax dollars. Some were also given an opportunity to express their preferences about how they wanted their tax to be allocated—what percentage they wanted to devote to education, security, health care, and so on. Finally, all of them were asked to imagine that they could use a questionable tax loophole to lower their tax bill by 10 percent—would they take it?
Of those who were not given an opportunity to express their preference on how their taxes should be spent, 2 out of 3 (about 66 percent) said that yes, they would take the questionable loophole. In comparison, among those who were given a voice, less than half (44 percent) decided to take the loophole. The study also revealed that providing people with information about how their money would be spent was not enough. It was giving people a sense of agency that made the difference.
The message, perhaps ironically, is that to influence actions, you need to give people a sense of control. Eliminate the sense of agency and you get anger, frustration, and resistance. Expand people’s sense of influence over their world and you increase their motivation and compliance. In the experiments I described, people were not even given actual control—they were only asked to suggest how they would like their taxes to be allocated. Yet that was enough to change their actions. Giving people a choice, even if it is just a hypothetical one, is enough to enhance their sense of control, and control motivates people.
Choosing to Choose
Why do we enjoy control? Well, often outcomes that you select yourself suit your preferences and needs better than those that have been forced upon you. So we have learned that environments in which we can exercise control are more rewarding. One way to express control is to make a choice.9 For example, if you choose which movie to watch, you are more likely (on average) to select a movie you will enjoy than if I make the choice for you. Because we often experience better outcomes following choice, the association between choice and reward has become so strong in our minds that choice itself has become rewarding—something we seek and enjoy. In a study conducted at Rutgers University, neuroscientist Mauricio Delgado and his team found that telling people they were about to be given an opportunity to make a choice made them feel good and activated part of their brain’s reward system, the ventral striatum.10 We perceive choice as a reward in and of itself, and so when given a choice, we choose to choose.11
It is not only humans who like to choose; animals prefer to have a choice as well. In fact, they choose to choose even if having a choice does not change the outcome. If rats need to select between two paths that lead to food—one path is a straight line and the other subsequently requires them to select whether to go right or left—they choose the latter path.12 Pigeons do the same thing.13 Give a pigeon two options: the first is a button to peck that results in grain being dispensed, and the second is two buttons from which it needs to select one to peck in order to receive the same grain, and the bird will pick the option with two buttons. The pigeons quickly learn that the seeds are no different; yet they prefer the seeds that were obtained by making a choice.
As with pigeons and rats, the human desire for agency, control, and choice spills over to situations in which making a choice does not necessarily improve the end result. Take Delgado’s experiment, for example. The choice he gave his volunteers was not between banana nut ice cream and mint pistachio, in which a person might have a strong preference, but between two shapes on a computer screen, such as a purple ellipse or a pink star. Each shape had a 50 percent chance of gaining the participant money. As there was no way of knowing which shape was the better shape, it did not matter in the slightest whether the participants made the choice or a computer program made the choice for them. Nevertheless, Delgado’s results showed that even when making a choice does not appear to have any advantage, we would often rather take control and decide on our own. This preference is deeply rooted in our biology.
If you think about it, a system that internally “rewards” you for things you obtained yourself, rather than those that were simply given to you, makes adaptive sense. If you learn that an action results in food, money, or prestige, you might choose to repeat that action in the future to gain more of the same. However, if someone simply gives you food, money, or prestige without your having done anything for it, you cannot assume that they will be kind enough to offer you those goods in the future. So when you get $1,000 without doing anything at all, you are left with $1,000 but without any knowledge of how to acquire more money in the future. However, if you gain $1,000 by, for example, selling a piece of furniture, you not only become $1,000 richer, you now have a blueprint of how to earn more money. Things you work for should be coded by your brain as preferred; their value comes both from their intrinsic utility and from the information they contain for future gains. It is adaptive for humans to be biologically driven to prefer things they had a hand in obtaining—things they have control over.
People like to choose, so they choose to choose.14 However, sometimes the decision is so complex and taxing that we prefer not to make a decision. For example, if you give people too many options, they become overwhelmed and don’t choose anything. This was shown in Sheena Iyengar and Mark Lepper’s famous jam study.15 Iyengar and Lepper found that people are more likely to purchase gourmet jams when they have only six options to choose from versus when they have more than twenty options. Options are great, but give people too many and they become flabbergasted and leave the store empty-handed.
What, then, do you do when you have many options you want people to choose from? One solution may be to create a tree of choice. Let’s take the jam problem as an example. Instead of just displaying twenty jams, all together, the store could divide the jams according to flavor: strawberry, apricot, blueberry, marmalade, raspberry. Now the jam buyer only needs to select one flavor out of five. Once they select the flavor—let’s say apricot—they can then make a second choice between four different brands. That way people get to make a choice, but the process is simplified.
A Price for Choice
The problem emerges when our desire for control results in otherwise worse outcomes. Take Theo, for example.* Theo is a middleaged bartender who works at a downtown restaurant in the city of Los Angeles. Every night at the end of his shift, Theo gathers the loose change and bills he earned from tips and stashes the loot under his mattress for safekeeping. Over the years, a significant amount has accumulated under his bedding, such that the clacking of the coins keeps him awake at night. Theo is aware that by hiding the money in his bedroom, rather than depositing it in a savings or investment account, he is losing interest on his earnings. Yet from Theo’s perspective, this loss is worth the peace of mind he experiences from feeling he has full control over his funds.
It is for similar reasons that many people hold too much money in cash accounts than is otherwise optimal. When surveyed by a large financial institution, two out of every five respondents said having money in “cash” (such as a checking account) made them feel safe. A similar percentage of respondents said they preferred a cash account because they were risk averse and/or wanted to keep their options open. Investing can make people feel anxious, but the root cause for this is not just risk. The fact that the fate of the investment is not in the individuals’ hands, but in the hands of the companies and sectors they are investing in, makes people uncomfortable. When people do invest, they prefer to invest “under their mattress,” so to speak—84 percent of respondents said they favored investing domestically, even though the survey was conducted in a part of the world where investing domestically was not necessarily the optimal decision.
To be sure, domestic preference can be driven by patriotic considerations, or by the fact that people may have more information about their own economy than that of others, but the preference is also driven by an illusionary sense that our domestic economy is more under our control than a foreign economy. The closer the money, the safer people feel. If you want someone to invest in your company, it may be wise to give them a sense that their investment will remain close—either physically (i.e., in the physical location of your company) or mentally (perhaps your company is within the sector they are most familiar with).
Financial choices are much more emotional than most of us realize. Often the complex reasons for these decisions are hidden from sight. Think back to Theo, the bartender who saved his tips under his mattress. Theo was keeping his money close to his chest, literally, not only because he disliked the idea of transferring it to the hands of others but also because he was trying to guard his earnings from . . . himself. When surveyed about his financial habits, Theo admitted that he kept his money in coins under his old mattress in order to curb his spending impulses. He did not carry the heavy coins around with him in his small wallet, nor did he have a debit card, so if he happened to see a new pair of boots or sunglasses he fancied, he was unable to buy them on the spot. Theo had to go all the way back home, count the coins, and return to the shop to make the purchase. This system gave him ample time to consider his purchase, protecting him from impulse buys. In essence, “present-day Theo” was trying to control “future-day Theo.” When it came to money, Theo trusted himself more than he trusted other people, but he also trusted himself today, under a relatively controlled environment, more than tomorrow, when anything might happen.
These days, most people do not keep bills and coins under their mattresses, or diamonds in their bras—a custom that was apparently popular after World War II. Yet the need to personally control our finances remains strong. One of the ways people try to maintain control is with “stock picking.” Consider Manshu, who writes the financial blog OneMint.16 Manshu is a self-proclaimed stock picker. This means that instead of hiring a financial adviser to invest for him or putting his money in an index fund, he does his own research and selects the companies whose stocks he wants to buy.
“I like to pick stocks,” he explains, “because I prefer to be able to manage my own stocks and know exactly where my money is invested. I don’t feel comfortable about buying mutual funds or ETFs [exchange-traded funds] because I don’t have any control over what the fund manager may do and which companies he or she will buy at any given time. It’s like being one level away from my investments. . . . I worry about what the fund manager would do.”17
Given that Manshu writes a financial blog, I suspect that he is familiar with the vast research indicating that, on average, investors lose when they pick stocks and trade frequently. In fact, people who choose their own stocks are the worst performers in the market. But even if you let a professional do the job for you, your portfolio will likely underperform index funds and ETFs.18 Armed with this knowledge, why does Manshu prefer to pick stocks?
You may think Manshu is overconfident. True, overconfidence is a common explanation for why people prefer to make their own choices. They may know the facts and figures but believe they can do better than the average guy. Overconfidence does play an important role.19 Notice, however, that Manshu does not defend his actions by stating that he believes he will make more money by choosing stocks himself. Rather, he justifies his preference in emotional terms: picking his own investments makes him feel in control, while letting someone else choose for him causes him to worry. He prefers “stock picking” to reduce his anxiety and enhance his feeling of mastery, regardless of whether the strategy inflates his bank account. He wants to feel that he is influencing his finances, not anyone else.
If there was a psychological cost to giving up control, would people consciously forgo money in order to maintain it? My colleague Cass Sunstein (whom we met earlier), my student Sebastian Bobadilla-Suarez, and I conducted an experiment to find out.20 We asked volunteers to play a “shape-picking game.” In this game, participants were asked to choose between two shapes on a computer screen, only one of which would earn them money. On every trial, two new shapes appeared. We let participants practice the game for a while so that they could get a sense of how good they were at picking the best shapes. Unbeknownst to the participants, we set up the game so that their likelihood of selecting the “winning” shape was exactly 50 percent; they succeeded on half the trials and failed on the other half. After some practice, we asked them to estimate how well they were doing. On the whole, our participants slightly overestimated their ability, stating they believed they were performing above chance. There were large individual differences, however: some people were highly overconfident, believing they could pick the correct shape with 80 percent accuracy, and others were underconfident, believing they could do so only with 20 percent accuracy.
Now that each person had a sense of how good they thought they were at “shape picking,” we gave them an opportunity to employ an expert to help them pick the best shapes. Each expert had a different likelihood of picking the better shape and charged a small fee if they were successful in helping the participant make the right choice. For example, some experts picked the best shape 90 percent of the time and charged 10 pence, others did so 75 percent of the time and charged 5 pence, and so on. The success rates and charges were fully visible to the participants, so in essence, with the help of some math, each person could calculate whether it was worthwhile for them to “hire” the expert or not. They had all the information they needed to make the best choices. Would they?
Change the words “shape picking” into “stock picking” and you can see how this game (loosely) resembles real-world financial decisions. Pick on your own, and on average you will do no better than chance. Choose EFTs or index funds, and you can do slightly better than chance, at a low cost. Although our participants sometimes decided to hire an expert “shape picker,” they did so less than they should have. We designed the game so that to win the most amounts of money, people should have delegated the decision to an expert on half the trials. Yet our participants delegated the decision to experts only about one-third of the time. They chose to choose, which made them lose. Even if you take into account the participants’ overconfidence, people decided to pick for themselves more often than they should have.
The interesting thing was that the participants were aware of what they were doing. When we asked them how good they were at delegating—in other words, did they think they hired experts when they should have—they gave us surprisingly accurate answers. Those who delegated less than they should have knew it; those who delegated optimally also knew it. It seemed that people knew they were losing money by retaining control but did it anyway for psychological gains. Their cost-benefit analysis was not a cold calculation of pennies and dimes but, rather, one that took into account emotional profit.
Of course, in some situations, weighing the costs and benefits of choosing versus delegating may direct us the other way. For instance, even though choosing can give us a small burst of pleasure, we may realize that in certain situations, the benefit of having an expert select for us outweighs the emotional benefit of agency, because the outcome may be that much better. There are other reasons to delegate as well; perhaps you do not have enough time to make the decision, the effort would be too onerous, or you don’t want to take responsibility for the outcome. For instance, you might prefer to have your spouse make an important decision concerning your family’s future, or for a coworker to make a professional decision for your group so that you can avoid regret if the outcome turns out to be suboptimal. Nevertheless, in all these cases, people still want the power to choose to delegate rather than have that decision forced upon them. It is best, then, to give people that option. For example, I will often ask my three-year-old daughter, “Do you want me to choose your outfit or do you want to choose it yourself?” Sometimes she wants to choose herself, and sometimes she would rather have me choose. Exercising the power of delegation maintains agency.
Control, Health, and Well-Being
People who feel in control of their life are happier and healthier.21 With that in mind, we can see that the participants in our study, as well as Manshu and Theo, may have been acting “rationally”—by retaining control, they were enhancing their well-being. For example, all else being equal, cancer patients who have a greater perception of control survive longer. Lower risk of cardiovascular disease has also been associated with a greater perception of control.22 This is not surprising; the sense of control reduces fear, anxiety, and stress—all things that have a detrimental effect on our bodies.
Can we then enhance people’s sense of control in order to increase their well-being? In a classic study conducted back in the 1970s, Judith Rodin, from Yale University, and Ellen Langer, from Harvard University, intended to find out.23 Rodin and Langer were concerned with a specific group of people who had experienced a severe reduction in control. It was an interesting group, because if we are lucky enough, we will eventually become a part of it—the elderly. As we age, we experience a steady decline in our ability to control our lives and our surroundings. For some, this decline begins with retirement and the loss of agency we normally gain from our professional life. It then continues with a deterioration of physical health. The reduction in agency is most pronounced when people move into nursing homes. Suddenly, the decisions you had made for the entirety of your adult life are made for you: your daily schedule, what you eat and when, how you spend your leisure time. Tasks you may have performed yourself—driving, shopping, cooking—are all done for you. It’s like being on a plane for the rest of your life. The pilot is full of good intentions, but she is not you.
That is where Rodin and Langer came in. Their idea was to put the elderly back in the pilot’s seat. What if the residents of a nursing home were given more choices, more responsibility, and a greater sense of agency? Would they become healthier and happier? In other words, could Rodin and Langer positively influence the life of the elderly by enhancing their sense of control? The two researchers contacted a nursing home in Connecticut and asked the directors whether they would consent to participate in an experiment to find out. They agreed.
The home had residents on four floors, and Rodin and Langer randomly picked one floor to be the “agency” floor and another to be the “no agency” floor. The residents living on the “agency” floor were gathered together and addressed by the staff. They were told that they were expected to take full responsibility for themselves; they should make sure they had everything they needed and should make plans for how they would spend their time. In addition, each resident was given a gift—a potted green plant for their room, which was to be their sole responsibility. The residents on the “no agency” floor were also gathered together. However, in contrast to the “agency” group, they were told that the staff would take wonderful care of them. They did not need to lift a finger. Each resident in this group, too, was given a green plant for their room, but they were told that the staff would water it. There was no real difference in the residents’ reality on the two floors; a person living on the “no agency” floor could, if they wanted, water their plant at any time and make as many decisions for themselves as their friend on the “agency” floor could. However, their perception of their own agency was different—and as a result, their actions were different; they were less likely to take control.
Three weeks later, when Rodin and Langer assessed the nursing home residents, they discovered that those individuals who’d been encouraged to take more control over their environment were the happiest and participated in the greatest number of activities. Their mental alertness improved, and eighteen months later they were healthier than the residents on the “no agency” floor.
To me, what is striking about this study, and others like it, is how simple the intervention was. Just giving people a little responsibility, and reminding them that they had a choice, enhanced their well-being. This lesson is extremely valuable for our home life and work life. If you are a parent, you might give your children more responsibilities. At work, employees can be made to have increased involvement in decision-making processes to enhance their motivation and satisfaction. If you are in a relationship, it might help to make sure you are giving your partner a decent say in how you lead your lives as a couple. What is interesting is that the sense of control need only be that—a perception. It is better to guide people toward ultimate solutions while at the same time maintaining their sense of agency, rather than to give orders.
Figure 4.1. Agency. Increase people’s sense of control. Our instinct when trying to influence others’ actions is to give orders. This approach often fails, because when people feel their independence has been limited, they get anxious and demotivated and are likely to retaliate. In contrast, expanding people’s sense of agency makes them happier, healthier, more productive, and more compliant. For example, giving people an opportunity to advise how their taxes should be allocated increased the likelihood that they would pay them in full. To produce impact, we often need to overcome our instinct to control and instead offer a choice.
Think back to the story at the beginning of chapter 3—the intervention in the hospital on the East Coast aimed at getting staff members to wash their hands. One of the reasons the intervention was so successful is that instead of using the common approach—a command: “Employees must wash their hands”—the hospital introduced an electronic board that gave the medical staffers positive feedback every time they sanitized their hands. Instead of limiting the staff’s sense of agency by giving an order, management expanded it by giving the staffers a feeling that it was their own responsibility to become better. Increasing the perception of control is a cost-efficient way to improve people’s personal and professional lives.
Do You Recall Being in Control?
A few years ago, I read an article written by Michael Norton from Harvard Business School. Michael was describing a series of studies he and his colleagues conducted that illustrated a phenomena he called the “IKEA effect.”24 The IKEA effect concerns the observation that people value things they create themselves more than the exact same items created by someone else. For example, if you put together an IKEA shelf yourself, you tend to think it is better than the exact same shelf put together by someone else. In fact, you may think it is better even if you end up with a crooked shelf. Knitted scarves, tree houses, cheese lasagna—if you made it yourself, you usually value it more.
In my view, this was an instance where the value of control—in this case, in the form of manipulating objects around us—shone on the objects we created, making them seem better. I wondered, however, whether you actually had to create an item in order to value it more, or whether believing you had created an item would be enough for it to shine brighter. So I contacted Michael Norton, and together with my student Raphael Koster and our colleague Ray Dolan, we conducted a study to find out if the perception of control is all we really need to reap the positive benefits of agency.25
An incident I’d experienced not long before made me think it might. A few years ago, my parents moved out of my childhood home to a townhouse close to the city. In the process of sorting through the items we had accumulated over the decades, I found a set of paintings I’d made as a teenager. I particularly liked a landscape oil painting and took it to hang in my own home. I got great enjoyment from the painting, which was now on my bedroom wall. I was quite impressed with the ability of my younger self to create such a thing. The picture made me happy. Then one day, while examining the piece of art with shameless self-admiration, I noticed a signature at the corner of the painting. I had missed it before, as it was barely visible. To my surprise, the signature staring back at me was not my own. Someone else’s name was printed on my wonderful creation. Within seconds, my perception of the painting changed. Suddenly the strokes seemed too rough, the colors exaggerated, and the subject matter cheesy. Needless to say, the painting came down soon after. It was swiftly replaced with a photo of my kids. At the very least, I could be certain they were my own creation.
I am not implying, of course, that we can’t appreciate the creations of others. You need not write a novel, conduct a piece of music, or cook a gourmet dinner to enjoy these things. Nor do we always value our own handmade items more than those of others. However, I pondered whether, all else being equal, believing that you created something gave it an extra spark, regardless of whether you had actually made it yourself.
I designed an experiment to test this idea. It involved designing Converse shoes. First, I would invite volunteers into the lab and ask them to evaluate eighty different Converse shoes on a computer screen. Each shoe would be slightly different in color and design. Then, for each volunteer, I would divide all of the shoes into two groups: half the shoes would be assigned to the “create” group and half to the “just watch” group. For the forty “create” shoes, the volunteer would have to log on to the Converse website and use the special online tool there to re-create the exact same shoe. The Converse website used to have an application that allowed anyone to design their own shoe. Notice, however, that the design and colors of the shoes in this experiment were predetermined; the volunteer did not create their favorite design—they simply re-created a design we had already made. For the forty “just watch” shoes, I asked my volunteers to watch a video on the computer screen of the shoe being created. They would sit passively in front of the computer watching, rather than clicking buttons themselves. That was the only difference between the “create” shoes and the “just watch” shoes. When the volunteers were done, two hours later, they were asked to evaluate all the shoes again.
Similar to my oil painting saga, the volunteers liked the shoes they thought they had created two hours before better than the ones they remembered “just watching.” Which shoes they actually created did not matter at all. The only thing that mattered was which shoes they believed they had created. Eighty different shoes are a lot to remember, and so sometimes a volunteer would recall creating a shoe they had “just watched” or recall “just watching” a shoe they had in fact created. The memory of creation, true or false, was enough to make people more appreciative of the shoe. When their memory failed them, the benefits of creation were lost; if someone created a lovely red shoe with blue stripes and green shoelaces but later thought they had “just watched” the shoe being created, they did not value it more.
What this means is that it may not be enough to give people responsibility and choice—they also need to be reminded that they have exercised their control. If Margaret, a lady with silver hair who resided on the “agency floor” of her Connecticut nursing home, had forgotten that she had watered her plant, the nursing staff would be advised to remind her of it, so that she would benefit from exercising her agency. In other words, perception is what matters, not objective reality. To make people value objects more, we need to let them feel that they somehow had a hand in the design.
* * *
We often envision the brain as an organ whose ultimate function is thinking, a sort of biological headquarters for imagination, rumination, and ideas. While it does, of course, execute those functions, those are not your brain’s main agenda. The brain has evolved to control our bodies so that our bodies can manipulate our environments.26 “Govern your surroundings” would be your brain’s slogan, if it had one. Our biology is set up so that we are driven to be causal agents; we are internally rewarded with a feeling of satisfaction when we are in control, and internally punished with anxiety when we are not. In general, that is a good piece of engineering; controlling our environment helps us thrive and survive. Yet the price we pay for our intense desire for control is our difficulty to give it up when we should.
At times we should just sit back and enjoy the ride. We should be delighted that the pilot has full control over our plane, not us. If we were in control of the airplane, we would most likely be dead. It is best to allow your doctor, who has years of medical education and hands-on experience, to make medical decisions for you. It is wise to keep your money in a bank, not under your mattress, and to avoid stock picking. But there is nothing more terrifying than giving away control to another human being.
This is why many managers feel the need to micromanage their teams, even if by doing so they are hurting productivity and morale. To produce impact, we often need to overcome our instinct to control and instead offer a choice.
It is difficult to let go, but awareness can help. Understanding why we are the way we are, and being conscious of our deeply rooted drive to make decisions, may help us hand over the wheel once in a while. With awareness comes the understanding that giving away control, even a little, even just the perception of it, is a simple but hugely effective way to increase people’s well-being and motivation.27 Ironically, releasing control is a powerful tool of influence. For example, a parent may want to ask a child who is a picky eater to make their own salad, to enhance the likelihood that they will eat their greens. Students can be offered the opportunity to build their own syllabus in order to increase their interest in their studies. Clients can be encouraged to make more choices, to boost their satisfaction. Employees can help create company rules, to facilitate their own motivation. Promoting self-creation is a great way to help others become happier, healthier, and more successful. Offering control, or even perceived control, is ultimately the best way to get people to act.
____________________
* Well, that is, at least, how one member of an online discussion group humorously put it in a forum regarding the matter (Scrap-Lord, http://forum.deviantart.com/devart/general/2226526).
* Theo’s identifying details have been altered.
What Do People Really Want to Know? (Curiosity)
The Value of Information and the Burden of Knowledge
The next time you are seated in an aircraft that is about to take off, look around yourself during the preflight safety demonstration. How many people are paying attention to the potentially lifesaving instructions? How many are scrolling through Facebook for essential last-minute updates from friends? You would think the passengers would be a captive audience; they are literally stuck in their seats with nowhere to go. Yet a quick look around will confirm that most people would rather entertain themselves than pay attention to the crew.
You may argue that we have all been through the drill before: seat belt, oxygen mask, life jacket, exit door—we get it. But the fact of the matter is that different airplanes have different safety features. In fact, even if you have flown on the exact same aircraft before, you should listen closely. This is because rehearsing the safety procedure just before takeoff reactivates the required sequence in your brain, which makes it more likely that you will execute the actions automatically if needed. In a state of emergency, quick reactions are crucial.
The airline personnel were rightfully concerned that most passengers would not instinctively know to identify their closest exit, or to recall where their life jacket was or how to inflate it safely. They were faced with a difficult problem: they had to ensure that essential information would be transferred from the crew to the passengers, who were simply not interested in paying attention.
The difficulty was that the message the crew had to convey did not seem new or useful. What’s more, people did not want to think about emergency landings, fires, or lack of oxygen just before takeoff. Checking the weather or looking at yet another baby photo on Facebook provides more pleasant data for your mind. For years, the airlines tried to find a solution. How could they make people pay attention to this important but unpleasant, information? How could they captivate the passengers and influence their actions? And then it dawned on them. There was no need for the message to evoke dread. People want sunshine? They will give them sunshine!
Preflight safety demonstration videos now include everything from models break-dancing in bathing suits to cute cartoons and stand-up comedy. Many highlight enchanting travel destinations. And people watch them, because they fulfill at least one of the principles that make people want to pay attention: they induce positive emotions.
In fact, the videos are so popular that people even view them at home. One of Virgin America’s preflight safety videos that includes music and dancing received 5.8 million YouTube views, 430,000 Facebook shares, and 17,000 tweets in only twelve days.1
There is a vital lesson here. Whether at work or at home, our instinct is that if we have something important to convey, the other person will want to know. This instinct is wrong. If people do not even pay attention to information that could potentially save their lives, you cannot presume they will hear what you have to say. We need to rethink what really causes people to want to listen and then reframe our message accordingly, because being heard is by far the most important ingredient for influence. What, then, do people want to know?
Figure 5.1. Curiosity. Reframe the message to highlight the possibility for progress, rather than doom. Our intuition is that if we have something important to convey, others will want to know it. This instinct is wrong. In particular, if the information is tied to a bleak message, many will actively avoid it—as was the case with preflight safety briefings. Reframe your message so that the information you provide will induce positive feelings (as the airlines did), highlight the informational gap you are filling, and show how the knowledge can be used for the better.
Fill the Gap
In 2005, Kate, an investment banker with a large firm in Manhattan, decided to apply to business school for an MBA. Her top choice was Harvard. She invested a substantial amount of time and effort in her application, studying day and night for the Graduate Management Admission Test (GMAT), taking pains to craft an impressive personal statement, and making sure her references were impressive.* Before the deadline arrived, she submitted her application on the designated website—www.ApplyYourself.com. She restlessly anticipated the decision letter, which was due to arrive March 30.
Then, a few weeks before the big date, she received an e-mail from a friend. It looked innocent enough, just like any other message in her in-box. Yet this note would have a profound effect on her life. The subject line read, “Check this out—the wait is over!” The message contained a link to a forum discussion within Business Online, a website frequently visited by business school students.
Kate followed the link, which led her to a post by a user named “Brookbond.” Apparently, “Brookbond” had discovered that Harvard Business School had already made early decisions about many applicants. The decisions were stored on the ApplyYourself website, which Harvard and other top schools were using to streamline the application process. With minimal technical skills, any applicant could view their decision letter early. “Brookbond” went on to post detailed instructions on how to do so. All that was required was that Kate log on to the ApplyYourself website with her known ID and password, just as she had done many times before. Once she was logged on, she was to construct a special URL, the details of which “Brookbond” had supplied. Then she would view either a rejection letter or a blank screen. The latter indicated acceptance to Harvard Business School.
Instinctively, Kate opened a new browser and, with shaking hands, typed in the website’s address. Her heart pounding, she logged on and constructed the special URL, closely following Brookbond’s instructions. She took a deep breath and hit “Enter.” It seemed like forever, but a split second later, the browser refreshed and—nothing. A blank page! It was the most beautiful, inspiring blank page she had ever seen. Kate was thrilled—she was heading to Harvard Business School.
Except she wasn’t. Around midnight that same day, senior members of the Harvard admissions department would receive a call from one of the applicants alerting them to the system’s failure. Immediately, a team of experts was designated to solve the problem, and by nine o’clock the next morning the bug had been fixed. Shortly afterward, Harvard would announce the rejection of all 119 applicants who attempted to get a sneak peek. As far as Harvard was concerned, the act was a breach of ethics.2
I don’t know about you, but I can identify with Kate. I clearly remember, years ago, anxiously waiting to hear whether I’d gotten into graduate school. I was restless for months, and during those last few weeks before admission day, I could hardly sleep. Thankfully, I did not encounter a “Brookbond” sort of character back then. If I had, I hope my younger self would have made a different decision than Kate did. Yet I am certain of one thing: I had a burning desire to know immediately. But why did I want to know so badly? What was driving this urge?
For me, learning the decision early would have had no concrete benefits. I could not change the decision; I did not have any other offers I needed to reply to; it was too late to apply to additional schools; I could keep the job I had if I did not get into a PhD program, so there was no need to seek alternative career plans immediately; I was already living in the same city as the schools I had applied to. In sum, there was no tangible gain for advance information. Yet I really, really, really wanted to know. If I could have legally paid for such (seemingly) useless information, I would have.
The desire to know is human. Walk into your nearest pharmacy, and on the shelves you will find popular devices that offer customers advance looks into their future for as little as ten dollars. These small devices enable certain individuals to learn what their future holds days before reality unfolds. For a little bit extra, you can even purchase top-of-the-line products that will provide the same information as the standard brand twenty-four hours earlier.3
If you happen to carry two X chromosomes, you may have guessed what I am referring to: a pregnancy test. While we can make the case for the practical advantage of knowing whether you or your partner is pregnant before it becomes apparent to all, it would be difficult to “rationally” justify spending more money for the opportunity to receive the test result one day earlier.4 Yet millions of people around the world do exactly that. One reason they do so is to reduce the unpleasant feeling of uncertainty. Even if people cannot use the information to their advantage, they have a desire to fill gaps in their knowledge. Information gaps make people feel uncomfortable, while filling them is satisfying. This is why early pregnancy tests are so popular and why Kate’s curiosity got the better of her.
If you possess information that can fill existing gaps in people’s knowledge, remind them of those gaps. The e-mail Kate received, for example, with its subject line “Check this out—the wait is over!,” did just that. It focused her attention on the fact that she did not know if she would be heading to Harvard come fall. Or consider online clickbait such as “The ten celebrities you never knew were enthusiastic gardeners” or “The three politicians you never knew got a nose job.” Those create gaps of knowledge in people’s mind that were not there to begin with. I never considered which celebrity adores plants or which politician used to have a crooked nose, but now that this gap of knowledge had been pointed out to me, I have an urge to fill it. Once we are told what we do not know, we want to know. As we are about to discover, the drive is evolutionarily ancient.
Is Information Like Sex and Plum Pie?
In a creative experiment, neuroscientists Ethan Bromberg-Martin and Okihide Hikosaka showed that monkeys, too, prefer to be in the know.5 The hairy animals were not applying to Harvard Business School, of course; nor were they curious to receive information regarding their reproductive system. What was occupying the monkeys’ minds was whether they were about to receive 0.88 milliliters of water (a big reward) or just 0.04 milliliters of water (a small reward).
This is how the experiment worked: on each trial, the monkey would receive either a big water reward or a small water reward. By moving its eyes to one of two symbols on a screen (let’s say a blue star or pink square) seconds before the water was delivered, the monkey could indicate if it desired advance information. The monkeys were trained for weeks to make sure they understood what every symbol meant. If the monkey selected to receive this advance information, a third symbol appeared on the screen (for example, a red circle), indicating whether the monkey was about to get lots of water or just a little. Finally, the water was delivered straight into the monkey’s dry mouth.
When all the data had been gathered, Bromberg-Martin and Hikosaka were amazed to find that not only did monkeys want advance information, they were also willing to “pay” for it. The monkeys were willing to give up a few drops of precious water in order to know ahead of time if they were about to get a large reward or just a small one. Time and time again, the monkeys would move their eyes to indicate that they wanted to know. It seems that, just like Kate, they, too, would have followed the instructions provided by “Brookbond” and logged on to ApplyYourself.com to get a sneak peek. Human preference for information is thus not unique. In evolutionary terms, it is an ancient desire. What, biologically speaking, is driving the urge?
Bromberg-Martin recorded activity from neurons in the monkeys’ brains to find possible answers. He inserted thin wires, called microelectrodes, through the scalp of the monkey, deep into the monkey’s brain. The tips were placed next to the neurons he wanted to record from. When neurons “fire,” they generate a signal, which flows down the neuron as a current, in and out of the cell. The micro-electrode can pick up on these changes in voltage. What Bromberg-Martin observed was that the monkey’s brain was treating information as if it was a reward in and of itself. These neurons, known as “dopaminergic neurons,” were firing in response to information as they would in response to water or food.
Dopaminergic neurons are cells in the brain that release the neurotransmitter dopamine. These neurons send signals from the midbrain, an evolutionarily “old” part of the brain, to many other regions of the brain, including the striatum, a part of the brain that processes rewards, as well as areas in the front of the brain that are important for planning. Dopamine is released when we expect a reward and when we receive an unexpected reward. Well, it turns out that dopamine is also released when we expect information and when we unexpectedly receive information. In the brain, the “currency” for tangible goodies, like sex and plum pie, looked a lot like the “currency” for pure knowledge. In fact, Bromberg-Martin was stunned to see that the neurons were firing at a similar rate to the expectancy of information as they would to the delivery of 0.17 milliliters of water. In other words, the neurons were as excited by advance knowledge as they were by drops of H2O, which are necessary for our existence.
These findings may partially explain our obsession with Google and Twitter: we are driven to seek information by the same neural principles that drive us to seek water, nourishment, and sex. Yet the question still remains: why? Why would the human brain code for knowledge as it does for those things that are necessary for survival?
The simple answer is that, in many cases, information is indeed necessary for survival, because advance knowledge can help us make better decisions. In the wild, if the monkey knows it is about to receive a large banana, he can decide to stick around, but if he learns that the banana is small, he may decide to look elsewhere. Granted, in Bromberg-Martin’s experiments, the monkeys could not use the information in any useful way—they were stuck in their chairs, and there was nowhere for them to go. But their brains still responded according to the “all-purpose rule” that information is better than ignorance, and almost as important as H2O.
The Feel-Good Factor
There was another reason that Bromberg-Martin’s monkeys wanted to know in advance whether they would be receiving a large gulp of water. Knowing that water was about to arrive made the monkeys feel good, and so they sought out the buzz. What you know affects not only what you decide to do but also how you feel. This is because information is the bread and butter of your beliefs, and what you believe has a profound effect on how happy you are.
Imagine Oscar and Albert. Albert is in prison. His cell is small, wet, and cold. The walls are bare, and he is wide awake late at night on an uncomfortable wooden bed. You may expect Albert to be miserable, but in fact he is exhilarated, elated. Albert knows that tomorrow he will be released from prison and free to go home. His family is preparing a lovely roast turkey dinner for him, which they will enjoy in their cozy, warm house. He can’t wait.
Oscar, on the other hand, is sitting at the dining table with his family, having a delicious roast turkey dinner in their warm and cozy home. You might expect Oscar to be joyful, elated, but in fact his heart is heavy. He is miserable because he knows that tomorrow he will be imprisoned. He will be put in a small, cold, wet cell with bare walls and an uncomfortable wooden bed.
If you were observing Oscar and Albert from afar, ignorant of what is going on inside their heads, you would think that warm, dry, satiated Oscar is happier than cold, wet, hungry Albert. Albert’s reality is not one any of us would wish upon ourselves, but inside his mind there is a celebration: balloons are floating, the sun is shining, flowers are blooming. For Albert, knowledge is bliss, salvation from the darkness around him. While Oscar’s momentary reality is vastly better than Albert’s, what goes on inside his mind is far worse. Knowing that the very next day he will be incarcerated gravely affects his well-being. If Oscar were oblivious to what awaits him, he would feel fine, but he knows, and that knowledge is devastating.
It is important to remember, then, that people are motivated not only to gain rewards and to avoid pain but also to believe that they will gain rewards and avoid pain. This is because beliefs can make people as happy or sad as the real events can. Armed with a lifelong experience of being both devastated and elated by knowledge, we have learned that information affects our feelings and that we can use information to regulate our emotions. As a result, people selectively try to fill their minds with knowledge that will form pleasing beliefs and avoid information that can cause unpleasant thoughts. This is one reason that the new preflight announcements did so much better at captivating people’s minds.
In one experiment, Filip Gesiarz and I invited people to play a lottery game. Every time they played the game, they were presented with two digital doors—a blue door and a red door. Behind each door awaited a cash prize; some prizes were relatively big, and some were small. The red door was always better than the blue door—behind the shiny red door lay more cash than behind the blue door. A computer program would select one of the doors for the participant at random, and they would be given whatever was behind it. Before the computer made the choice, we allowed people to have a sneak peek behind one door. Would they like to see what was hidden behind the red (large prize) door or the blue (small prize) door? Their decision would have no effect on the outcome. Time and time again, people preferred to open the red door over the blue door. They wanted to know what the best-case scenario was, not the worst.
Does this mean that information is not created equal? Perhaps our brains code for the value of information differently, depending on whether we expect the information to make us feel happy or sad. To answer this question, Caroline Charpentier and I teamed up with Ethan Bromberg-Martin. This time, instead of recording the activity of neurons in a monkey’s brain, we recorded activity in the human brain using a brain-imaging scanner.
Imagine you are a participant in our experiment. You meet Caroline, the French experimenter, who explains that you will be lying in a long tube-shaped brain-imaging scanner while playing a lottery game. The game will be divided into two parts. Half of the game will be all about winning. Each time you play the lottery, you will either win one dollar or get nothing. Pretty good, you think. The other half of the game is all about losing. Each time you play the lottery, you will either lose one dollar or lose nothing. Not great, I know, but you have no choice; if you want to participate in the experiment, you must play the game. Oh, and every time you play the lottery, Caroline will ask you if you want to know the outcome of that round of the game or remain ignorant. At the end of the experiment, we will pay you the total of what you earned throughout, regardless of which outcomes you selected to reveal and which to remain ignorant of. Think about it as if you are sitting in front of a slot machine: you close your eyes and pull the lever; the reels spin round and round and eventually stop. Do you open your eyes? Do you want to know?
Just like Kate and Bromberg-Martin’s monkeys, people wanted to know. But they wanted to know more about potential wins than potential losses. In other words, people were more likely to open their eyes if they were playing the win-or-nothing slot machine than the lose-or-nothing slot machine. What’s more, the better the odds of winning with the slot machine, the more people wanted to know the outcome. We displayed the probability of winning each time people played our little lottery—the more likely people were to win, the more they wanted to know, and the more likely they were to lose, the less they wanted to know. In other words, people want to tear open envelopes that promise good news and toss away ones that promise bad news.
What about the brain? Remember those neurons Bromberg-Martin discovered firing in the monkeys’ brains in response to advance information about water? We found evidence that suggested that neurons in the same region in the human brain also increase activation in anticipation of information about financial gains. However, in anticipation of information about losses activation was decreased. In addition, whenever our participants knew information was coming—regardless of whether it was information about losses or wins—another region in the brain, the orbital frontal cortex, was activated. It seems that in our brains there are two types of responses to information; one type of neurons values knowledge per se, and the other type values knowledge that is likely to make us feel good.
Not all information is like sex and plum pie; what people expect to find behind the door matters. People prefer to learn of information that they think will make them feel good, and so they seek out good news over bad news. Transmitting a message in a positive light—as the airlines eventually did with their musical safety information videos—means that people will be more likely to listen and, therefore, more likely to be influenced. When people suspect that bad news is coming, they may avoid the message—even if this ignorance can hurt them.
Burying One’s Head in the Sand
Envision that you have a 50 percent chance of inheriting a fatal disease. The symptoms of the illness are devastating; they include excruciating changes to your personality, as well as declines in your cognitive and physical skills. You will begin to execute unwanted jerky movements, your speech will become incomprehensible, your sleep will be disturbed, and you are likely to develop depression and anxiety. The disease is not contagious, yet there is no cure, and within twenty years you will be dead. There is a simple test you can take at any time that will tell you whether you are carrying the dreaded gene that causes the disease. If you are, the likelihood of you developing the illness will be 100 percent. You are left with the decision of whether to get tested or to go on with life and hope for the best.
For some people, the question is not hypothetical. These are individuals with a parent who is a known carrier of a mutation to gene IT15, which causes Huntington’s disease. Huntington’s disease is a neurodegenerative genetic disorder. The fatal symptoms usually become apparent in midlife, impairing cognitive and motor function, and lead to severe behavioral, mental, and physical problems. Genetic testing now enables people at risk to know, at any point, whether they are carriers.6
The decision to get tested is a difficult one. When potential carriers are asked if they intend to take the test, between 45 and 70 percent say yes. Yet most of them do not follow up on their explicitly stated intention. In fact, one study reported that when approached by the registries of testing centers, only 10 to 20 percent of people at risk for Huntington’s choose to register for the test. 7
Similar behavior has been observed with people at risk of contracting HIV: many avoid being tested for the virus even when the test is offered for free.8 An even more striking example comes from a study of 396 women who gave a blood sample and were later told that those samples had been analyzed to identify genes that predispose a woman to breast cancer.9 Would they like to receive the results of the test? The women simply had to say yes, with no effort required. Yet 169 chose not to know. This is quite staggering! Unlike people at risk of developing Huntington’s disease, individuals at risk of suffering from breast cancer can take precautionary actions to reduce the likelihood of their developing the disease. Nevertheless, 42 percent of the individuals tested decided not to receive information that could possibly save their lives.
This may seem surprising, but think about it like this: while the benefit of knowing would be to reduce the uncomfortable feeling of uncertainty, the cost of knowledge would be not having the option to believe what you would like to believe. As long as we are ignorant of the test results, we can continue believing that we are healthy; we can fill our minds with positive thoughts. Taking the test puts those thoughts in danger, because once we receive the test results, we cannot unlearn them. Once you know that you carry an ill-fated gene, that knowledge will be engraved in your brain forever. If the diagnosis is undesirable, your life will change instantly. So not knowing can, perhaps, keep us happier at times, but it also has the potential to lead to a worse outcome.
Summing Up the Numbers
Metaphorically speaking, you can think of the decision to know or remain ignorant as an exercise in mental arithmetic. Imagine a powerful calculator with a large display residing inside your head. When you need to decide whether to remain in the dark or find out the truth, it lights up and computes the value of the different options. First, your mental calculator figures out the tangible benefits of finding out the truth—will knowing change your actions in a way that will better your future? Inserting large values here will make it more likely that you will seek concrete answers. For example, let’s say you are thinking of Googling an old flame. How would you use that information? Maybe you intend to contact the person to rekindle a friendship. In that case, the value of information will go up. However, if the knowledge is not going to influence your actions, the value assigned here will be zero.
Next, your mental calculator will punch in values to indicate the influence of the state of uncertainty on your emotions. In many cases, uncertainty is experienced negatively, so negative values will be entered. The greater the suffering you are likely to experience from not knowing, the more motivated you will be to resolve the uncertainty and find out the truth. Yet not knowing can have a positive effect, too, since it enables you to imagine the best-case scenario. During those months before Kate received the final decision from Harvard Business School, she excitedly imagined all the great experiences she would have at the school, including the people she would meet and the classes she would take. She fantasized about life with an MBA from Harvard, all the doors that would open up after she earned her degree. Creating those scenarios in her mind made her happy, and as long as she had yet to be rejected, she could go back to those images in her mind anytime she wished.
The last calculation to be made is related to the emotional value of the information itself. Becoming aware of something that we were ignorant of before not only makes us more knowledgeable, it changes how we feel. This is especially true for information that enlightens us about ourselves. Knowing that she had been accepted to Harvard made Kate feel good. Hearing that she’d been rejected for having a sneak peek made her feel terrible. Finding out that you carry a fatal gene will make you feel bad. Reading your boss’s glowing report of your work makes you feel proud. Being told that the value of your house is descending makes you anxious. Information changes how you feel.
So all else being equal, we seek information that we think will bring us positive emotions. We will go to great lengths to uncover good news and avoid bad news.
One of the most striking examples of this tendency is illustrated in a study conducted by Niklas Karlsson, an expert in business information management in Sweden; George Loewenstein, a renowned behavioral economist from Carnegie Mellon; and Duane Seppi, a professor of financial economics at Carnegie Mellon.10 The three wanted to know what causes people to check up on their stocks when they have no intention of making a transaction. Take a guess: what triggers people to have a quick peek at the value of their stocks? Assuming that a person has no intention of buying or selling, when do you think they are most likely to log on to their accounts?
Now take a look at figure 5.2 (on next page) and let me walk you through the data. The black line shows the value of the S&P 500 for over a little more than two years, from January 2006 to April 2008. The S&P 500 is a stock market index; it is based on five hundred leading companies with stock on the NASDAQ and/or NYSE. Like an ocean wave, the line gathers momentum, slowly rising and then quickly falling, rising again and falling once more. The gray line represents the number of times people logged on to their accounts just to check on the value of their stocks—not to sell or buy, only to have a peek.* What becomes immediately apparent is that the two lines rise and fall together, like two lovers holding hands on a hike up and down a hill. When the market is high, people log in all the time. When the market is low, they avoid checking their funds. Why?
Figure 5.2. People’s desire to know their own worth is related to market performance. The black line represents the S&P 500, and the gray line represents the number of times people logged on to their accounts to check on their stocks. When the market goes up, people are more likely to take a peek at the value of their holdings than when it goes down.11
After statistically accounting for many different factors and possible explanations, the team reached a conclusion: people’s decision to gather information about the value of their stocks is governed by their desire to feel good. If the market is heading up, people assume that their own stocks will follow suit, and so they log on to take in a large sniff of the good news. When the market is dropping, they choose to shove their craniums in the ground. People know that there is a chance that they may be losing money, and confirming this will make them feel rotten. If they remain ignorant, they can hold on to some hope that their portfolio is, in fact, weathering the storm. So all else being equal, people tend to ignore negative information, which can make them feel bad, and seek positive news, which can make them feel good.
That, however, is true as long as the bad news can reasonably be ignored. What the graph does not show is what happened when the market finally collapsed, in the fall of 2008. During the financial collapse, people started logging in frantically. When things are very clearly going wrong, keeping a sliver of hope is virtually impossible, and so we set out to assess the damage as soon as we can and rebuild.
This principle does not just apply to finance. While most people at risk of Huntington’s disease avoid genetic testing, many of those who decide to take the test are individuals who are already experiencing symptoms. In essence, they are simply confirming what they already know to be true with near certainty. Although the disease cannot be cured, the knowledge can help them make decisions regarding how to live their remaining years. Individuals who know they have a short life span “fast-forward” their lives; they may get married, they may get pregnant, they may retire early.12 In other words, people select to avoid potentially unwelcome information unless they are almost certain of the devastating news. At that point, the cost of making wrong decisions outweighs the benefit of not knowing how bad things really are.
The Cost of Not Knowing
We may put our heads in the sand in order to shield ourselves from the inconvenient truth, but does it work? Is our mental state actually improved by not knowing? Or perhaps we might fare better by facing the truth?
In 1972 two psychologists, James Averill and Miriam Rosenn, set out to investigate this question in their laboratory at UC Berkeley.13 They randomly selected male undergraduates from the university’s phone directory and rang them with an offer: would they be willing to serve as participants in a study that involved receiving electric shocks in exchange for two dollars an hour? (Which works out to about eleven dollars an hour today.) James and Miriam convinced eighty students to agree to this arrangement.
On the day of the experiment, the men arrived at the Berkeley lab. Each one was asked to sit on a wooden chair while the researcher vigorously rubbed their right ankle with a mildly abrasive paste to lower the skin’s resistance. Then an aluminum electrode was attached to their ankle. Every so often, the electrode would generate a shock lasting one second.
The men were given headphones that enabled them to listen to one of two channels, which they could switch between at will. One channel played music via a stereophonic tape recorder from Muzak recordings (remember, this was back in 1972). The other channel was the “information” channel; it was silent except for a clear warning signal a few seconds before a shock was delivered. When the warning signal sounded, the participant could immediately press a button in order to avoid the shock altogether.
The question was which channel would the men select to listen to—the music channel or the information channel? You would think everyone would choose to tune into the information channel to avoid the shocks, wouldn’t you? Indeed, an important factor that drives people to seek information is usefulness. When people believe they can use the information you are offering to their benefit, they desire it more, which is why it is important to highlight the usefulness of any message.
Yet in Averill and Rosenn’s experiment, although the volunteers could use the information to avoid the shocks, not everyone selected the information channel. Approximately one out of every four men (25 percent) decided to avoid the information channel altogether. They chose to distract themselves with the music, even if it meant receiving electric shocks directly to their skin.
Perhaps this was the better choice? Maybe the music had a relaxing effect? Averill and Rosenn monitored the men’s physiological signs to find out. They measured heart rate, skin conductance, and respiratory rate. The more anxious you are, the faster your heart will pound, the more your palms will sweat, and the heavier your breathing will become. Averill and Rosenn found that the men who decided to listen to the music channel expressed greater signs of anxiety than those who listened to the information channel. Those who decided to watch out for warnings were more relaxed, because they knew they could avoid harm, and so they ended up feeling better. On the other hand, those who were trying to put their minds in a musical cloud did not succeed in escaping the anxiety brought about by the anticipated pain. The bottom line was that knowing when a shock was coming and being able to control it was better than remaining ignorant.
What if the shocks were unavoidable? Would choosing the information channel benefit people even when the information was otherwise useless? Averill and Rosenn conducted their experiment again, only this time they did not give the Berkeley men a button to enable them to escape the shocks. Under these conditions, most men selected the music channel, but 45 percent of them still selected the information channel. Who ended up more anxious? Once again, those who chose to hide in a musical cloud exhibited greater physiological signs of anxiety. In contrast, the men who selected the information channel were more relaxed; their heart rates were lower, and they sweated less. While they could not avoid the shocks, knowing exactly when one would be delivered enabled them to relax during the breaks in between. In contrast, those who selected the music channel were in a constant state of high alert; they sat on the edge of their seats, ready for the buzzing pain of the shock at any point.
What this experiment shows us is that even if you think you will be better off not knowing, putting your head in the sand may end up making you more anxious. To be clear, I am not suggesting that we should all go searching for bad news—not at all! At times, true ignorance can indeed be bliss. It may not be advisable to stalk an ex on social media to learn about their life without you; nor do you need to be aware of every single genetic mutation you carry. But if you suspect that there is uncomfortable news behind door number 1, you may be better off opening it to reveal the truth. This is because we humans are much more resilient than we think. By opening the door we can start the process of acceptance, healing, and rebuilding. If the door remains shut we are stuck, lingering in a constant state of unease.
Cherry-Picking
We are curious creatures, and the one topic we are especially curious about is ourselves. Indeed, we have a burning need to know what other people think of us and our work, but we do not want to know everything. We often make decisions to distance ourselves from negative opinions and seek positive ones. How many times have you heard authors, actors, and celebrities say they avoid Googling themselves or reading reviews about their book/show/film? Do you think this is because people do not want to learn that their work has been praised? Unlikely.
Take Paige Weaver, for example, who wrote a number of selfpublished best sellers. Paige says that “my policy is do not read your reviews. . . . The first few days after Promise Me Darkness [her novel] was released, I read all the reviews and they were good but I knew that the bad ones were coming. . . . I’m too scared.”14
Novelist Kristin Cashore agrees. “I have not Googled myself or my books, and I do not get Google alerts. . . . I don’t involve myself. I’ve learned it’s better for my writing process, my sanity, and my happiness to avoid it. Besides, I get a ton of feedback without looking for it—my friends and publishers are on the ball and keep me informed of what people are saying—so I generally have a sense of what’s going on out there without seeking it out myself. I do usually (though not always) read reviews if my editor or publicity department sends them to me. Those ones tend to be the ones in major review journals, and are hard to ignore.”15
Paige and Kristin are not unique in cherry-picking the opinions they will become aware of. It is not that we always ignore criticism; our methods are subtler than that. Our decision whether to seek opinions depends both on whether we can use the knowledge to our advantage and on how we expect to feel in response. Nevertheless, we all engage in some filtering. Take Republican ex–vice president Dick Cheney, for example. Before entering a hotel suite, he requests that all TVs be tuned to Fox News, a corporation well known for supporting the Republican Party.16
* * *
People at risk of disease who choose not to get tested and students who decide to listen to music over warnings that could help them avoid electric shocks demonstrate the same principle. All else being equal, people have a tendency to seek out information that brings them hope and to avoid information that brings devastation. This is because information affects what people believe, and what people believe affects their well-being. If the information you have to offer is tied to a bleak message, you must assume many will choose to avoid it. You can spend years figuring out the best safety procedures, decades developing a test to identify a gene that puts people at risk of breast cancer, and weeks reviewing a colleague’s report. But it doesn’t matter how thorough your work is or how clearly you present it if no one wants to know what it says. Perhaps you can do something about this?
Getting people to listen means shifting that large metaphoric calculator inside their minds, the one that computes the value of information and motivates them to pay attention when it shows positive numbers. If the knowledge you have can fill another’s information gap, highlight the gap; if it can help people better their world, clarify how. Finally, reframe your message so that the information you provide will induce hope, not dread. To be clear, this does not mean sugarcoating what you have to say. If, for example, you need to critique someone’s work, do not soften the critique—convey the problem clearly. However, the existing problem can be communicated either in terms of what needs to be corrected in order to produce a star report or in terms of incompetence; use the first approach and you will gain more interest. Perhaps a genetic screening for breast cancer can become all about living a long and healthy life, not about death. And a flight safety video can spotlight arriving at our fabulously sunny destination.
There is an important caveat to all this, though. It is that we need to consider the emotional state of the person in front of us. This is because, as we will see in the next chapter, under stress and intimidation, the way in which our brains process information changes dramatically.
____________________
* Credit to Ethan Bromberg-Martin, who drew my attention to this story during a conversation. Kate is a fictitious prototype of the 119 students involved in the actual event, which occurred in 2005.
* If you are familiar with the S&P 500, you will notice that this graph shows not the raw numbers but, rather, values that have been controlled for all the obvious confounding factors, including willingness to transact and market volume.
What Happens to Minds Under Threat? (State)
The Influence of Stress and the Ability to Overcome
When I was a teenager, my favorite TV show was Quantum Leap. My brother and I would return home from school in the afternoon just in time to watch physicist Sam Beckett travel through space and time in an attempt to correct history. His quantum experiments enabled him to leap from his top secret laboratory in the desert, somewhere in the United States in the 1990s, into the bodies of individuals living in different places and times.
I invite you to leap with me through space and time to help us understand how stress affects the way people are influenced by others. Our first stop will be New York City on September 14, 2001. The body you will be inhabiting is my own.
I was walking along Broadway in downtown Manhattan, not far from where I lived at the time. Suddenly a middle-aged man began running down the street, seemingly in panic. Within seconds others followed, and within minutes a crowd was sprinting behind him. I had no idea what was going on. Yet the events that had occurred just three days earlier—on September 11, 2011—had taken their toll. “Better safe than sorry,” I figured, and joined everyone else. A large group of us ran down the sidewalk, picking up confused bystanders on our way. Eventually a few individuals realized there was nothing to flee and stopped, and shortly after, everyone else did the same. That was that. We all went on with our business.
If you think about it, it was quite extraordinary: one individual caused approximately fifty New Yorkers to stop whatever they were doing and start running, in the middle of the day and for no apparent reason. That person did not say a word; he simply ran down the street in a panic. I do not know what was going on inside his head. But the reason he was able to influence us all was because of what was already going on inside ours. If the incident had taken place on September 10, the day before the attacks on the World Trade Center, I suspect the sprinting guy would have gone unnoticed. Most of us would have written him off as an eccentric. Yet following the terrorist attacks, we were all on edge. What would happen next? Was another assault imminent? Where would it be coming from? Our minds were on “standby”—ready to react to anyone and anything.
Cue in our next leap, into the body of a seventeen-year-old Palestinian girl in the West Bank village of Arrabah on the morning of March 21, 1983. The girl was sitting in her classroom when suddenly she began experiencing an irritating cough and shortness of breath. She did not know it at the time, but she was about to trigger an international scandal.
Shortly after the girl first began to experience these signs, seven of her classmates fell ill, too; then students in other classrooms began experiencing similar symptoms. A week later, the “condition” had spread to nearby villages. In total, the epidemic affected 943 Palestine girls and a few Israeli soldiers.1 What was causing this terrible epidemic? The Palestinians accused the Israelis of using chemical weapons against them, while the Israelis accused the Palestinians of using poison to trigger mass demonstrations. Careful investigation, however, did not reveal foul play. The symptoms were diagnosed as psychosomatic. Such cases are sometimes referred to as “mass hysteria”—an individual’s symptoms (or behavior) elicit panic among others, who unconsciously adopt the symptoms, thereby activating a domino effect.
Without even intending to, one girl influenced the health of almost one thousand individuals and, eventually, the world. The reason she had such impact was the specific environment she was operating in—one that induced a particular state of mind in others.
What was common to the people fleeing from absolutely nothing in post-9/11 Manhattan and to the students in the West Bank experiencing illusionary illness was that they were operating under threat. The students’ reality in the West Bank consisted of missiles, curfews, and armed soldiers on a daily basis. In New York after 9/11, soldiers and policemen were visible everywhere on the streets, creating a sense of emergency. If you look back at the history of documented cases of mass hysteria, you will find these types of environments to be typical; almost all cases of mass hysteria unfold in challenging, stressful environments, from impoverished villages in Africa to emergency rooms in large U.S. hospitals.
Why do people “catch” illusionary illnesses and follow others blindly down the street in particular environments but not others? Why does a certain individual—a stranger, a politician—have great impact when we are scared but not when we are relaxed? To answer these questions, we first need to understand what happens to our bodies and minds under threat.
Pressure, Pushing Down on Me
When we are under threat, a preprogrammed physiological reaction is triggered: stress. Evolution has equipped us with this response to help us survive. Imagine you are an antelope in the wild and you notice a lion running your way. Within seconds, stress hormones such as cortisol are secreted, triggering a chain reaction—your heart pumps overtime and your breath shortens. There are no spare resources to go around, so nonurgent functions must shut down; your immune system temporarily quiets, as do your digestive and reproductive systems. This is no time to deal with a healing wound or digest whatever you were chewing an hour ago; you must focus all your resources on one goal: surviving in the moment.
Humans are rarely put in the same kind of immediate danger as the antelope, yet we frequently experience stress. Whether it is in response to an unpaid mortgage, a deadline at work, or a strong competitor on a playing field, our bodies will release cortisol. Even a relatively benign situation, like being stuck in traffic during rush hour or in a slow queue at Starbucks, can trigger a full-blown stress reaction. The physical response will be similar to that observed in the antelope: the pulse and breathing rates will increase, and the function of systems that are not immediately required will decrease. If the stress is chronic, it will have a damaging effect on our bodies.2 Our immune systems will weaken, and we’ll become more susceptible to sickness; our digestion will slow, and as a result we’ll become more likely to gain fat, especially around the midsection; our reproductive system will shut down, and as a long-term result, women may have difficulty conceiving.
Just as stress significantly alters the function of your heart, digestive system, immune system, and reproductive system, it also alters your brain. Every time you feel stress creeping up on you, the working of your brain dramatically changes. Within seconds, stress can alter the way you think, the way you make decisions, and the way you behave. And it changes the way you are influenced by those around you.
My students Neil Garrett, Ana Maria González-Garzón, and I devised an experiment to examine how exactly stress changes the way people are influenced by information. Our plan was simple: we would expose people to threat, record their physiological reactions, and observe how their thinking changed. Our first conundrum, however, was how best to induce a sense of threat in our volunteers. A hungry lion was out of the question, and so we decided to create the sort of stressful situation our volunteers might likely encounter in their own lives.
Imagine that you are a participant in our study. You arrive at our lab to take part in an experiment in exchange for a small fee. After you sign a consent form, Neil, the experimenter, asks you for a saliva sample. The request seems odd. “Why are they making me spit into a plastic tube?” you may ask. Well, from your saliva, Neil will measure the level of the stress hormone cortisol in your system before we even start the experiment. This is called a “baseline measure.” Neil also asks you to fill out a short questionnaire to assess your current level of anxiety and records your baseline skin conductance level (SCL), which gives him another physiological way to determine your level of stress. At that point, you are likely still relaxed.
Neil then describes the experimental procedure to you. “First,” he says, “you will complete a simple task on the computer, which will take about half an hour.” “No problem,” you say. “When you are done,” he continues, “you will be given a piece of paper with a topic written on it. You will have five minutes to present the topic in front of a group of about thirty people. You will have no time to prepare, and your presentation will be recorded, so that others will be able to view it online.”
To make sure you are indeed stressed out by all this, Neil again asks you to spit into a little tube so he can analyze your saliva; he also records your SCL and asks you to fill out a questionnaire measuring your anxiety level. If you are like most participants in our study, these measures will have risen from your baseline, indicating that we have successfully stressed you out.
We also had another group of participants in our study—the “control” group. Participants in this group were told that at the end of the study they would be asked to write a short essay on a surprise topic, but they were reassured that this was nothing to worry about, as their essay would neither be rated nor read by anyone. As expected, participants in this group did not exhibit signs of stress.
Now that half the students were anxious and the other half were calm, we were ready to conduct our test. We presented our volunteers with descriptions of dreadful events that could happen to them in the future, such as robbery, a car accident, or a broken rib. We then asked them how likely they thought these events were to happen to them. (For example: How likely are you to be robbed?) We then presented them with information regarding the likelihoods of these events in their population. (For example, we informed them that the likelihood of being robbed in London is about 30 percent.) Finally, we asked them again how likely they thought they were to experience those events. (How likely are you to be robbed?) With that data, we could then calculate how the information affected peoples’ beliefs. We found that under threat, people were much more inclined to take in negative information—such as learning that the likelihood of being robbed is higher than they’d thought—than when they were relaxed.3 The more stressed they were, the greater their tendency to alter their views in response to unexpected bad news. (Stress did not affect the ability of good news to change their beliefs.)
Under threat, we automatically absorb cues about danger. This is what happened to me when I observed a man running in Manhattan three days after 9/11 and to the anxious students in Arrabah. The same thing happened to the volunteers in our study when they received unsettling information just before having to give a public talk.
It wasn’t just volunteers in the lab who reacted this way to our experiment. We ventured out of our lab in London and into fire stations in the state of Colorado. A firefighter’s workday varies quite a bit. Some days are pretty relaxed; firefighters will spend most of such days in the station. Other days can be hectic, with numerous life-threatening incidents to attend to. For us, the ups and downs of calm and stress presented the perfect setting for an experiment. We figured that on days without many emergency calls, the firefighters would be calm and, as a result, attuned to “good news.” Yet on days when they experienced constant threats, they would be anxious and more influenced by “bad news.”
This is exactly what happened; the more stressed the firefighters felt while on duty, the more influenced they were by the unexpected bad news we gave them. The information we gave them (such as the likelihood of credit card fraud or robbery) had absolutely nothing to do with their work as firefighters, yet when they were under stress, any type of alarming news had a large impact.
Arguably, this mechanism has its advantages. If you are an antelope and your habitat is filled with hungry lions, you want to be alert to any indication that a predator may be near. The same is true if you are living in a violent neighborhood: heightened intake of any negative cues may help keep you alive. The problem is that this instinct can also cause us to overreact. For instance, people may buy hefty earthquake insurance after a quake in California, even if they are living in Iowa. Consider terrorist attacks, such as the one in Paris on November 13, 2015, as another example. The news of the attacks on civilians in the City of Light quickly spread globally. People everywhere feared for their own safety, and a worldwide panic ensued.4 This, in turn, made people hypervigilant to any negative media reports, which, in turn, caused civilians to overestimate the danger to their own life. People then chose to “play it safe” for a while—to stay home rather than go out, to avoid visits to large cities.
In a similar manner, financial markets overreact to downturns—when the market shows an initial sign of a possible decline, people panic. Any information indicating even the slightest possibility of a downturn is given greater weight than it would have been previously. People then pull out of the market and the situation worsens, increasing investors’ stress and inciting further panic, which increases attention to negative information, and so on. When we are stressed, we become fixated on detecting dangers; we focus on what can go wrong. This then creates excessively pessimistic views, which, in turn, can cause us to become overly conservative.
Playing It Safe
One particular environment where people’s reactions to stress can be examined under the microscope is the playing field. Competitive sports give us a wonderful chance to observe how individuals behave under threat. When players are intimidated by their opponents, how do they respond?
Cue in our next leap.
The year: 2007. The place: Berkeley, California. The body: Jeff Tedford, the coach of the University of California Golden Bears. The Bears are on a winning streak. They have won five consecutive games in the first month of the college football season. By the time they come face-to-face with Oregon State in a homecoming game in Berkeley on October 13, they have climbed from number 15 at the beginning of the season to number 2 nationwide. This is their highest rank since 1951, and sixty-four thousand fans are in the stadium to support them. The teammates are elated. If they win the game today, they will conquer the top position, one they have not occupied in half a century.
Their luck, however, is about to run out. Two weeks earlier, at a game against the Oregon Ducks, the Golden Bears’ quarterback, Nate Longshore, injured his ankle. Now, minutes before kickoff at the Berkeley stadium, their coach, Jeff Tedford, decides that Longshore is not fit to play. Kevin Riley, the inexperienced backup quarterback, will replace him. And with that move begins the Bears’ slow and steady decline.
The game is tight. It comes down to the very last play; at fourteen seconds on the clock and third down, Kevin Riley finds himself facing a tough choice. He has the ball; either he can take the game into overtime by spiking it to set up a field goal or he can scramble toward the end zone. He has to make a split-second decision. “I knew there were fourteen seconds left on the clock. . . . I saw some green field, and I thought I could get around that guy. I was just using playing-ball instincts. I was in the middle of the play.”5
He didn’t make it to the end zone, and the Bears lost the critical game. Coach Tedford was seen throwing his clipboard down on the ground.
From that point on, the Bears’ season made a sharp U-turn. “Something changed that night . . . it is almost as if something snapped,” observed one commentator.6 Pressure quickly built on the shoulders of coach Tedford and the rest of the players. The Bears went on to lose five of their next six games, and with each loss, the stress grew. Down the ladder they went, from number 2 to number 9, then to number 20, and finally they dropped off the ladder altogether, ending the season unranked. Tedford “would never fully put a huge level of responsibility on a young, inexperienced player again”; he “felt he had to be overly conservative after that,” speculated a fan.7
Coach Tedford went on to adopt a conservative, highly predictable approach, and “the Bears never again won a game where they were a significant underdog.” 8 As another Bears supporter explained, “Tedford rarely loses games by more than two touchdowns. However, it also makes it tougher for us [the Bears] to beat USC, because we might be holding ourselves back from making too many mistakes to try and take the game at the end. . . . We have prided ourselves on close losses to USC.” 9
Once the Bears began losing, Tedford may have felt intimidated, and he started to play it safe. He was no anomaly. Examining over one thousand football games from 2002 to 2006, Brian Burke, the creator of Advanced NFL Stats, a website about football and game theory, found that underdog teams, like Tedford’s, were less likely to vary their play. When they begin failing, they start minimizing risk. Burke hypothesizes that coaches “try to stay in the game for as long as possible. Underdog coaches minimize risk all game long hoping for a miracle along the way. They seem to be reducing the chances of being blown out.”10 Chris Brown, the author of The Art of Smart Football, agrees: “Almost every week of the season I see teams go to Southern Cal, LSU, or Ohio State [strong college football teams] and pretty much give up all hope of winning in the name of keeping it close and winning it in the fourth quarter.”11
Both Brown and Burke are of the opinion that playing it safe is often the wrong approach for underdogs. Sure, a conservative strategy means underdog teams are less likely to fail grandiosely, but they are also less likely to win. The game will be predictable, with predictable strategies and predictable scores. So if you are the underdog and you’re playing it safe, you will most likely lose. However, in risky games, outcomes are highly variable; the range of possible scenarios widens and encompasses more possibilities—including the chance of the risk paying off.
In the words of Brown, underdog teams “have little chance of winning on the merits, so what they need to do is . . . increase the chance for a shocker: take risks, and hope their coin flips go in their favor. Maybe they won’t. Maybe they get blown out. But not taking those chances is a sure way to set their low chance of winning in stone.”
Yet time and time again, teams like the California Golden Bears take the exact opposite approach. When they are high on their game, they take a chance and execute risky plays; when they are the underdog, they play it safe, shying away from the unpredictable as if it’s fire.
Brown and Burke tried to find reasons for why underdogs fail to take risks when they should. Maybe a safe “near win” is better for a team’s morale than taking a risk? Maybe the coach is trying to save his reputation by avoiding a blowout?
Maybe. I suspect there is another reason, though. To take a risk, you need to envision the possibility of it paying off; you need to be able to believe that winning is an option. When deciding on your next move, you consider the information in front of you and what that data tells you about the likelihood of different scenarios working out. However, as we saw earlier, once people feel threatened, they become more focused on the negative, and more likely to consider how things can go wrong. As a result, they decide that to act in a conservative manner even when taking a risk is, in fact, the better approach. Coach Tedford was simply being human; he was reacting to the stress of failure.
In situations that are life-threatening, avoiding risk can actually be the optimal approach. However, we also fall back on this instinct in situations where there are better decisions to be made. The good news is that we can overcome our instinct to play it safe when we are under stress. How? Cue in our next leap—into the body of Michael Chang.
How an Underdog Overcame Intimidation
Monday, June 5, 1989. On the tennis courts of the Stade Roland Garros in Paris, a seventeen-year-old Asian-American was getting ready to serve. His name was Michael Chang, and he was seeded fifteenth in the French Open. On the other side of the court was the Czech player Ivan Lendl. Ivan was twelve years Michael’s senior, which made him far more experienced. At six foot two, he was also physically larger than the slight, five-foot-nine Chang. Most importantly, Lendl was ranked number 1 in the world; he came to the French Open after winning the Australian Open and numerous other tournaments that year.
“Chang wasn’t in his league,” said Bud Collins, who was covering the game for the Boston Globe and NBC.12 He was the underdog—it was as simple as that.
This was not the first time Chang and Lendl had found themselves on opposite sides of the court. A year earlier, they had met in Des Moines, Iowa, where Lendl had beat Chang without batting an eye.
“Do you want to know why I beat you today?” asked Lendl back in Iowa. “Truthfully, you’ve got nothing that can hurt me. You’ve got no serve; your second serve is not very strong. So, pretty much whenever I play you, I can do whatever I want, however I want, and I am going to beat you pretty comfortable like I did today.”
Chang seemed to take Lendl’s words to heart and spent the next year working on his serve, hitting the ball harder, moving it better.13 His labor began to pay off. While Lendl easily took the first two sets on the French court, Chang managed to win the next two. Yet the effort took its toll on the youngster. Playing at full force for over three hours left him weak and dehydrated. He tried to compensate by constantly fueling his svelte body with water and bananas and choosing energy-conserving moves.
“Toward the end of the fourth set, I started to cramp anytime I had to run really hard. So I resorted to hitting a lot of moon balls, and trying to keep points as short as possible,” said Chang.14
But his body was failing him. A small step forward felt as challenging as climbing the Himalayas, moving his arm to hit the ball as difficult as lifting a trolley track. He decided to call it a day: “I couldn’t serve, I couldn’t dig out any balls that were hit in the corners and I walked to the service line, to basically tell the umpire I can’t play anymore, I’m done.”15 Chang’s intuitive reaction was to go home, to retreat to his safe zone. But then he reconsidered.
Seconds before reaching the umpire, he had a change of heart: “It dawned on me that if I was to quit then and there, every other difficult time I have there on the court it was just going to make it that much easier to quit. And from there, it wasn’t so much a matter of winning and losing, my objective that day was to finish the race which was that match, which was that fifth set. Win or lose I had to finish the match.”16 He turned back to complete the fifth and final set, which would decide the game.
You can probably guess what happened next. The inspirational story of the small fry taking on the giant is not, however, the reason I am recounting this tale. Regardless of whether Chang won or lost, his next couple of decisions made him an anomaly.
Falling behind 15–30 and still struggling physically, Chang decided to take a series of unconventional risks. His next actions had a high probability of failure and could come at dire cost—if he failed, he would seem foolish and inexperienced to the world. But if he were to succeed, the reward would be tremendous: the second-generation, Hoboken-born teen would be triumphant.
Chang chose an unusual tactic: “Spur of the moment, I was just like, I’m going to throw an underhand serve in here, ’cause I’m not doing anything off my first serve anyways. Let’s see if maybe I can scrape a point.”17 Instead of attempting a fast, strong serve, he hit the ball like a child.
It worked. The underhand serve took Lendl by surprise, leaving the score at 30 all. Encouraged, Chang decided to try one more trick. “I had two match points,” he figured, “so I might as well take a crack.”18 Chang slowly started walking forward toward the service line, trying to distract Lendl with this unusual move. The crowd responded with laughs and hoots. Lendl, confused, ended up serving a double fault. The game was Chang’s, and he went on to win the French Open. He was the first American male to win a Grand Slam singles tournament in five years.
As we have seen earlier, when people are intimidated, they tend to avoid risky moves and adopt a conservative approach; they do not take chances like Chang. What, then, helped Chang overcome the typical actions of the underdog?
When asked what motivated him to take risks, Chang attributed his regained psychological strength to the events at Tiananmen Square the evening before his match. On June 4, 1989, thousands of unarmed civilian protestors lost their lives when trying to block the Chinese military’s advance into the square. Chang watched the events on TV the night before he faced Lendl on the court. The tragedy could have demotivated him and increased his anxiety. Yet the reverse happened. Rather than hinder his spirits, the events in Tiananmen Square caused Chang to think about the tennis match not as a lost cause but, in his words, as “an opportunity to bring a smile upon Chinese people’s faces around the world when there wasn’t a whole lot to smile about.”19 Chang was actively reframing the situation in his mind, focusing on opportunity even under threat. He kept that thought in mind on the court, and the rest is history.
Figure 6.1. State. Watch out for the influence of others on your emotional state. Being stressed or intimidated changes the way we process information and make decisions. One consequence is that we start to “play it safe,” even when taking a risk is the best approach. For example, when sport teams are the underdogs, they play over-conservatively, when, in fact, their best bet would be to take risks. Being mindful of this automatic influence of others on our decisions can enable us to overcome it when needed by reframing the situation in a different light. For example, when Chang played against the stronger, more experienced Lendl, he decided to view the match as an opportunity to make history.
Humans, probably unlike any other animal, have the capacity to consciously direct their inner attention to different aspects of the situation and overcome their automatic reactions. In one study, for example, volunteers were shown a horror movie that caused them to be scared. Sure enough, when asked to make monetary decisions shortly after, they were more likely to avoid financial risk, even if the stakes were in their favor.20 But here is the twist: when volunteers were instructed to reappraise the movie, to think about it differently in order to undo the fear—perhaps to keep in mind that it was only a movie—they became more open to taking a risk.21 In other words, we can consciously alter our emotional state to overcome instinctive patterns. How does this happen in the brain? To understand this, we will take one final leap—this time into the mind of Laurie, an undergraduate at the California Institute of Technology.
Taming the Amygdala
The California Institute of Technology in Pasadena, California, attracts some of the brightest minds in the world; thirty-four of its alumni have received the Nobel Prize, and many have gone on to found leading companies. The competitive environment, however, can also create considerable stress on the young students. How does such pressure affect the students’ academic performance? And what makes one student succumb to the stress but another overcome it?
To answer this question, a team of scientists invited Caltech students into their lab in groups of five.22 Albert, Robert, Marie, Laurie, and William arrived at the lab and took an IQ test. Their exams were scored and documented. All five did extremely well, with an average score of 126. (For comparison, the average IQ in the general population is 100.)
A few weeks later, the students came back to take the test again. This time, however, there was a twist: while they took the exam, the students were shown their current rank in the group. At first, everyone’s scores plummeted. The fear of social humiliation and the stress of competition interfered with their ability to think clearly. However, as the test progressed, Albert and Laurie managed to shake off the anxiety and concentrate on the task at hand. In fact, they became motivated to do better than the others, and their final scores actually rose. The other students, however, were not able to recover and ended up with scores that were lower than before.
The students’ brains were scanned while they were taking the test, and to find out what made Albert and Laurie react differently from the rest of the group, the scientists studied those scans. The readouts showed that activity in two brain structures was critical: the amygdala and the frontal lobes. As discussed in earlier chapters, the amygdala is that deep-brain structure important for processing emotions, such as fear, as well as social signals. The frontal lobes are crucial for, among other functions, planning, high cognitive activities, and controlling our emotions.23 Everyone had high amygdala activity at first. But Albert’s and Laurie’s amygdala activity decreased rapidly, while the activity in their frontal lobes increased. Presumably, they were able to cognitively tame the fear and focus on the task at hand. In contrast, amygdala activity in the rest of the students remained high. It seems that Albert and Laurie, similar to Chang, were able to overcome social intimidation and refocus. The others remained intimidated, and it hurt their performance.
On Sunshine and Gambling
I suspect that many of the students were unaware that fear was affecting their test scores. Most of us do not realize how our emotional reactions alter our minds; it happens outside our awareness. Yet the hidden influence of our emotional state is far-reaching—it is not only a negative emotional state, such as stress, that changes people’s thinking and decisions; positive states can affect our choices as well.
One striking demonstration comes from a study looking at the sales of lottery tickets. The likelihood of winning the lottery is ridiculously low. So what causes a person to go out and purchase a ticket? Well, one contributing factor seems to be mood. Examining lottery sales in New York City, Ross Otto and his colleagues from New York University stumbled on a peculiar pattern.24 When unexpected good events happened, more people bought lottery tickets. A local sports team unexpectedly won a game? Purchases escalated. An atypical sunny day in the midst of winter? Sales went up.* This study is correlational—it shows a relationship between variables, but we do not know whether one factor is driving another. However, one theory is that an unexpected positive event, such as a bright, sunny day, makes people feel good. When you are joyful and relaxed, your mind is more likely to focus on how things may go your way. You may then overestimate your luck and be more inclined to take a risk.
* * *
Mass hysteria in New York City and Arrabah, an NFL coach playing it safe under threat, and firefighters attuned to negative information—all of these examples highlight the fact that influence is about more than the message or the messenger. A critical component is the mental state of the receiver. People’s emotional states can completely alter their thinking, decisions, and interactions. Your friend Snooky may be convinced by an argument you are making if she happens to be anxious that day, but unaffected if she happens to be relaxed. Under different emotional states, people are primed to attend to particular cues. This principle is important to keep in mind. It explains, for example, why fear campaigns can be useless in a certain time and place, yet effective in another. If you are attempting to give advice—to a player on a winning streak, a patient who has just received a dire diagnosis, or a client in the midst of a divorce—you need to pull a “Sam Beckett”: leap from your reality into that of the other to assess their emotional state. A person’s emotional mind-set will affect how they react to what you have to say. There needs to be a match between the opinions we are offering and the state of the individual in front of us. The same person will ignore your guidance one day but welcome it with open arms another, simply because their favorite football team lost last night or because the sun is shining on a winter day.
____________________
* The authors claim that this could not be attributed simply to people being more likely to be out and about, as a typical sunny day in June did not have the same effect. The assumption is that an atypical sunny day makes us happier than a typical one.
Why Do Babies Love iPhones? (Others, Part I)
The Strength of Social Learning and the Pursuit of Uniqueness
On a bright April day, I found myself at the labor ward of a London hospital alternating between high-pitched violent screams and a civilized search for baby names. Scarlett? Dotty? Isabella? Between one excruciatingly painful contraction and the next, my husband and I had three minutes of relative clarity in which to attend to the important task of naming our unborn daughter. Zoe was cute, but would it fit our daughter if she grew up to become a CEO? Theodora was classy but too serious. We were determined not to let our tiny bundle of blood and joy enter the world nameless. It wasn’t that we were relentless procrastinators, leaving this crucial task to the last minute. No, for the past few months we had spent hours each night debating the options. We wanted a name that was meaningful, sophisticated, and easy to spell and pronounce, did not remind us of anyone that was less than perfect, was unique but not weird, and would fit both a rock star and a president (just in case).
Anxious and naïve, as first-time parents often are, we wanted to give our daughter a great start. In our minds, there was a lot at stake. The name would be the first part of her identity, portraying our expectations of what that little person would become. As behavioral scientists, we knew perfectly well how expectations can become self-fulfilling.* Expectations wrapped up in a name, we thought, could affect how our daughter would view herself and how others would perceive her. Research shows that girls with feminine names, such as Elizabeth, are more likely to study humanities, while girls with masculine-sounding names, such as Alexis, are more inclined to choose math; boys with “girly” names, such as Morgan, are more likely to have behavioral problems; and children with names traditionally given by underprivileged parents are treated differently than their siblings with posh-sounding names like Sebastian. If that were not enough, a study of three thousand parents published in 2010 revealed that one parent in five ended up regretting the name they gave their child.1 To what extent do names really affect people’s life? We were not sure, but we decided not to take any chances.
These considerations did not occur to us at first. We thought that naming our daughter would be an easy feat. Shortly after discovering that we were having a girl, we agreed we liked the sound of Sophia. It had an Old World ring to it and means “goddess of wisdom.” Perfect. We were blissfully happy with fetus Sophia. That is, until my husband decided to look at the list of the one hundred most popular baby names. To our utter devastation, at the very top of the list was Sophia. Apparently the rest of the world felt exactly as we did about our wonderfully sophisticated name.
We were astonished. Up until that point, we’d been convinced that we had unique tastes, a different way of thinking, and an unusual perception of the world around us. Well, a quick scroll down the list put an end to all that. Not only were we about to give our daughter the most common name, according to the U.S. Social Security Administration statistics of 2013, but every other name on our runners-up list was in the U.S. and the U.K. top ten. Olivia? Tick. Emma? Tick. Mia? Tick. Who knew we were just like everyone else? We were blissfully unaware that billions of others around the globe shared our tastes, and that our strong sense of individuality might have been an illusion.
Why do seemingly diverse humans have similar preferences? Sophia cannot be objectively better than the thousands of other names out there. Neither is it the case that we were all making a conscious decision to follow a trend. So why were so many people making the same decision at the same time?
Social Learning from Day One
After twenty hours of screaming, sweating, and swearing in the labor ward, I was more interested in painkillers than naming my unborn daughter. So I left her fate in the trusted hands of my husband. From our short list of finalists he choose Livia (Livia was the feisty wife of the Roman emperor Augustus). And so gutsy little Livia was born and quickly progressed from crying to smiling to sitting to crawling. A few months before she turned one, my friend Nick came to visit. He enthusiastically told me of the doljanchi ceremony he had attended the previous week. Doljanchi is a Korean tradition for celebrating a child’s first birthday. The best part of the doljanchi, Nick said, is the fortune-telling ritual. The unsuspecting baby is placed in front of an assortment of objects and is encouraged to pick one. The selection is believed to forecast the child’s future: if the baby picks up a banana, she will never go hungry; a book means she is destined for academia; a silver coin foretells wealth; a paintbrush, creativity.
I was intrigued. That very same evening, I placed Livia in front of a collection of items: a stethoscope (would she become a doctor?), a stuffed dog (a vet?), a plant (a Greenpeace activist?), a piece of pastry (a chef?), and a colorful model of the brain (a neuroscientist?). Livia inspected the options closely, took her time, and then went straight for the iPhone I had happened to leave at the corner of the table.
I shouldn’t have been surprised. The little girl was obsessed with this piece of machinery. She would skillfully roll herself from one side of the room to the other to grab hold of it. Such a maneuver would make perfect sense if she would then check her e-mail or update her Facebook status. That, however, was not her intention. When she finally grabbed hold of the phone, she would quickly insert it into her mouth and attempt to chew. Eating the iPhone proved unsuccessful, yet she was not discouraged. Time and time again she would reach for the phone, even if there were edible items in sight. It was not the noise or the lights that intrigued her; she had other bright musical toys that she did not desire as much. The iPhone was the item she wanted because from the day she was born, she had observed her parents constantly interacting with it with great interest. Although she was only a few months old, and could not even say a word, she was able to infer that these metal rectangles must be extremely valuable.
Little Livia’s fondness for iPhones tells us something important about how our brains work. It suggests that we are born with an automatic predisposition to learn from those around us. The tendency is instinctive, a reflex—an impulse for social learning.
The human brain is engineered to acquire knowledge within a social context. We learn almost everything—from what item is most valuable to how to peel an orange—from observing other people’s behavior. We imitate, assimilate, and adopt; and we often do this without awareness. The advantage of this setup is that we need not learn only from our own limited experiences with the environment but can also pick up information or techniques from the experience of many others. This means that we can learn quickly, rather than only through the slow process of trial and error.
We learn by observing another person live—as my daughter did from watching her parents interact with their phones—or via a screen, as through social media, films, and television. For example, the recent popularity of the name Mason in the United States can be traced back to Mason Disick, the son of reality TV personalities Kourtney Kardashian and Scott Disick. While the name’s popularity was already growing, a year after Disick’s birth it jumped from number 34 on the top 100 list to number 2 and has not dipped below number 4 in five years. You do not even need to be familiar with the series to be affected; as James Fowler and Nicholas Christakis beautifully explain in their book Connected, influence travels from person to person. Of course, we cannot prove cause and effect here—Mason Disick may have had nothing to do with the popularity growth of his name but, rather, may reflect it. (In other words, his parents may themselves have been influenced by a growing trend.) However, the fact that many popular names experience a boost immediately following the appearance in the media of a character, real or fictitious, bearing that name suggests that causation is likely. (In case you were wondering, name experts are still debating the origins of Sophia’s popularity.)
And yet almost all of us say we are less likely to be influenced by others than the next person. This, of course, is statistically impossible. We cannot all be less susceptible than the average Joe. The reason we view ourselves as little versions of Mahatma Gandhi is that influence often works under the radar. In fact, what most of us say we desire is to be different. The notion that we are the product of others’ preferences is uncomfortable. Our conscious drive for individuality, together with our unconscious aptitude for social learning, leads us to converge on the same “distinct” choices.
Think Different?
In July 1997 Craig Tanimoto, an art director at TBWA\Chiat\Day advertising agency, had the task of coming up with an ad campaign for personal computers. His client, a hardware company, had a good product, but they were struggling with sales. Although artsy types were purchasing their computers, the crowds were buying IBM ThinkPads. The company needed to reach the masses if they were to survive.2 How could Craig sway people to abandon IBM and buy into his client’s products?
Three other teams at Craig’s agency were also trying to come up with innovative solutions. After a week of brainstorming, they all came together to present their proposals. Rob Siltanen, the creative director of TBWA\Chiat\Day at the time, recalled a conference room covered from floor to ceiling with sketches, photos, and signs.3 Most of the ideas were mundane and uninspiring. But Craig’s proposal stood out. Craig had put together black-and-white images of extraordinary people: one of Thomas Edison, a second of Albert Einstein, a third of Mahatma Gandhi. At the top of each photo he’d inserted the words “Think different” and the rainbowcolored Apple logo. Simple, yet brilliant.
The “Think different” campaign was to become a huge success. It won every award and made Apple’s sales skyrocket. Everyone wanted to think just like Edison or Einstein, and if Macintosh was the answer, so be it. Today, half of all U.S. homes own an Apple product, and, ironically, it was the “Think different” campaign that kick-started the frenzy. What Craig had tapped into was a basic human desire—to be unique, yet trendy. The paradox, of course, is that while we like to see ourselves as different, we are also quick to adopt the views and preferences of those around us; the sort of music we listen to, the type of people we befriend, the technology we use, and the names we give our children are not decisions we make independently.
This tendency is often portrayed as a weakness; our lack of independence may mean that we trade our own goals for those of others, which may not be right for us. It is a legitimate concern, one that I will return to later. But turn the tables around and you will see that social learning can be an incredible opportunity, a tool for positively affecting the people around you simply by modeling a desired behavior. Display the right choices and you will increase the likelihood that others will choose the same. However, make poor ones and others may, too.
If Anyone Orders Merlot—I’m Leaving!
One of the clearest demonstrations of the power of social learning is still the original experiment conducted by Stanford psychologist Albert Bandura in the early 1960s. Bandura invited seventy-two preschoolers from the Stanford nursery school to participate in his study.4 One of the participants was little James. When James arrived at the lab, he was seated at the corner of a playroom with stickers and stamps to occupy him. In the other corner was Harold, a researcher working on Bandura’s team. Harold quietly played with some toys for a few minutes. Then, suddenly, out of nowhere he began to beat an inflated doll that had been placed next to him. “Pow wow!” cried Harold.
James observed the commotion for a while and was then taken to another room filled with toys. He joyfully interacted with the trucks and blocks he found there, only to be told a short while later that he must go back to the first room. Frustrated, James started hitting the inflated doll upon his return. “Pow wow!” cried James.
Another little kid participating in the study was Eddie. Eddie had a similar experience to James’s, with one exception; when Eddie was in the room with Harold, Harold did not act aggressively. As a result, Eddie did not act violently, either. Yes, Eddie was also frustrated by having to leave the truck-filled room behind, but he did not express this frustration with aggression. James and Eddie represent participants in the two experimental groups in Bandura’s study. Those who observed violent behaviors were much more likely to later display the same. Those who did not witness Harold hitting the doll did not do so themselves.
We are all Harolds. We may not be aware of it, but the way we behave is perceived by others and then imitated. This is true in almost every situation, but it is especially true in situations where others are paying close attention—mentees, kids, colleagues, and friends. We provide signals to others on what is normative, what is desirable. If children, for example, constantly observe adults on their phones eating salty chips, it will be extremely difficult to convince them to instead read a book while eating a pear. However, select fruit over chips, and others in your vicinity may do the same.
Take, for instance, an experiment a student of mine, Caroline Charpentier, and I conducted.5 We asked one hundred volunteers to come to our lab at the center of London after fasting all day: no greasy English breakfast, no much-needed cup of coffee, no midday snack. The students arrived famished. At that point, we asked them to rate eighty different food items, from baked beans to apples and wasabi peas. They then made multiple selections from the items, having been told that we would give them their picks at the end of the study. Just before they were about to make their choices, we presented them with what other students, who had participated in the study earlier, had selected. At the end of the study, we asked if they thought they had been influenced by the food choices of the other participants.
This is what one student said: “I was interested and occasionally surprised to see what others chose but my preferences stayed the same!” Another argued, “It was their choice and did not influence me in making my own choices.”
Like most of our participants, these two were completely wrong. Looking at the first participant’s behavior, we found that 20 percent of the time she picked a food item that she’d initially said she did not like at all (such as cherry tomatoes), after learning that others had chosen it (the second student did the same thing 10 percent of the time). That means that for one in five choices she made, she decided to eat something she’d previously said she did not want, because of social learning.* When people perceive others’ choices, the brain automatically encodes added utility to those selected options in regions that are important for signaling value. Our brains operate according to the rule that what is desired by others is likely valuable. Then later, when it is time to make a choice, we retrieve these value signals unconsciously and use them to make a decision.
A wonderful example of this comes from a fictional character who had a tremendous impact on the very real sales of wine.6 In 2004 the world met Miles, a wine connoisseur on a tour of wineries in Santa Barbara County, California. Miles, a heartbroken divorcé played by Paul Giamatti in the movie Sideways, was on a last hurrah with his friend Jack, who was about to be married. The film did wonders for the sales of Santa Barbara wines. Except for one variety: merlot.
“If anyone orders merlot, I’m leaving, I am NOT drinking any f——ing merlot!” With that single line in the movie, Miles inflicted damage on the sales of merlot for over a decade. This effect has yet to be reversed. Miles opted for pinot noir instead, for which sales have since skyrocketed. Simply observing a person making a choice—naming their kid Mason or drinking pinot noir—results in those options seeming more valuable and more likely to be chosen by others. This is true even if the person making the choice is merely the product of another’s imagination.
The Wrong Inference
The concern with social learning is that at times we will be influencing others to make decisions that are not best for them. Take Livia, for example. Livia would have been better off choosing the pastry, which she could chew on, or the stuffed dog, which she could play with. But she did not want the things that fit her needs; she wanted the one item that fit mine—my phone. I worried that she would still be confusing the two in twenty years, when it came time to pick a job or a life partner.
The situation might have been different if Livia and I were living thousands of years ago in the forest with our hunter-gatherer ancestors. Back then, food was scarce and highly valuable to all, and so the needs of one person were more aligned with those of another: nourishment, warmth, shelter. Going after what was deemed valuable by another would often be the optimal strategy. Fast-forward to today and the situation is somewhat different. In our plentiful world of cupcakes and T-bone steaks, the basic needs of most humans in the Western world are met. The items now deemed valuable are not necessarily crucial for survival. In our specialized, customized world, the items I cherish are not necessarily of much use to you.
Following someone else’s choice can be harmless; however, it can also be life-threatening. Here is one such striking example: every year, 10 percent of kidney donations in the United States go unused. It turns out that when a donation is declined by one patient, whether because of the patient’s specific medical condition or their religious beliefs, the next patient on the list is informed that the organ was previously declined but is not told the reason. That patient then assumes that the organ is faulty and passes up a potentially lifesaving operation—as will the next patient, and the next. Replace “kidneys” with “real estate,” “romantic partners,” “financial stocks,” or “professional projects,” and it becomes apparent how often people pass on opportunities that may benefit them due to past choices of other people.7
This is true both offline and online. Consider popular websites—many quantify and display the opinion of other people in a digestible manner. It’s a candy store for the social-learning brain, full of lollipops and marshmallows in the form of ratings and comments. For example, at the time of writing, scrolling down the nation’s one hundred most viewed websites, you’ll find Facebook at number 3, Amazon at number 5, Twitter at number 10, Pinterest at number 15. Going further down the list, you’ll come upon Yelp, TripAdvisor, and Reddit. You’ve probably visited one of these sites today. I have. All these websites help us decide where to vacation, which of our friends we like, which book we should read next, and which physician we should avoid. There are even dating websites in which women rate the man they went out with last night for the benefit of other women. Ratings are the new bible—a guide for living. The question is, how good a guide are they?
Figure 7.1. Others. Be mindful of (over) social learning. Our instinct is to imitate the choices of others, because we assume that others have information we do not. However, other people’s decisions can stem from considerations that are irrelevant to us. We need to be careful when following others’ choices, mindful that they may not be right for us. For example, one out of ten kidney donations go unused in the United States, because after they have been rejected by one patient, other patients are more likely to pass, even when the organ is a good fit for them.
We assume that online ratings are a reflection of the opinions of many independent users and we give them great weight. But there is something we do not take into account. When you rate a restaurant on Yelp, a book on Amazon, or a hotel on TripAdvisor, you are not staring at a blank slate. At the time of the rating, you have already been presented with the existing ratings of that restaurant or book or hotel, and those ratings will affect your own. Sean Taylor, who received his PhD from NYU and now works for Facebook, has studied how existing ratings and comments influence subsequent ratings.8 He found that if you manipulate the ratings so that the first review is glowing, the likelihood of other positive reviews increases by 32 percent and the final rating is enhanced by 25 percent! This means that the difference between a restaurant with an average rating and one with a phenomenal rating can sometimes be attributed to the first person who happened to log on and register their opinion. The ability of one person, one rating, to influence so many others that follow is quite remarkable.
These ratings do matter for people’s life decisions. For example, a few weeks ago I was helping one of my students select courses for the fall semester. I suggested a social psychology course that might help with his research. My student looked up the professor who was teaching the course on www.ratemyprofessors.com. After learning that the professor’s ratings were low, he decided to pass and take an anthropology course instead, since that class would be taught by a lecturer who’d received top scores. My student was making important educational decisions, with potentially long-lasting effects, based on numbers that might not reflect as much as they seem to. He was also ignoring the possibility that while the typical student might not have appreciated the course, the class might have fit his unique interests.
Inside the Brain
A couple of years ago, at the Weizmann Institute of Science in Israel, Micah Edelson, Yadin Dudai, and I decided to investigate what goes on inside the brain when we learn of the opinions and beliefs of others. What exactly changes, physically, in the brain?
Imagine you are a participant in our study. On a Monday morning you arrive at Yadin’s lab, a modern building at the center of a sunny green campus about a twenty-minute drive from Tel Aviv. You take a seat in the waiting room, where you meet Rosie, Danielle, Sue, and Adam. They will be participating in the study with you. Micah, the experimenter, enters the room. He asks everyone to fill out a few forms and then screens a documentary. The movie lasts about forty-five minutes; it depicts the hardships of illegal immigrants in Tel Aviv. It is a little-known fact, but a large number of illegal immigrants arrive in Israel every year to work as caregivers, in construction, and in the restaurant industry. The police had established a special unit to track them down, and the movie details the emotional story of the friction between the police officers and the immigrants.
After the movie is over, you sit down in front of a computer and take a test involving two hundred questions about the movie. What color dress was the woman wearing when she got arrested? (You think it is red.) How many policemen were there at the time? (Probably two.) And so on. Adam, Rosie, and the other participants are also taking the test. Everyone does pretty well. A few days later, you are invited back to the lab. This time your brain will be scanned while you take the test again in an MRI scanner. For this test, however, before you decide on each answer, you are shown the responses of Adam, Rosie, Sue, and Danielle. Unbeknownst to you, in some instances you are being presented with fake answers—and they’re purposely wrong.
Here we go. What color dress was the woman wearing when she got arrested? You think it is red, but Adam, Rosie, Danielle, and Sue all say white. What do you do? Astonishingly, 70 percent of the time, people go along with the wrong answers given by others. Although these participants thought they knew the truth, their confidence was shattered by the group.
That’s not all. At the end of the test, we reveal to our participants that, in fact, some of the answers given by Sue, Danielle, Adam, and Rosie were fake. We then ask the participants to take the test one more time, and to please answer the questions according to their own memories.
This is where things become really interesting. The manipulation was so powerful that half of our volunteers’ memories are changed forever—they now have inaccurate recollections of the movie and are stuck with the wrong answer.9 When asked if they thought they were still being influenced by the fake answers we had shown them before, almost uniformly their response was “No!” What was going on?
The key to the puzzle was a brain region that you may remember from the previous chapters: the amygdala. Most species, from mice to macaques, have an amygdala; it is part of our evolutionarily “old” brain. The amygdala is well known for its role in processing emotions, such as fear.10 But what most people don’t know is that when the function of the amygdala was first reported, it was thought to be related not to emotion but to social processing. In the late 1930s two scientists, Heinrich Klüver and Paul Bucy, reported that monkeys with lesions to the medial temporal lobe (where the amygdala sits) would suddenly engage in inappropriate social behaviors.11 We now know that it is not just monkeys that need an intact amygdala in order to have a normal social life. Humans do, too, because the ability to process emotion is closely intertwined with social skills. It turns out that if you have a large amygdala, you are likely to have more friends, multifaceted social networks, and are probably better at making accurate social judgments about people.12
What we found in our study was that when a volunteer learned of other people’s answers to the test questions, their amygdala was activated. The amygdala then communicated with a nearby region that is essential for creating memories—the hippocampus—and that interaction resulted in changes to how the person remembered the film.13
We found that these socially induced changes to memory could subsequently be corrected by frontal lobe activity.14 When participants in our experiment later discovered that we had provided them with the fake recollections of others, those with highly active frontal lobes were able to recover their original memory of the movie. But this correction did not always work. When your amygdala reacts very strongly to other people’s opinions, it triggers a biological reaction that prevents your frontal lobes from subsequently correcting false beliefs.
When the volunteers in our experiment went along with the false recollections of others, about half the time they truly came to believe that those recollections were correct. They were not simply agreeing to save face or avoid conflict; their memory trace was physically altered. A great advantage of looking at brain activity when people are influenced by others is that we can detect when a change in belief, memory, or preference is likely to be a true modification and when a person just finds it easier to agree with the majority even though deep down they know the truth.
Who Will Jump First?
When your opinions and decisions are observed by others, they will make a difference. Accepting a job offer, rejecting a romantic partner, giving a hotel a top rating, passing on an organ donation—all of these can change others’ perceptions and decisions. However, there is another critical factor that determines whether your choice will influence that of others: the visible consequences of those decisions.
Take the case of the Adélie penguins, described by the economist Christophe Chamley.15 The Adélies are small penguins that live in Antarctica. With their black bodies and large white tummies, they resemble toddling tuxedos. They are often found strolling in large groups toward the edge of the water in search of food. Krill are a favorite. Yet danger awaits in the icy-cold water. There is the leopard seal, for one, which likes to have penguins for an entrée. The penguins’ big white tummies are gurgling, but so is the seal’s. What is an Adélie to do?
The penguins’ solution is to play the waiting game. They wait and wait and wait by the edge of the water until one of them gives up and jumps (or is pushed) in. The moment that occurs, the rest of the penguins stretch their little necks as far as they possibly can. They watch with anticipation to see what happens next. If the pioneer survives, everyone else will follow suit. If it perishes, they’ll turn away. One penguin’s destiny alters the fate of all the others. Their strategy, you could say, is “learn and live.”
We tall two-legged creatures do the same thing. We watch our risk-seeking pal jump and wait to see if they land safely before taking the plunge ourselves. This is true both literally—people will wait until someone else jumps off a diving board or over a gate before doing so themselves—and figuratively—we are more likely to start a company, write a book, divorce, or have a child if we see someone else do the same thing and end up on the right side of the fence. Observation is a good strategy even if we are simply choosing a glass of wine. Watching other people’s reaction as they sip their preferred red is not a bad policy for deciding which bottle to order.
In short, people observe not only your choices but also the consequences you experience as a result of those choices. This is why rewarding people for good behavior and punishing them for bad behavior has widespread consequences—it affects not only the person being praised or critiqued but also everyone else who is watching. To prove this point, Albert Bandura, the psychologist we met earlier, followed up his inflated-doll experiment with a similar study in which Harold either received candy after hitting the doll or was told never to do it again. The children in the study were more likely to punch the inflated doll if they had observed Harold being rewarded and less likely if they saw him being told off.16
How does the human brain learn from the consequences of others’ actions? Do we simply utilize the same neural system we use to learn from our own experiences? Or have we evolved a parallel mechanism to learn from another’s success and failures? From experiments in monkeys, we know that the neurons that respond to our own mistakes and triumphs are not the same ones that responded to another’s. These cells sit next to each other, but they are not one unit.17 The distinction is helpful, as it allows us to differentiate our own mishaps from those of others, yet to learn from both.
There is another difference in how your brain reacts to your own experiences relative to others’. It is one that perhaps reveals an unpleasant side to human nature. Deep in your brain lies the striatum. It is an evolutionarily old part of the brain that is important, among other things, for learning about what can bring us joy and what may bring us harm. Dopaminergic neurons in the striatum tend to do this by enhancing their firing when outcomes are better than expected (this increases the likelihood that you will repeat the action that led to the good outcome) and reducing their firing when outcomes are worse than expected (inhibiting the likelihood that you will repeat the action that led to the bad outcome).18
For instance, imagine you are back in college and your professor asks you a tough question. You are unsure of the answer but manage to mumble some kind of reply. “Well done!” says the professor. “That is the most articulate answer I have heard all semester. You get extra credit!” The neurons in your striatum go crazy. They immediately increase their firing, indicating that the professor’s positive feedback was pleasant and unexpected. On the other hand, if the professor says, “Really, that is pure nonsense—I am so disappointed. I will have to give you a failing grade!,” your striatal neurons will reduce their firing, indicating that the professor’s feedback was unpleasant and unexpected.
Here is the interesting thing though: studies show that if it was not you the professor singled out but your friend Maximus, the neurons in your striatum will show the opposite pattern of response.19 They will enhance their firing if Maximus was told off and reduce their firing if Maximus was praised. Perhaps your brain perceives others as competitors and, therefore, codes their mistakes as rewarding to the self, and their successes as a loss.
The important point, though, is that you are able to learn from Maximus’s experience and he from yours, and that is a great thing. In fact, your mind does more than just encode Maximus’s experience; it often compares Maximus’s behavior to how you imagine you would have reacted. When observing a coworker give a presentation or a friend cook dinner, we frequently engage in ongoing comparison. “Oh, I would not have presented that graph as a pink bar chart” or “That is way too much salt for a fettuccine Alfredo—I wonder what he is thinking.” Many times your “what if” decisions are compatible with the other person’s life decisions. But when their action does not fit the one you expected to take yourself, the incompatibility will cause neurons in your frontal lobe (specifically in a region called the dorsolateral prefrontal cortex) to fire.20 The neurons are saying, “Hey, something here is unexpected, and we all need to take note.” This signal draws extra attention to what is going on: someone made a different decision than you would have, and it is an opportunity to observe whether their decision was a good one.
Theory of Mind
As we have seen, our brains are set up to habitually learn from others. We imitate from the day we are born, we automatically reevaluate items based on others’ choices, our memories change to align with others’, and our neurons code for the mishaps and triumphs of everyone around us. There is one more trick our brains use for this purpose; it is known as theory of mind.21
I am writing these words on February 14, also known as Valentine’s Day. You may adopt the cynical view that “the day was invented by chocolatiers to make an extra buck” or the more romantic notion that “this is an opportunity to remind the person who tolerates me every day how much I love them.” The truth is, if you are in any sort of relationship, you probably know that it does not matter what you think of Valentine’s Day. What matters is what your partner thinks. Yes, you can ask them directly, but they probably want you to figure it out on your own. So what really determines if your valentine is happy is what you think they think of the tradition. Your task is then to put yourself in the pants—or highheeled shoes—of your partner to uncover their expectations. That, in essence, is “theory of mind”—our ability to think about what other people are thinking. We seem to be the only species on earth that can do this; we think constantly about what our client, patient, employee, boss, lover is thinking and adjust our behavior accordingly. While writing these words, for example, I am thinking about what you will be thinking when you read them, so that I can use the words that will make the most sense to you.
Imagine that you are at a cocktail party and a waiter comes by to offer you a shrimp canapé. You are already full, so you refuse politely. Your conversation partner, Lucy, who observes the exchange, will automatically engage in “theory of mind” to try to understand why you refused the canapé. Although she is attempting to uncover your motives, she will automatically use her own state to make inferences about yours. This instinctive strategy can work well, but it can also lead to the wrong conclusion. Because her own stomach is empty, Lucy is less likely to arrive at the true reason for your rejection of the pink amuse-bouche and more likely to assume that you believe the shrimp is bad or that you find it impolite to converse with your mouth full. When the waiter turns to her, she, too, declines with grace.
While the tendency to engage in theory of mind is useful—it helps us relate to one another and predict what people will do next—the human mind is not a perfect inference machine, and inevitably we will, at times, reach the wrong conclusions. The consequences can be greater than just passing on a hors d’oeuvre. Consider economic bubbles such as the one that collapsed the market in 2008. Financial bubbles occur when people trade in high volumes at prices that are unrealistic. There are many reasons why bubbles are generated, but it seems we would not have market bubbles if it weren’t for theory of mind. Imagine that you are a trader playing the market. You sit in front of your computer watching trend lines do the tango, going up and down. You need to decide when to dance and when to retreat. Suddenly the numbers rise and rise, like a soufflé in a hot oven. “What is going on?” you think to yourself. “Why is everyone buying? What do they know that I don’t?”
Neuroscientists Benedetto De Martino, Colin Camerer, and their colleagues at the California Institute of Technology have shown that traders who are most susceptible to bubbles, the ones who are most likely to buy at inflated prices, are also the ones who performed best on theory of mind tasks, such as guessing people’s internal states simply by looking into their eyes.22 In other words, economic decisions that create bubbles are more likely to be taken by people who give their partner the gift they really want for Valentine’s Day. Why? A decision to ride the bubble happens when a trader believes that other people have positive information about the market. The trader thinks about what other people are thinking, and that process leaves him with the conclusion that there must be a valid reason for the rise. So he decides to buy at an inflated price.
* * *
There are two lessons to take away from all of this. First, we need to be careful when using other people’s choices and actions to guide our own. Many times, influence happens under the radar, and all we can hope for is to become more aware—more aware that it is going on, more conscious that our inferences may be wrong, and more careful not to mindlessly trade our own unique tastes for those of another. In cases when we are consciously evaluating the opinions of others, such as looking up ratings on Yelp or Travelocity, we need to know that those ratings may not be as accurate as they seem. In the next chapter, I will consider how we can use others’ opinions in a smarter way.
Second, if there is something we should learn from Mason, Livia, Harold, and the Adélie penguins, it is that one individual can make a difference. In fact, in describing the experiment Micah, Yadin, and I carried out, I failed to mention an important detail. The volunteers in our study would discard their own correct beliefs and adopt the false ones of others as long as everyone in the group, unanimously, supported the wrong answer. Yet if one other person gave the correct answer, the volunteers would stick to their original beliefs. In other words, even in a swarm, one divergent voice can cause others to act independently. You are influenced by others, but do not be fooled—others are also influenced by you. This is why your actions and choices matter not only for your own life but for the behavior of those around you.
____________________
* The science on the relationship between names and life outcomes is mixed. In their wonderful book Freakonomics, Steven D. Levitt and Stephen J. Dubner present data suggesting that a name reflects the parents’ expectations and has no causal effect (direct or indirect) on the baby’s life. Nevertheless, we decided to play it safe and pick what Levitt and Dubner call a “winner” name.
* We also had a control condition that ensured that these odd choices were indeed due to social learning and not to random “noise” in the subjects’ ratings or lack of attention.
Is “Unanimous” as
Reassuring as It Sounds?
(Others, Part II)
How to Find Answers in an Unwise Crowd
“Unanimous” has a reassuring sound to it, don’t you think? If the jury made a “unanimous” decision, we assume it was a straightforward case. And if “unanimous” is not an option, we will take the “majority” over the “minority” any day. A solution preferred by the “majority” instantly sounds better than one preferred by the “minority.” Would you sign up with a physician favored by the majority or one favored by the minority? Exactly.
Marlon James, a celebrated Jamaican-born author, is accustomed to having his work judged unanimously by a group. In 2015, he was presented with the prestigious Man Booker Prize after a unanimous vote. The award committee dubbed his novel A Brief History of Seven Killings an extraordinary piece of work. With that prize, he joined the likes of Salman Rushdie, Ian McEwan, Iris Murdoch, and Kingsley Amis.
A decade earlier, when James submitted his debut novel, John Crow’s Devil, for consideration, editors across the globe were also in complete agreement. They were unanimous in their assessment. There was one difference, though—back then they all agreed that James’s work was not worth publishing. His manuscript was rejected no less than seventy-eight times. Given the eventual success of James’s books, it is safe to say that those editors were wrong.
James recalled going to great lengths to destroy John Crow’s Devil following the gazillion rejections. He took to heart, as one would, the opinion of so many professionals. “I even went on my friends’ computers and erased it,” he says.1 Thankfully, he had a change of heart and rescued his deleted manuscript from cyberspace oblivion by searching his e-mail archives sometime later. His novel found a publishing home with lucky submission number 79.
James’s story is not a rarity by any means. Harry Potter and the Sorcerer’s Stone was rejected by twelve editors at different publishing houses, until finally, a year after it was first submitted for consideration, editor Barry Cunningham, at Bloomsbury Publishing, offered J. K. Rowling a £1,500 advance for her manuscript.2
Where Cunningham differed from the rest is that in making his decision, he received valuable advice from a unique avid reader: Alice Newton. Alice was eight years old at the time and the daughter of Bloomsbury’s chairman, Nigel Newton. Mr. Newton gave Alice the first chapter of the Potter manuscript to read. She was instantly taken by the plot, devouring the pages and requesting more. He recalled her coming down from her room an hour later glowing, saying, “Dad, this is so much better than anything else.”3
With that, Alice sealed J. K. Rowling’s future, famously transforming her from a struggling single mother into a billionaire who went on to share her stories with millions of thankful kids around the globe.
When deciding to publish Harry Potter, Cunningham was likely aware that many editors had already rejected the manuscript. Yet he weighed the opinion of one little girl against those of a dozen experienced editors. As it turned out, he made the right decision. The rest of the editors were left to eat their hats.
The Real Reason for Crowd Wisdom
Cunningham succeeded by disregarding a prevalent notion—namely, that by tallying or averaging the opinions of many, you will make better choices. This notion famously dates back to Plymouth, England, in 1907. On a typical rainy day, crowds were drawn from all over the country to the annual Fat Stock and Poultry Exhibition, where a competition was held to see who could guess the weight of a chubby ox. Eight hundred people participated, writing down their estimates on small pieces of paper. The ox was then slaughtered and weighed. Lo and behold, when the cards were compiled, the median guess turned out to be 1,207 pounds—only 1 percent off from the ox’s actual weight. The Victorian polymath Francis Galton went on to publish these findings in the prestigious journal Nature, concluding that the wisdom of the crowds is greater than originally thought.4 His paper changed the way we make decisions.
A century later, the widely accepted view is that whether selecting a business strategy or a dinner menu, the more brains contributing to a decision, the merrier. The idea that the crowd is wise was popularized in recent years by James Surowiecki’s famous book The Wisdom of Crowds.5 If you read Surowiecki’s book carefully, however, you will notice that below the title’s surface, he cautions his readers that the group is wiser than the individual only under very specific conditions. Nevertheless, his readers, the media, and most of the world were left with the belief that, as a matter of principle, two brains are better than one, and a thousand brains are even better.
The truth, however, is not that simple. The group can be wise, but it can often be foolish. So why was the Plymouth crowd together able to estimate the weight of the ox better than a typical individual alone? As we are about to discover, the answer has very little to do with “wisdom.”
Human Thermometers
The other day, while at work, I received a phone call from my children’s babysitter, Lizbeth. Lizbeth informed me that my daughter, Livia, was not feeling well and she’d determined that Livia had a fever. Lizbeth, being the responsible caregiver she is, had taken my daughter’s temperature not once, but twice, using two different thermometers. The first read 100.8 degrees and the second 100.4. Lizbeth concluded that the true temperature was approximately 100.6 degrees.
Why did Lizbeth bother to take the reading twice, using two devices? She’d correctly recognized that each thermometer can skew the reading one way or the other. No device is perfect—some have slight flaws in their design; others are old and overused. It is unlikely, however, that separate instruments from different manufacturers will have the exact same flaw and produce the same inaccuracies. If you average out the measurements, the errors can cancel each other out, giving a better reading. If I had had fifty thermometers lying around the house, Lizbeth would likely have obtained an even more accurate reading.
Imagine the Plymouth crowd as walking, talking thermometers. Each person takes a “reading” of the ox’s weight, each making a unique error due to their distinct point of view, past experience, eyesight, and so on. Some, like Charlie and Rosa, slightly overestimate the weight of the ox while others, like Julianne and Salma, slightly underestimate it. People’s estimates of the weight of the ox are imprecise. What is critical, though, is that they naturally distribute around the real weight of the ox—they bracket the truth. When that happens, the errors on either side of the truth cancel each other out, and so the average guess of a group of human thermometers is close to the true number.
Figure 8.1. When people’s guesses of the ox’s weight bracketed the truth, the average guess was spot-on.
It’s not magic; nor is it wisdom. It’s math. The problem, however, is that this principle works only under specific circumstances. The first condition that needs to be met is independence—the opinions of the people in the crowd need to be independent of one another. But are they?
Independence in an Interacting World
Every morning when Robert, a senior editor at a top publishing house, arrives at his office, he is greeted by a large pile of manuscripts from hopeful authors. His job is to sort through the stack on his desk and separate the potential Hemingways from the rest. It is a tricky job. Inevitably, at times Robert will enthusiastically assert that he has uncovered a golden egg only to discover after publication that no one is interested in his golden omelettes. Other times, he may pass on a manuscript that ends up being an international best seller. Robert, like everyone else in the publishing business, is intimately familiar with J. K. Rowling’s multiple rejections, and it hangs above him like a dire warning.
Robert does not make his decisions alone; he has a team of seven colleagues who chip in to offer their views. That morning, he finds a potential winner: an intriguing nonfiction proposal on human behavior. He wants to bid on the proposal and needs to decide how much to offer as an advance. The specific amount is crucial. He has to figure out a number that will win him the bid in case other publishing houses make offers yet still allow the book to earn a profit.
He e-mails the book proposal to his team and sets up a meeting so that they can discuss it. He wants to know what everyone thinks—Jill, the junior editor; Sammy, who is in charge of marketing; Tamron, the head of finance; and the rest. Normally, he will walk into a meeting, briefly present the proposal, explain why he believes the book has potential, and elicit everyone’s opinions. Yet something he has read in this particular proposal has made him change his mind. Unlike any other day, today he walks into the staff-filled room and says, “I want you each to take out a piece of paper and write down the amount you would offer for this manuscript.” The members of the team comply, jotting down their answers on their notepads. Only then does Robert ask each member to share their number with everyone else and justify their assessment.
Robert is aware that his team of thermometers will be “wise” only if the assessment made by each of them is independent of the others’. If Robert had gone around the room, letting each member voice their opinion one at a time—a very common strategy—the team members would learn what others were thinking, and that information would bias their judgment. If the first member on Robert’s team were to stand up and hugely endorse the book, the likelihood that the others would do so, too, even if they were not absolutely convinced before, would increase. That would be fine if the first person to give their answer happened to be right, but the strategy can be problematic otherwise. Imagine little Alice Newton sitting in a large boardroom listening to the high-flying editors voice their objections to Rowling’s manuscript. There is a clear consensus: reject Potter! How likely is it that little Alice will say something different? What chance is there that she will stand up for Harry? What is the probability that she will even trust her own instincts? Very low. Even if Alice were an adult on equal terms with the others, research my colleagues and I conducted shows that in the face of apparent consensus, only about 30 percent of individuals will voice a different view.6
True independence, however, is almost impossible to construct. If prior to the staff meeting Jill, Sammy, and Tamron were chatting in the kitchen over coffee and creamy doughnuts, discussing the proposal, Jill’s error in predicting the book’s profit will no longer be independent of Sammy and Tamron’s error. This is because if Sammy mentions that he thinks the book will be a best seller, Tamron, who initially underestimated the book’s sales, will shift her belief toward that of charismatic Sammy. Their errors will now no longer cancel each other out; they no longer bracket the truth.
If you are planning to use crowd magic, you need to ask yourself to what extent the beliefs of the people on your team or social network are independent. If the individuals in your group had an opportunity to interact before expressing their opinions, their independence has been abolished.
Consider Facebook. Let’s say it’s Friday night and you plan to go to the cinema, but you are not sure what to see. You ask your Facebook friends for their advice. Ten people comment, and seven of them suggest The Theory of Everything. Did seven people like The Theory of Everything so much that the movie instantly came to mind when they commented on your post? Maybe. Here is another possibility: one friend recommended the movie on your wall and the others were then biased in that direction. Once a friend or two recommended the film, other friends who did not like the movie as much refrained from saying so, or even avoided recommending a different film so as not to offend the others or stand out as a black sheep.
Unlike thermometers, we are social creatures, and our default setting is to interact. Because society and people are so heavily intertwined, it is often impossible to elicit independent opinions from individuals. However, we can take certain actions to reduce that interdependence. Imagine you need to make a hiring decision and you ask four of your colleagues to interview a candidate. What you should do is ask all of them to send you their evaluations before discussing their assessment with one another, in order to enhance their independence. If you fail to do so, tallying many opinions will not necessarily make you wiser. It will, however, make you more confident. This is because self-assurance intensifies when people make interdependent decisions.7 They think to themselves, “Hey, we all agree that this book will be a big hit, so we must be right.” Maybe they are, or maybe they’re in agreement because of social influence.
The Wise Crowd Within
In a universe parallel to our own, a terrible storm descended on Plymouth on the very day in 1907 of the Fat Stock and Poultry Exhibition. In truly British fashion, the exhibition committee decided to go ahead with the fair nonetheless. They would keep calm and carry on! A tent was put up to guard the animals from the rain and wind, and warm potato soup was prepared, to be offered free to visitors. Alas, despite these remarkable efforts, only one farmer, Jacob Wiseman, braved the storm to attend the fair. No matter, the organizers said, we will let the brave farmer guess the weight of the fat ox all on his own. Without the wisdom of crowds to rely on, what should Wiseman the farmer do?
To solve this problem, I am going to ask you to imagine Mr. Wiseman, the brave farmer, as a digital thermometer, the type you swipe across a child’s forehead to get a reading. And I want you to imagine yourself as my daughter’s dedicated babysitter, Lizbeth. Your task is to accurately measure my daughter’s temperature using Mr. Wiseman. What should you do?
Well, what you should do is take Mr. Wiseman and swipe him across my daughter’s forehead and read the result. Then you should do the same thing again and again, averaging your recordings to get the best measure. This is because Mr. Wiseman will give noisy readings. By “noisy,” I do not mean acoustic cacophony. What I mean is that each reading will reflect the true temperature plus irrelevant factors. For example, maybe my daughter had a warm cup of milk immediately before the first time you took her temperature—making the number go up. Maybe you did not perform a full swipe on your second attempt, which made the number go down. On each reading, factors may skew the results one way or another, producing errors. Averaging multiple readings from one device will, on balance, give you a better guesstimate than just one reading.
The simple rules and statistics that make the group “wise” under the right circumstances also apply to a single mind. Mr. Wiseman needs to elicit the “wise crowd within his mind” to guess the weight of the fat ox. I am not implying that Mr. Wiseman has multiple personalities. But he does have multiple memories, multiple perspectives, and multiple beliefs. There is a lively crowd of eager farmers within him, and by asking himself the same question again and again, he may be able to tap into it.
The notion that we can use the “wise” crowd within a single mind was suggested by psychologists Ed Vul and Harold Pashler.8 Ed and Harold created an online experiment where 428 individuals were asked the following trivia questions (jot down your own guesses on a piece of paper):
1. The area of the United States is what percentage of the area of the Pacific Ocean?
2. What percentage of the world’s population lives in either China, India, or the European Union?
3. What percentage of the world’s airports are in the United States?
4. What percentage of the world’s roads are in India?
5. What percentage of the world’s countries have a higher fertility rate than the United States?
6. What percentage of the world’s telephone lines are in China, the United States, or the European Union?
7. Saudi Arabia consumes what percentage of the oil it produces?
8. What percentage of the world’s countries have a higher life expectancy than the United States does?
Either a few minutes later or three weeks later, the same participants were asked the exact same questions again. If you want to try this out, take a fresh piece of paper and answer the questions a second time. Thereafter, take your first and second guesses and calculate your combined average answer on every question. Ed and Harold found that, on average, people’s mean combined error was smaller than either their first or second error alone.* What’s more, if people waited three weeks and only then answered the questions again, the effect was even more pronounced.
That means that if Robert the editor wants to minimize his mistakes when predicting a book’s success over the course of his career, he is best advised to jot down his offer, sleep on it, and then jot down another figure a day, or even a week, later. The average of the two offers is the one he should use in a bid. Of course, it is often impossible to wait a few weeks or even twenty-four hours before making a decision. Robert may need to make a quick call. In those cases, he may still benefit from making two predictions closely in time and then combining them.
Why does this work? The answer, once again, is based on simple statistics. The reason you should ask yourself the same question a few times (preferably with some days in between), and then average your answers, is that you never use all the information available to you when making a decision. Think about it like this: Robert has a lot of knowledge about the publishing world. He is familiar with the history of best sellers and flops; he can recall the good decisions he made in the past, as well as the bad; he has an understanding of why several of his past expectations did not materialize and why others did; he is aware of his audience, of trends, and of the competition. He will draw on this knowledge to make a decision.
But—and this is a very important but—he will never recall, or draw on, every single piece of information stored away in his brain. Some knowledge will be retrieved, and some will not. The process is partially random, but it can also be influenced by what Robert happened to experience that day. What that means is that the first time Robert considers a problem, some facts will come to mind and be integrated into his decision. The second time he considers a problem, some of the same facts will be used, some will not, and, importantly, some new facts will. Therefore, his second estimate will be slightly different from his first—he will be eliciting a different sample of information. If he combines his predictions together, he will be making a decision based on more data from within.
Ed and Harold found that if you ask yourself the above questions a second time, your combined answer will improve, on average, by 6.5 percent relative to your first guess. If you wait three weeks, you will be likely to do 16.5 percent better. That is a huge improvement. Waiting three weeks means your mind is fresh, you are less likely to remember what you thought a few weeks back, and you are more likely to come up with different reasons for your new guesses.* While your estimates will never be truly independent of each other, decisions made three weeks apart are more independent than those made only a few minutes apart. So should Robert sack his team and vote on his own again and again to make a decision? Well, no. At least for the type of questions Ed and Harold asked, the average of two opinions elicited from the same person was only a third as good as the average of two opinions elicited from two independent people.
A Bias, Snowballing
Wisely, Robert decides to keep his team on the payroll and consult them when making a choice. But once the independent opinions have been gathered, how should he combine them to reach a decision? Contrary to the classic fat ox example, simply counting votes and determining the median or averaging everyone’s opinions will not always be the optimal solution.9 We’ve already witnessed as much in the cases of Harry Potter and Marlon James. The problem is not only that people’s estimates can be interdependent but also that they can be systematically biased.
For example, if the fat ox is standing next to a skinny ox, most people will overestimate how fat the fat ox really is. This is because our brains perceive everything in a relative manner; next to a skinny ox, the fat ox looks even fatter. In this case, people’s errors will not distribute around the true weight of the ox but, rather, will be shifted in one direction. So in circumstances where there is good reason to believe that people are biased, systematically wrong, or interdependent, we should be wary of the so-called wisdom of crowds.*
Instances in which the majority tends to err in the same direction are endless. These include errors in predicting the future: people tend to be overly optimistic—for example, underestimating how long projects will take to complete and how much they will cost.10 They also extend to trivia questions—for instance, when asked to name the capital of Brazil, most people will assume it is Rio de Janeiro, but in fact it is Brasilia. And these errors encompass perceptual illusions, too. The human brain produces many systematic biases. Because most people’s brains are wired in a similar manner, we tend to fail in the same places. Obviously, in such cases, averaging opinions or counting votes will get us nowhere.
Figure 8.2. When a fat ox stands next to a skinny ox, he seems even larger. This biased perception is shared by all, making the average guess of the crowd larger than the true weight of the ox.
In fact, there is a danger that in a group setting biases will expand, snowballing to huge proportions. Let’s take a look at an intriguing example of how this may happen.
The data on the next page link the personality trait “watchfulness” of fifteen CEOs and the CEO’s company’s annual profit in millions of dollars. “Watchfulness” was measured using the Draler International Watchfulness Scale (DIWS); scores can range from –20 to 20.
CEO’s DIWS Score | Annual Profit (in million $) | ||
4 | 6 | ||
5 | 15 | ||
–6 | 26 | ||
7 | 39 | ||
3 | –1 | ||
12 | 134 | ||
15 | 215 | ||
22 | 474 | ||
8 | 54 | ||
6 | 26 | ||
–8 | 54 | ||
12 | 134 | ||
18 | 314 | ||
–3 | –1 | ||
–10 | 90 |
I am going to ask you to use the above data to predict the annual profit of five other companies whose CEOs have the following DIWS scores: 10, 0, 19, –17, –1.
If you are like most people, your numbers will indicate that you assume that the relationship between a CEO’s DIWS score and the company’s annual profit is more positively linear than it really is. When humans infer the relationship between any two variables—be it the relationship between the size of a tomato and its sweetness or between office temperature and the number of colleagues’ interactions—they are biased. They see positive linear relationships even when there are none.11 This means that we are likely to conclude that as one variable increases (let’s say, the size of a tomato), the other will increase in similar proportion (the sweetness of the tomato).
Okay, fine: we tend to see positive relationships even when they do not exist. Here is the interesting part, though: imagine you are an HR consultant and you are advising companies on whom to hire as a CEO. You use the CEO’s “watchfulness” score to predict expected annual profit under each candidate’s leadership and submit your biased predictions to your boss. Your boss sees your predictions, and his mind concludes that if a CEO is high on “watchfulness,” his company is likely to pull in a higher profit. He uses this new rule to make predictions about other companies, which he sends to a group of analysts. Even if there was no relationship at all between a company’s profit and a CEO’s DIWS score, by the time data and knowledge have been transferred between four or more people, the inherent biases will have overcome the true evidence.12
By the way: if you are wondering what makes someone high on “watchfulness,” I have no idea—I made this trait up, and DIWS does not exist.
These types of experiments have been conducted in the lab.13 They clearly show that even if two variables are negatively related to each other (this means that as one variable increases, the other decreases) or are related to each other in a nonlinear fashion (this means that as one variable increases, the other does not increase or decrease in proportion), after enough people convey the relationship to others, a positive relationship is assumed. So you can see how even subtle biases of the mind can snowball, becoming stronger and larger when humans interact.
The product of two phenomena that are integral to the human brain can result in not-so-wise crowds. The first phenomenon is the well-documented tendency of our brains to produce unconscious biases. From cognitive biases to errors in decision-making and forecasts, the human brain has evolved for greatness but has preserved countless biases.
Figure 8.3. Biases snowballing. The leftmost panel in each row is the data that was seen by the first learner. The subsequent columns show the data produced by successive generations of learners, each one trained with the data from the previous learner. Each row represents a single sequence of nine learners. The patterns reveal that learners are biased to perceive positive linear relationships, regardless of the initial data.14
The second is the human inclination for social learning. If by nature we look to others for information and clues about what is true and, like any humans, these individuals we consult carry inherent biases, it is inevitable that falsehoods will sometimes increase when individuals come together, creating expanding bubbles that will eventually burst. Such snowballing biases are by no means confined to large groups, such as financial markets or online networks. False beliefs can also develop and expand among friends and family members (false memories shared by siblings for years), business partners (optimistic expectations go wild when two enthusiasts meet), and cultural groups (the idea that our group is intrinsically superior).
The Equality Heuristic
Our hefty reliance on the opinion of the majority can therefore translate to suboptimal choices, odd beliefs, and missed opportunities. There are numerous examples of ideas that were once accepted by the majority, in a specific time and place, but are now considered false—for example, the idea that women are not fit for higher education and the belief that the world is flat.
Yet our gut often tells us to go with the majority. It is operating off a “heuristic,” a simple, easy, effortless way to make decisions—a mental shortcut. While this heuristic can help us at times, it can also lead us astray. My colleague Bahador Bahrami, who studies group decision-making at University College London, calls this tendency the “equality bias.” What he is referring to is the idea that when making decisions, we often revert to an easy strategy of weighing everyone’s opinion equally, regardless of differences in people’s reliability and expertise. This is true not only in countries where democracy has been the norm for generations, like the United States and Denmark; Bahador and his colleagues tested citizens of China and Iraq, and there, too, he found that people use a rule of thumb when making decisions: they go with the popular vote.
The problem is that, in many instances, people are simply not equal in their skills and knowledge. If you need to make a medical decision, it’s reasonable to put more weight on the opinion of a doctor with a medical degree from Johns Hopkins University than on that of your well-intentioned uncle. Unless, of course, your sympathetic uncle also has a medical degree from a good university, in which case weighing both equally is probably the logical thing to do.
Still, Bahador found that people often ignore information that can help them determine who the expert in the room is. Instead, they prefer to give everyone’s opinion equal weight; it just feels right and does not require much cognitive effort. This tendency comes at a cost: by weighing everyone’s opinion equally, rather than according to expertise, people in Bahador’s experiments made many wrong decisions.15
All of this may sound rather bleak, especially considering how often we are exposed to the opinions of individuals online, most of whom we know nothing about—thus we are unable to tease the identities apart and separate the experts from the rest. That being said, it would be surprising if the access we now have to the opinions of so many people turns out to be utterly useless. The key, I believe, is to use this resource thoughtfully, rather than blindly. In the haystack that is the crowd, is there a way to identify wisdom?
Figure 8.4. Others. Beware of the equality bias—weigh people’s opinions according to their expertise on the topic. Our instinct is to go with the majority vote. The majority, however, can be wrong. Instead of giving everyone’s opinion equal weight, consider information that can help determine who the expert in the room is. It just might be an eight-year-old girl.
The Surprisingly Popular Vote
Take a moment to answer the following questions:
1. What is the capital of Pennsylvania?
2. If it takes five machines five minutes to make five widgets, how long does it take one hundred machines to make one hundred widgets?
3. In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes forty-eight days for the patch to cover the entire lake, how long would it take for the patch to cover half of the lake?
Before reading the answers below, do one more thing: look at the questions again, only now guess how most people would answer them.
The majority say that Philadelphia is the capital of Pennsylvania, that it will take one hundred machines one hundred minutes to make one hundred widgets, and that the patch will cover half the lake in twenty-four days. These are intuitive answers, given by approximately 83 percent of the population. They are wrong.
In fact, Harrisburg is the capital of Pennsylvania, one hundred machines would make one hundred widgets in five minutes (if it takes five machines five minutes to make five widgets, that means one machine can make one widget in five minutes, so one hundred machines could make one hundred widgets in the same amount of time), and it would take the patch forty-seven days to cover half the lake (on day forty-eight the patch will double, therefore covering the whole lake).
Imagine that I had not revealed the answers and you were still trying to figure them out. What would you do? How would you uncover the correct answers? Obviously, relying on the majority vote in this case will not give you the correct answer. For the last two questions, you might want to ask a friend who is a “number person,” maybe someone working in finance or an engineer. That seems sensible. The problem, however, is that even those who use math and statistics for a living often provide wrong answers to these questions. Shane Frederick, a professor at Yale who came up with these questions, went out and asked six hundred finance professionals to take this short quiz. Only 40 percent got a perfect score.16 Even among MIT students—a cohort that includes some of the most technically skilled minds in the world—half gave the wrong answers. I am sure that most of these students could figure out the correct answers if they paused to consider the questions carefully. However, half were fooled by hasty intuition.
John McCoy is one of those MIT students who gave the right answers. Yet to do so, he did not even bother reading the questions. Rather, he used a trick called “the surprising popular vote,” a technique anyone can use to find the truth with the help of the crowd. The method was developed together with his adviser, the behavioral economist Drazen Prelec.17 It works like this:
First, John tallied up everyone’s answers. Let’s take the widget question as an example. For that question, approximately 80 percent of those surveyed said it would take one hundred minutes (wrong answer), and 20 percent said five minutes (right answer). Instead of going with the popular (and wrong) vote, he next tallied up what people predicted others would say. Most people realized that the majority of individuals would think the answer was one hundred minutes for one hundred machines to make one hundred widgets. This is true whether they themselves knew the correct answer or not. So say about 96 percent of individuals predicted that most people would think the answer is one hundred and maybe 4 percent said that most people would think it would take five minutes for one hundred machines to make one hundred widgets. Finally, John looked for the answer that was more popular than people expected. In this case, it was five minutes: 20 percent of individuals said five minutes, but only 4 percent believed that others would say five minutes—this answer was surprisingly more popular than predicted.
John and Drazen showed that this technique works not only for “trick” questions like the above but also for questions in which the majority is right, such as “What is the capital of South Carolina?” They found that the method also works for a range of other problems, such as identifying the best move in chess, providing medical diagnoses and artistic judgments, and even for forecasting political and economic events. All these problems, John and Drazen found, were best solved by the crowd when employing the rule of the surprisingly popular vote.
The technique is aimed at uncovering “inside knowledge.” It does, however, require that at least one soul know the truth (otherwise there will be no correct vote—surprisingly popular or otherwise), but it does not require the crowds to be experts—novices will do. While you might turn to MIT students to help you solve a math problem, you would probably not survey them for their opinions about art, right? Well, when John employed the surprisingly popular vote, he found that MIT students did as well as art gallery owners in determining the market price of a piece of art. On average, the MIT students were off the mark, but the surprisingly popular vote was spot-on.
* * *
When sampling, tallying, and eliciting opinions, we need to remember to pause; we must assess the likelihood that people’s opinions are interdependent and biased, and consider whether they should, in fact, be weighted unequally. In some sense, the crowd does encompass wisdom. But it is not unusual for that wisdom to be held by a minority—by the seventy-ninth editor evaluating Marlon James’s manuscript, by an eight-year-old girl reading Harry Potter, by the 17 percent of the population that thoroughly worked through a tricky math problem. Whenever you are gathering opinions online or offline, and whether you are doing so to make a choice in your personal life, a purchasing decision, or to arrive at a professional verdict—be careful. Your “gut” may direct you toward the majority, but keep in mind that even in our world of ratings and reviews, tallying and averaging many views can lead to suboptimal solutions.
APPENDIX
Answers to Vul and Pashler’s questions:
1. 6.3
2. 44.4
3. 30.3
4. 10.5
5. 58
6. 72.4
7. 18.9
8. 20.3
INSTRUCTIONS
For each of the eight questions, take your first answer and subtract it from the correct answer above. The difference is your error for each question. Square each error (this will get rid of any negative numbers) so that it reflects absolute error and not the direction of the error. Then average all your square errors across the eight questions (this is the averaged square error for your first answers). Then do the exact same thing for your second set of answers (this is the averaged square error for your second answers). Finally, take your first and second answers for each of the eight questions and average those. This is your mean answer for each question. Take all eight mean answers and calculate your average square errors as above. Is this number smaller than the averaged square error for your first answers? Is it also smaller than the averaged square error for your second answers?
____________________
* I provide the answers to the questions in the Appendix at the end of this chapter, as well as instructions on how to calculate the average “combined” error, so that you can try this yourself. Your combined guess will not always be better; sometimes your first guess will be closer to the truth than your combined guess; sometimes your second will be more on the mark. Yet, on average, your mistakes will be smaller when you combine your guesses.
* The authors made sure the participants did not look up the answers in the intermediate time.
* In such cases, the “wise crowd within” principle—that is, considering several guesses from just one source—will not work, either.
Just like us, the first humans were social creatures. They lived together, moved together, and, inevitably, influenced one another. They had yet to evolve language, but they could communicate fear, excitement, and love with facial expressions, touch, and sound. The danger of a nearby predator could be expressed with a sudden scream, signaling others to run away. The joy of human interaction could be expressed with laughter, signaling others to move closer.
Then our ancestors began to talk. When exactly this occurred is a mystery. Unlike written language, verbal language leaves no physical trace. Experts estimate that language first emerged anywhere between 1.75 million years ago,1 around the time our ancestors invented tools, and 50,000 years ago,2 which is about when “modern humans” appeared on Earth. With language, the ability for sharing opinions, beliefs, and desires expanded tremendously. If the earlier estimates are accurate, than perhaps our ancestors debated whether or not to leave Africa and explore the rest of the world. Maybe they, too, were persuaded by a Kennedy-like figure to reach beyond their immediate environment.
And then writing emerged. Written language (rather than just numbers) appeared about 5,200 years ago.3 Once again, the ability to propagate knowledge reached a new level. No longer would you have to directly interact with another human being at a certain time and place to share your ideas. Now you were able to affect those you would never meet—people who would exist after you and those who were miles away. In fact, the greatest source of influence on human beliefs today may be a collection of prose written more than two thousand years ago.
Written language was followed by the ability to print. This technological advance took place around the year 1440 and, as a result, opinions could be transmitted to large masses of people around the globe.4 Print was followed by radio in the beginning of the twentieth century.5 Radio introduced the ability to instantly transmit speech to people far away. Around 1927, radio was followed by television,6 though TV was not available to the masses until the 1950s.7 This development meant that images and expressions, in addition to just voices, could be shared. While many were on the receiving end of these technologies, only a minority had the opportunity to transport their ideas to others.
Then, around 1990, the Internet emerged.8 The World Wide Web meant that sharing, affecting, and influencing became free for all. People could express their opinions to the world using words, images, and sounds.
In the last few thousand years of accelerating technology and rapidly changing environments, one entity did not alter much. That structure was the target of these technologies—the human brain. Evolution is slower than technology, and the principle organization of the brain has not experienced significant change since written language first appeared.9 True, if we look further back and compare ourselves to the very first humans, some important modifications are apparent, particularly within our frontal lobes.10 However, even in comparison to these first humans, our brains are more like theirs than different. Many of the desires, motivations, and fears that shaped their beliefs and actions shape ours today, and the basic biological principles of how one mind affects another remain.
Two Brains and a Wire
If you make a sound, a movement, or type a word, you are generating a signal that can be picked up by other brains. In essence, you are connecting your brain with another’s via sound, sight, and touch. Every word you utter was once an electrical signal in your brain that was eventually transformed into a sound, which could be picked up by receptors in another person’s ear, then converted into electrical signals in that person’s brain and interpreted as a word, a sentence, an idea.11 And so here is an idea, one I am about to transfer to you via written language. Can we connect our brains directly without the need to make a change in the environment first? Could an electrical signal in my brain be converted into an electrical signal in yours, changing your behavior and thoughts, without me needing to first write a word or make a sound? If the answer is yes, this suggests that influence can be stripped down to neuronal firing in one brain altering neural firing in another.
In the last few years, neuroscientists have shown that you can physically connect two brains so that one brain learns directly from the electrical signals generated by the other. Until recently, this sounded like science fiction—a buzzing wire transferring knowledge from one brain to the next—but it is happening now in respectable laboratories at universities around the world.
Before I share these interesting studies with you, I need to make something clear. We are at least as far away from directly transmitting abstract ideas between two brains as we were from landing a man on the moon when John F. Kennedy made his famous speech. However, some scientists believe that we are at the Sputnik stage, making initial strides in that direction. Let’s explore those first steps in transmitting signals directly from one brain to another without the need to speak or gesture.
I will start with the transmission of simple signals between the brains of two mice. Lab mice will work hard to receive rewards, like sugar water or a piece of cheese. If one mouse figures out how to get such rewards, another mouse may learn from it by observation. Could such knowledge also be directly transferred from one mouse brain to another?
Apparently, yes. At a laboratory at Duke University, a mouse—I’ll call him Einstein—was trained to receive water by following a relatively simple rule: when a green light flashed, Einstein had to press the lever to his right; when a red light flashed, he had to press the lever to his left. Einstein was an Ivy League mouse, so he caught on fast. Next, an electrode was inserted into Einstein’s brain so that electrical signals could be recorded. The electrode was then connected to a computer, which was then connected to another mouse’s brain, transmitting signals. I’ll call the second mouse Homer. Homer, too, had to press the right or left lever at the correct moment to receive water, but he, unlike Einstein, could not see the red or green lights. The only information available to Homer was the electrical signals transmitted directly to his brain from Einstein. Homer then had to figure out which lever to press by interpreting those signals.
Figure 9.1. Einstein the mouse influences Homer the mouse by sending signals directly from his brain to Homer’s. As a result, Homer learns from Einstein how to solve a problem to gain more rewards.
It took Homer some time, but after forty-five hours of playing this game (with lots of breaks in between) he had a eureka moment: “Hey, the answer is in my head!” Seven out of ten times, Homer got the answer right and was rewarded with a large sip of cool, refreshing water.12 Just as teachers get a bonus when their students do well, every time Homer got the answer right, Einstein received bonus water, which motivated him to send out an even clearer signal to Homer. To really drive their point home, the Duke scientists showed that transmitting data from Einstein to Homer can be accomplished across continents via the Internet. While Einstein was pressing levers in North Carolina, Homer was receiving electrical signals in Brazil.13
Einstein influenced Homer, and he did it without Homer ever having laid eyes on Einstein, without Homer ever hearing a sound from Einstein’s mouth. It was the bare essentials of communication that caused a reaction—a firing cell in one brain altering the firing of cells in another brain. This, in turn, led to a change in behavior.
Connecting Humans, Physically?
Direct transmission of signals from one mouse brain to another was the first step, but the ultimate goal was to enable direct transmission from one human to another. Adding people to the mix presents problems, not the least of which is permission to open up someone’s skull and insert an electrode. Even if you find a willing volunteer, the institutional ethics review board is unlikely to allow it.
In the summer of 2014, one neurologist decided not to wait for such approval. He boarded a plane to Belize and paid a local neurosurgeon named Joel Cervantes $30,000 to cut open his brain and insert a small device that would allow him to conduct research on himself. His name was Kennedy—Phil Kennedy.14
Fifteen years earlier, Phil Kennedy had performed a similar procedure on the brain of a paralyzed man. The procedure allowed the otherwise locked-in patient to govern a computer cursor with his thoughts alone, so that he could communicate with the outside world. For legal, practical, and funding reasons, Kennedy was unable to perform the procedure again in the United States. Nor was he able to find another patient to volunteer. A stubborn man, Kennedy was unwilling to give up on his goal. And so he found himself on the operating table in Belize in 2014. For a while following the surgery, Kennedy was able to record neural firing from his own living, thinking brain. However, his surgery and recovery were not without complications, and he had to remove the device from his head before he was able to achieve a significant scientific breakthrough.15
As a result of such practical and ethical problems, noninvasive methods, instead of invasive ones, are often utilized to record and transmit signals between human brains. One solution involves electroencephalography (EEG), a relatively simple technique in which multiple electrodes are used to record electrical signals across the scalp rather than through the scalp. These signals can be input to a computer and transmitted to another person or animal. For example, at Harvard University, brain signals were recorded from a human brain and transmitted to a rat’s brain.16 This exercise is actually more valuable than it may sound. One of the ultimate goals of a human-rat interface is to develop little “fighter rats,” whose movements are controlled by human thought, so that they, for instance, can navigate into enemy territories.17 With this goal in mind (no pun intended), the group of researchers at Harvard set out to show that a person’s thoughts could control the movement of a rat’s tail.
They asked a human volunteer to sit in front of a computer and flashed squares and circles on the screen while recording signals from the volunteer’s scalp using an EEG. The signals elicited from your brain when you look at a circle are slightly different from the signals elicited when you look at a square. Those signals were input to a computer and then transmitted to a rat’s brain via ultrasound. The ultrasound triggered neural activity in a particular region of the rat’s brain. Whenever the human saw a circle, this signal would activate neurons in the rat’s brain that made its tail go up, and whenever the human saw a square, the signal would activate other neurons that made its tail go down. There is nothing special about circles and squares; you could use images of unicorns and burgers if you prefer. In fact, just thinking of unicorns and burgers can suffice.
Figure 9.2. Human brain moving rat’s tail.18
The technique is similar in principle to what is known as BCI (brain-computer interface). BCI is a method that has helped patients who, for example, have lost the use of a limb. Take Jan Scheuermann. In 1996, Jan was diagnosed with spinocerebellar ataxia, a genetic neurodegenerative disorder, and soon after lost the ability to move any of her limbs. Unable to walk, feed, or dress herself, Jan was entirely dependent on her caregivers.19 In 2012, her doctor suggested a radical solution that seemed too bizarre to be true: the introduction of a robotic limb that she would control by her thoughts alone.
It sounded a bit futuristic, but Jan gave it a go. The procedure required surgery, during which two quarter-inch-square electrode grids were implanted in her brain. The electrodes recorded the signals from Jan’s neurons when she thought about moving her arm. Those electric currents were then transmitted to a robot and signaled the robot’s arm to move. Merely two weeks following surgery, Jan was able to move her new arm, and shortly after, she was feeding herself.
Jan was an ambitious woman, and so after a few years she decided she wanted to do more, much more. Her new goal was to fly a fighter jet—with her brain. Only three years after the implant, Jan was perfectly controlling an F-35 and a single-engine Cessna in a flight simulator as part of a DARPA (Defense Advanced Research Projects Agency) project. In the words of DARPA director Arati Prabhakar, “We can now see the future where we can free the brain from the limitations of the human body.”20
If we can move a robotic arm with our thoughts, can we move another person’s hand with our minds, too? Indeed, after mouseto-mouse transmission, human-to-rat transmission, and human-tomachine transmission came a demonstration of human-to-human transmission. Here, again, EEG was used to record signals from a volunteer—this time, while the volunteer thought about moving his hand. This signal was then transferred to a computer and transmitted across the Internet. Once it arrived at its destination, it was converted into a magnetic signal (see figure 9.3). Small magnetic pulses were then transmitted to a second person through his scalp with a machine called TMS (transcranial magnetic stimulation). These magnetic pulses triggered a neural reaction, and voilà—the person’s finger instantaneously moved, without the person consciously desiring it.21
What we can learn from Einstein teaching Homer which button to press via wires connecting their brains, and from a man moving another’s finger with his thoughts, is that changing behavior is about altering the pattern of neural firing inside a person’s brain. But if we find a way to influence brain activity directly, are we inherently changing the mind? And will we one day be able to alter opinions and beliefs by connecting brains?
Figure 9.3. The person on the left is using his thoughts to move the other person’s finger (Credit: The University of Washington).22
Your Mind in My Body?
Emotions were running high at the London School of Economics on a Monday night. Blood was rushing to the faces of the speakers on the stage; audience members were raising their voices; and less than polite expressions were uttered by all. If I asked you, you would probably guess that the topic of discussion at the full-capacity auditorium was the state of unemployment, or inequality, or the upcoming elections. You would be wrong. The question working up hundreds of people was “What can the brain tell us about the mind?”
Next to me on the panel sat an emeritus Oxford professor of philosophy. He had spent the previous twenty minutes using the word “nonsense” to describe the work of the greatest neuroscientists of our time, including two Nobel Prize laureates. When it was my turn to talk, I said something like “I am interested in how the brain computes the value of the options in front of us.” That seemed like a noncontroversial statement to me. I was very much mistaken. The philosophy professor jumped out of his seat and pointed his finger in my direction. “But it is not your brain that is computing the options! It is you who is computing the options.” “But I am my brain,” I replied. “No, you are not,” he insisted. “You are your arms and your legs—all of it is you.”
That is true: I am my arms, my legs, my lungs, my heart, and my brain. It is also true that if you affect any of my other organs, you will consequently be affecting my brain. Punch me in the arm and my brain will signal the pain; put ice on my leg and my brain will create the feeling of cold; insert a knife into my heart and my brain will eventually stop functioning altogether. The reverse also holds: alter the function of my brain and you can change the function of my body parts—the brain controls all of them.
Yet if you chop off my legs, I will still, essentially, be me. If you transplant the professor emeritus’s heart into my body, I will still, very much, be me. With his heart in my body, I would still have a strong preference for crumpets with cream cheese and smoked salmon, a love for running, and a passion for understanding human behavior. If, however, you transplanted the philosopher’s brain into my body, I would find myself wearing a plaid jacket and speaking in a posh English accent. I would not be able to recognize my children and would have very different ideas of what makes me essentially me.
Brain tumors, head injuries, and chemical substances that find their way into your brain can dramatically change who you are. Physical injuries to your brain can completely alter your thoughts, feelings, memories, and personality. For example, surgically remove your hippocampi and you will be unable to create new memories of your life,23 or insert a large metal rod through your frontal lobes and you will become implosive and antisocial.24 Your brain creates your mind, and so changing your brain will change your mind.
Maybe one day we will affect each other’s actions and thoughts by directly altering neural activity in each other’s brains. Just as neurons in my brain affect other neurons in my brain—altering my memories, values, and actions—they could directly alter the firing of neurons in your brain—changing your memories, values, and actions. Thoughts, like the idea of conquering the moon or giving introverts a voice, are, in essence, electrical-chemical signals in our brains. These signals can be recorded, they can be transmitted, and they can be interpreted, and so it may in principle be possible to affect each other’s thoughts in this way. Of course, for that to happen, we’ll need a much more precise understanding of the complex circuitry of neurons in the human brain and how their function maps onto thoughts and behavior. This understanding, if possible, is far in the future.
* * *
While you may not yet be altering another person’s brain activity directly, you are nonetheless altering it. You are simply using language, expressions, and actions to do so. A deeper understanding of how the mind and brain function can therefore help us in creating impact and avoiding systematic errors when trying to change others. Many of our instincts about influence—from insisting the other is wrong to attempting to exert control—are ineffective because they are incompatible with how the mind and brain operate.
An attempt to change will be successful if it is well matched with the core elements that govern the working of our brains. The aim of this book was to map out these factors—priors, emotion, incentives, agency, curiosity, state, and other people—and how they affect us. Biological principles, behavioral rules, and psychological theories can be hard to remember. But stories, plots, and characters stick in your mind; they provide a vivid emotional tale that you can make sense of and retrieve easily. The next time you encounter a sign saying, “Employees must wash their hands,” remember that immediate rewards work better than threats for motivating people to act. The next time you water your plants, remember that offering control is a stronger tool for influence than giving orders. The next time you listen to a preflight safety briefing, recall the power of reframing a message to highlight the possibility of progress, rather than doom, for getting people to pay attention. My hope is that the characters in this book and the stories they tell will live happily at the back of your mind, raising their heads every so often when the time is right.
The Machinery of the Mind Displayed are sagittal slices of the brain. This is what the inside of our brain looks like if we were to cut through the brain from the top of our head down to our neck. The left slice is a cut close to the middle of our head, and the right slice is a cut about halfway from the middle of the head and the side of the head. Highlighted are some of the key regions that form the neural networks discussed in the book. (Figure courtesy of Caroline Charpentier)
The human brain consists of interconnected regions, which together produce actions, thoughts, and beliefs. Affecting one node in a system of connected regions will alter other nodes, changing what people do and what they believe in. These are some of the key regions discussed in the book:
Ventral tegmental area/substantia nigra (VTA/SN): These structures in the midbrain house dopaminergic neurons, which signal expectations of rewards. The neurons activate more when we receive an unexpected reward and fire less when a reward is unexpectedly denied. Neurons here project to parts of the striatum (among other regions), a structure deep in the brain.
Nucleus accumbens: The nucleus accumbens is part of the striatum and receives signals from dopaminergic neurons in the VTA/SN (among other regions). The region is sometimes referred to as the reward center of the brain, as it is critical for signaling the anticipation of rewards.
Amygdala: The amygdala is important for processing and signaling emotion and arousal. It has connections with a vast number of other regions, and that allows emotion to modulate many functions, such as memory, perception, and attention.
Hippocampus: The hippocampus, in the medial temporal lobe, is important for memory. It sits right next to the amygdala, which allows emotion to significantly alter our recollections.
Frontal cortex: Regions in the frontal cortex are important for higher cognitive functions such as planning and thinking. Parts of the frontal cortex also play an important role in regulating our emotions by altering the activity in the amygdala.
Motor cortex: The motor cortex is important for inducing action. It also receives signals that originate in the VTA/SN and signals from the striatum.
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In many ways the idea of The Influential Mind originated from readers of my previous book, The Optimism Bias: A Tour of the Irrationally Positive Brain. I often received e-mails from readers who wanted to know how my research informed the way they should communicate with others: their children, spouses, employees, and clients. What were the implications for education, politics, business, and social media, people asked. These questions resonated with me. At the time I was building a research group of my own and starting a new family, so the question of how my behavior was influencing others—members of my team and my family—was constantly on my mind. I have been studying the human brain for many years in the lab, so I began looking at the data I had acquired, and that of my colleagues, for insight.
For the evidence presented in this book I owe a huge thankyou to my students at the Affective Brain Lab, who tirelessly run experiments to better understand human behavior. The studies presented in this book are the work of Neil Garrett, Caroline Charpentier, Christina Moutsiana, Filip Gesiarz, Sebastian Bobadilla-Suarez, Ana Maria Gonzalez, Stephanie Lazzaro, Raphael Koster, and Andreas Kappes. My curiosity in many of the ideas described in this book was triggered by my brilliant collaborators. In particular, Micah Edelson, Jan-Emmanuel De Neve, Marc Guitart-Masip, Michael Norton, Benedetto De Martino, Yadin Dudai, Ray Dolan, Ethan Bromberg-Martin, Bahador Baharami, Drazen Prelec, and Cass Sunstein. Micah, Benedetto, Jan, Marc, Andreas, Stephanie, and Cass kindly read early versions of this book and provided insightful comments. My many conversations with Cass helped structure the book into its current form, for which I am grateful. My friends Tamara Shiner and Amir Doron read and commented on drafts of the book. Amir also pointed me to many of the stories you can find within these pages.
My exceptional agents—Heather Schroder (Compass Talent) and Sophie Lambert (Conville and Walsh)—went above and beyond to ensure my research would reach others. This was made possible by my editors—Serena Jones (Henry Holt) and Tim Whiting (Little, Brown)—who, with experience, talent, and patience, went through early versions of this book until The Influential Mind was formed. The illustrations in the book are the brilliant work of Lisa Brennan. The final product was shaped by them all.
I first pitched the idea of the book to Tim Whiting two weeks after my daughter, Livia, was born. During the next three years of writing this book I had the privilege of witnessing her, and her brother Leo, who joined us soon after, grow into talking, thinking, human beings. My interactions with them influenced my thinking and are interleaved in this book. I am hugely grateful for their presence and love in my life. I owe a great deal to all the others who love and care for them, influencing their characters in positive ways. In particular, my parents and in-laws who play, sing, and read, and provide wonderful role models. My extraordinary husband, Josh McDermott, was present every step of the way providing love, support, and advice. I could always rely on him for motivating pep talks whenever obstacles or doubts raised their head. This book is dedicated to him.
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