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À prendre le terme dans la rigueur de l'acception, il n'a jamais existé de véritable démocratie, & il n'en existera jamais. 




In the strict sense of the term, a genuine Democracy never has existed, and never will exist. 
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INTRODUCTION 




The Source of My Idea 




ONCE I GOT THE CALL FROM CAMPUS POLICE, I knew I needed to write this book. 

It was spring semester 2015, and I’d recently given a brief talk to a student group at my university. Natalie Schulhof, a reporter for the student newspaper, Fourth Estate, had come to the event and reported on my talk, entitled “10% Less Democracy.” That was the first time I’d spoken at any length about this book’s central idea: that in most of the rich countries, we’ve taken democracy, mass voter involvement in government, at least a little too far. We’d likely be better off if we kept the voters and even the elected officials a little further away from the levers of power. Let the government insiders run more of the show. After all, the insiders don’t have to be perfect for 10% less democracy to be an improvement; they just have to be better than the voters.¹ 

About a week after my talk, Schulhof’s piece came out, quite thorough and extremely accurate, complete with a photo of me standing before the small student audience. From the article: “Garett Jones, associate economics professor at George Mason University, says that there should be less democracy in the United States. . . . Less democracy would lead to better governance.” 

But in our new age of social media, that article, accurate down to the last detail, wasn’t the article that became widely shared online. Instead, the subsequent firestorm was fed by ideology-driven websites, with authors posting articles loosely based on Fourth Estate’s original piece but filling in the blanks of the short, accurate article with their own vitriol and blue-sky speculation. My personal favorite—precisely because it was so over the top—was penned by journalist and musician Ben Norton, who after decrying my lightly sketched proposals, concluded that “Jones is in many ways metonymic of the entire capitalist system he so faithfully admires. What makes Jones different from his economic ecclesiastical brethren is simply the fact that he has the chutzpah to openly say what so many other bourgeois economists are thinking deep-down.”² 

I’m quite happy to be told that I have chutzpah, and I’m also glad to be a metonymy—a symbolic stand-in—for much of anything! Alas, it appears my proposals weren’t sufficiently offensive for Norton, since he had to invent a few of his own, and to then “wonder . . . if the neoliberal economist secretly thinks” a variety of revolting ideas that I vehemently oppose and won’t deign to reprint here. 

In the days after these ideology-driven websites wrote about my talk, I discovered a torrent of hate polluting both my email inbox and my Twitter account. I welcome disagreement with my ideas, and passionate disagreement is part of a healthy public debate, but for a brief period, I had my sole experience (so far!) as an object of profanity-laced Internet rage. It culminated in the call from campus police—and in my dozen years at George Mason, that was the first and still the only time I’ve received such a call. An officer left a voice-mail message, and I called back at my first opportunity. She said someone had left an angry voice mail criticizing me on a general campus phone number, and the officer noted with great discretion that the voice mail contained at least one profane expression. Was there anyone who might be upset with me lately? the officer asked. 

I had an idea. And that idea became this book. So to the unknown person who left that voice mail, I offer my heartfelt gratitude. I dedicate this book to you. 




A View from the Senate 




Starting in summer 2002, I had the opportunity to spend a year as an economic policy adviser and legislative assistant to Senator Orrin Hatch of Utah. I’ve never had a better boss. You hear stories on Capitol Hill about senators who torment their staff, yelling, throwing tantrums, spreading their low-grade anger around the entire office, but Senator Hatch was overwhelmingly cheerful, even-keeled, and kind to those around him. He has elements of folksy charm, but far more than that, he has a now-rare quality of gentility. He especially loved the late senator Ted Kennedy. Whenever the two met—and they frequently did, sometimes just outside my office—they usually shared a big bear hug, no mere political shoulder-to-shoulder touch but the real thing.³ 

I learned a lot about real-world politics that year, even though I was by Capitol Hill standards not at all a powerful or influential staffer. I watched and learned, and in particular I listened. I’ve had two other shorter stints on the Hill. In 2004 I spent part of a summer working for the Senate side of the Joint Economic Committee, and earlier, in 1995, I spent six months as an intern to Senator Hatch during the first months of the Gingrich revolution. I’ve seen a lot on the Hill—enough stories to last a lifetime. 

But here’s the most important thing I learned: senators change their behavior dramatically when an election draws near. U.S. senators have six-year terms, and senators are broken into three classes, with one-third of them up for reelection every two years. Staff on the Senate side of Capitol Hill keep an eye on which senators are “in cycle”—less than two years out from an election. I recall a passing comment of a Senate staffer about a now-retired senator, relatively powerful, from the Midwest. I paraphrase my sixteen-year-old memory: “Oh, he’s been voting to please the party the last four years, but now that he’s in cycle he’ll be heading right back toward the center.” 

Yes, it’s obvious that senators behave differently when an election is around the corner, but if voters were easily duped, mere puppets manipulated by TV ads and a few handshakes, then a looming election would change the senator only superficially. More flights to the home state, more interviews with local TV, more ads with a waving flag and the senator’s smiling family: those would be the sole signs that an election was coming. Superficial changes, not changes in substance. 

But in the Senate we saw more than that, we saw senators voting differently, drafting different types of bills, wondering and worrying more about how actions in DC would go over back home. Senators act as if voters care about the recent past, with the emphasis on recent. 

The lessons I drew from learning the value of long terms? 

1. If you’re hoping for politicians to be brave, don’t hope for much in an election year. 

2. If you’d like your politicians to be braver, have fewer election years. 




The Euphemism 




I was trained in monetary economics, and my early research was all about the different ways that the Federal Reserve, America’s central bank, influences the U.S. economy. Much of this research focuses on how shifts in monetary policy—looser or tighter money, selling or buying U.S. government bonds—influence interest rates, business hiring, and total economic activity. Monetary economics is often the study of how certain government actions today shape the private sector in the future. But monetary economists have gone further and asked which kinds of government rules and which kinds of government bureaucracies are likely to cause better government actions. It’s not just, “What’s the right choice?” but also, “Who makes the better choices?” 

Economists care so much about good outcomes that we often search further up the chain of causation. It’s the same approach that medical doctors take when looking for ways to make people healthier. They start by looking for ways to cure disease, then for ways to prevent disease, and may end their quest by searching for the best public health programs to encourage vaccinations or to create safer tap water. The search for deep causes, root causes, may take us in unexpected directions. 

Governments across rich countries have had widely differing rules about how to run monetary policy: gold standards, pegged exchange rates, vague promises of “price stability,” and many others. And they have different kinds of bureaucracies implementing those policies. Some are about as detached from democracy as an appointed judge, while others work directly for the nation’s prime minister and can be fired at any moment. Once monetary economists started looking into what kinds of government rules and government bureaucracies predicted economic success and which predicted economic tragedy, they found a repeated pattern: the more “independent” the nation’s central bank was from the political process, the better things typically turned out. Note the quotation marks: the area of research is known as the “central bank independence” literature, but that’s a euphemism. Good central banks tend to be independent, but independent from what? Mostly from voters. 

The lessons I drew from learning about the value of central bank independence? 

1. If you want good government policies, you’ll often want them determined and enforced by anonymous bureaucrats, far from the reach of the voters. 

2. If you want policy determined and enforced by anonymous bureaucrats—like judges, central bankers, or trade commissioners—don’t say you want oligarchic, undemocratic bureaucrats in charge. Just say you want “independent” bureaucrats. It goes over much better. 




Enhancing the Hive Mind 




I spent about a decade researching the many ways in which smarter neighbors can improve our lives. My first book, Hive Mind: How Your Nation’s IQ Matters So Much More Than Your Own, brings together that line of research. Through the process, I learned about the workings of the human brain, the value of intelligence tests, the merits and joys of listening to psychologists. 10% Less Democracy has nothing to do with any of that, at least not directly. But one relevant lesson I did learn from that experience was that voter skill matters for the wealth of nations—that the clichés are true and that informed voters are an extremely important ingredient in the recipe for good government. Indeed, informed voters are so important that many thinkers—including economist Dambisa Moyo of Barclays and other corporate boards and philosopher Jason Brennan of Georgetown—have been searching for ways to give the most-informed voters greater weight in modern democracies. The push for “one person, one vote,” come what may, has had both benefits and costs, and in the twenty-first century we have enough data to make it clear that the costs are pretty high. The costs of giving equal weight to the informed and uninformed alike are high enough that it’s worthwhile to look for creative ways to tilt the scales just a little bit toward the informed. 

This may be this book’s most controversial claim, and if you conclude that the benefits of giving informed voters a little more weight are vastly outweighed by the costs, then I wholeheartedly encourage you to reject the proposals I offer. But I hope you’ll take the time to first look at the evidence. You may decide that even if giving more weight to informed voters is a bad idea for your country, it might be a reasonable choice for the country next door. 

The lessons I drew from thinking about the value of informed voters? 

1. Rich democracies already de facto give more weight to the informed. Indeed, it’s well known that the educated vote at higher rates. The core question is whether it would be wise to dial up this extra influence just a little. 

2. If we want people to think carefully about the topic of voting reform, it’s usually best to suggest that they try thinking about the question in the abstract—or about whether that reform might be a good idea in some other country. A little detachment goes a long way to spur objectivity. 




Making the Case for 10% Better Governance 




Economists have a reputation for assuming away the hard problems of social science—assuming that people are perfectly rational or that the government data we have in front of us are accurate enough to be useful. We tease each other about this. There’s an old joke that economists tell to make the point: 




Three professors—a physicist, a chemist, and an economist—get stuck on a desert island, and just as things are looking desperate, a crate of canned goods washes up on the beach. Pinto beans, spinach, chicken, potatoes—all that and so much more. But they don’t have an easy way to open the cans. So the three professors all offer their plans for opening the cans. 

First, the physicist: 

“If we climb the palm tree and drop the cans from a sufficient height to land on this particular rock, the cans will burst open, and we’ll be able to eat.” 

Second, the chemist: 

“Obviously, exploding cans aren’t the way to go. Instead, I believe we can make an acidic paste from a mixture of dried palm leaves, ground-up shells, and sea salt. Pour the mixture over the lids, set in the sun, and over the course of a few days, the mixture will burn through the cans and we’ll be able to eat. 

Finally, the economist: 

“Assume the existence of a can opener.” 




When life gives you lemons, economists have a reputation for assuming the existence of enough sugar and water to make lemonade. Sometimes that’s a fair critique of my field. However, I think it’s also a fair critique of other fields of inquiry as well, and the reason we economists get called on our absurd assumptions more often is mostly because we make our absurd assumptions easier to see. In economics, the math we use has a pleasant side effect: frequently—and I’d say usually—it makes it more difficult to hide bad reasoning. If you’re trying to obfuscate, let me suggest that when talking to intelligent, well-informed audiences, verbal jargon works much better than equations. 

But I don’t want to obfuscate, and I don’t want to assume my answer; that means that when I’m suggesting political reforms, they should be reforms that work in the real world, and I shouldn’t be “assuming the can opener” of replacing democracy with enlightened dispassionate technicians. So I won’t assume the can opener of meritocracy, of replacing control by voters with control by the perfectly wise. Instead, I assume that political reforms of the future will work a lot like political reforms of the past, warts and all. In the jargon of statistics I’ll be staying “within the normal range of variation,” staying in the real world. 

Life is often about trade-offs, choosing one imperfect bundle of options rather than another. My job in the next ten chapters is to persuade you that if your nation enacts some of the political reforms I suggest, democracy-reducing reforms that take control of the state a little further away from the average citizen, your nation’s bundle of joys and sorrows after the reforms will be better, all things considered, than the bundle of joys and sorrows your nation would’ve experienced otherwise. Whether I persuade you of the value of each reform, I think you’ll be surprised by the joys you discover along the way—the joys of embracing, if only for a moment, if only in the privacy of your mind—the wisdom of slightly less democracy. 



1 




The Big Benefits of a Small Dose of Democracy 




HERE’S ONE GREAT THING ABOUT DEMOCRACY: democracies don’t let their citizens die in famines. Every country in the twentieth century that you can think of that experienced massive, rapid increases in death from hunger and starvation was something other than a functioning democracy. Maybe it was a dictatorship, or quite likely it was colonized by some other country—and in a few cases, it may have had a democratic government on paper, but it lacked a capable government, one up to the task of providing rapid services for its citizens. But for more than a century, widespread, rapid death from hunger has never happened in a country with a functioning government where the citizens had the right to choose their government’s leaders. 

It was the Nobel-winning economist Amartya Sen who made this bold claim, most famously and quite sweepingly in his excellent 1999 book, Development as Freedom: “No famine has ever taken place in the history of the world in a functioning democracy.”¹ Other researchers have tried to beat up on Sen’s finding, but they have failed. Of course, one wonders whether this is just a correlation, a repeated pattern that might be caused by some other factor like prosperity or low corruption. Here’s one test, one that Sen himself used: compare what happens in a nation just before versus just after that nation becomes a democracy. India’s last famine—the Bengal famine—occurred in 1943. India became an independent nation in 1947. After the end of British rule that year, India was still poor and its government was riddled with corruption. But Indians never again experienced widespread death from famine. Holding the country constant and changing the type of government from a colonial outpost to a new democracy was, it appears, all it took to save lives. 

That’s a strong argument for democracy, and it’s one that I believe in. It has a twin argument, also based on over a century of real evidence: democracies don’t engage in widespread slaughter of their own voting citizens. Government-led massacres are exceptionally rare within democracies. Economist William Easterly of New York University oversaw the creation of a new database on this topic with data from around the world, spanning 1820 to 1998. A key finding was that “in general, high democracy appears to be the single most important factor in avoiding large magnitudes of mass killings, as the highest quartile of the sample in democracy accounts for only 0.1% percent of all the killings.”² Since this book is entitled 10% Less Democracy and is targeted at nations that are already near the very highest levels of democracy, even embracing all of the reforms I suggest will keep these nations in the top quartile—the top 25 percent—and will keep them away from the risk of widespread mass killings. 

Of course, as with the no-famines claim, there are caveats and provisos in the underlying research. In the case of famines, here’s one recurring question: How many deaths from hunger in how short a time does it take to count as a famine? But the overall message is strong: democracies substantially reduce the risk of widespread, short-run death of a nation’s citizens and overwhelmingly reduce the risk of government-backed massacres compared to other forms of real-world government. 

So some level of democracy is a genuine lifesaver, but how much democracy do we need to get those lifesaving benefits? Not that much. Easterly showed that a country only needs to have a level of democracy in the global top 25% to eliminate 99.9% of deaths from government massacres. Sen himself concludes that to avoid famines, all you need is a government where the elections are genuinely competitive—the political parties are genuinely allowed to argue their case in public and the vote counting is reasonably fair—and where the press is reasonably free—one that is free enough, for example, to report whether people are going hungry somewhere in the country. Competitive elections and a free press: that’s enough to prevent famines in Sen’s view. And throughout the rest of this book, no reform I suggest will tamper with those minimum requirements. So while I’ll suggest quite a few ways to reduce the power of voters in the course of this book—longer term lengths for politicians, giving government bondholders a formal role in running the country, or handing more power over to independent government agencies, for instance—none of those reforms will tamper with competitive elections or a free press. 




Democracy as a Luxury Good 




You might suspect that one strong argument for democracy is that democracies tend to be richer than nondemocracies. And as a raw correlation, a pattern in the data, that’s certainly true. But as with Sen’s famine-avoiding case for democracy, we need to check out other possible explanations for this pattern. Is it the democracy that causes the prosperity? Does giving citizens a voice in government encourage the government to enlarge the pie faster? Or perhaps it’s that prosperity creates conditions that turn autocracies and monarchies into democracies. That last theory is known as the Lipset hypothesis, after the great sociologist Seymour Martin Lipset. He argued in 1959 that as nations get richer, they tend to have larger middle classes, and these middle classes more or less naturally tend to become politically organized and start to pressure the government to listen to their demands. As he summarized his view, “The more well-to-do a nation, the greater the chances that it will sustain democracy.”³ An economist might summarize Lipset’s story by saying that perhaps democracy is a luxury good, and as the average person in a nation gets richer, she is more likely to buy this luxury good. 

Let’s take some time to look at how social scientists have tested theories of the relationship between democracy and economic performance. For instance, consider whether economies tend to grow faster or slower within a few years of becoming a democracy. Is there pro-democracy evidence as clear as Sen’s on famines? No. Overall, countries that make a transition to democracy don’t grow any faster (or slower) compared to beforehand. So that kind of clear test isn’t helping the case that democracy is causing prosperity. 

That isn’t the only kind of test one can run. One can also compare countries that start off similar along a variety of measures—countries that are, for instance, just as far from the equator, and just as rich, and that start with similar education levels—and then check to see if within that group, the nations that are more democratic tend to grow faster over the next few decades. In effect, this is what the statistical method known as multivariate regression can do for us. There are endless statistical tests checking to see if democracies grow faster than otherwise similar nondemocracies, and this academic literature gives a clear answer: there is no clear answer. There is no professional consensus at all on whether higher levels of democracy cause higher growth, cause slower growth, or cause nothing much at all. Government professor John Gerring of the University of Texas at Austin and coauthors reviewed both the before-and-after evidence and the multivariate, cross-country evidence as it stood in 2005: “The net effect of democracy on growth performance cross-nationally over the last five decades is negative or null.”⁴ 

That means that it’s possible that democracy is actually bad for the economy—truly a luxury good—or it might be a wash, but Gerring’s read of the evidence is that it’s hard to argue that democracy is genuinely good for economic performance. Here, the big correlation between democracy and prosperity isn’t a sign of causation. But do case studies—anecdote-driven reviews of historical patterns—tell a more optimistic story about democracy causing growth? No: “For the most part, case study approaches to this question confirm the results of cross-national growth empirics.”⁵ 

One widely discussed paper coauthored by famed MIT economist Daron Acemoglu is provocatively entitled “Democracy Does Cause Growth,” so you can guess the main finding.⁶ Like many other papers, it draws on cross-country evidence and analyzes the evidence statistically rather than anecdotally, but its measure of democracy is exceptionally crude: It’s a simple zero-one indicator. In the Acemoglu view, either you’re a democracy or you’re not, with no gray area in between. But what I’m contending over the next nine chapters is that it’s the degree of democracy that matters. This is a book about the gray area. 




Voting for Dog Catcher 




The most famous ancient democracy, that of Athens, set a high bar for citizen involvement. Democracy there meant that every free male citizen of Athens could vote, in person, on every piece of legislation the government considered. Every major job in government was elective as well—that is, if it wasn’t filled through random selection, like modern jury duty. So both personnel and policy were debated publicly and voted on publicly. The Athenians would surely never have considered our modern “democracies” to be anything of the sort. We vote for representatives who then go on to make key government decisions for years before having to check back in with the voters. The Athenian citizens, by contrast, voted not only to recall key military leaders right in the middle of their war with Sparta but also to fire them. That’s how Thucydides, one of the dismissed Athenian generals, wound up with enough time on his hands to write his famed History of the Peloponnesian War. The modern equivalent of Athenian democracy would be voting on legislation with our smartphones: voting amendment by amendment on each piece of legislation, and voting on potential government appointments after watching Facebook Live hearings where the nominees get grilled by citizens submitting interview questions from across the nation. We could all vote on interest rate changes while we’re at it. Thanks to technology, 100% democracy is nearly possible. 

However, outside of the classic New England town meeting, nobody today expects democracy to mean citizens voting on every government decision. No international democracy index declares a nation “less democratic” just because the dog catcher is appointed by the mayor rather than elected by the citizens. Instead, it’s widely taken for granted, in theory and practice, that “democracy” refers not just to direct democracy—with voter referenda on legislation and elections for every government job—but also to indirect democracy—with voters choosing between competing candidates or competing political parties, who in turn will go off and run the actual government for a few years before returning to check back in with the voters. 

But once we recognize that fact—that “democracy” can refer to more than one type of widespread citizen involvement in governing—that opens the door to asking what kind of democracy works best for people. And note that nowhere here am I taking it for granted that democracies are by definition governments that respect individual rights, have a reasonably fair rule of law, provide universal mass education, or include any other particular set of norms or policy outcomes. I’m following the standard late twentieth-century definition of democracy, perhaps made most famous by Yale’s Robert Dahl. In his words, democracy combines: 




1. Effective participation [in the political process] 




2. Equality in voting 




3. Gaining enlightened understanding [This is hard; Dahl knows.] 




4. Exercising final control over the agenda [Voting is no mere empty ceremony.] 




5. Inclusion of [nearly all] adults⁷ 




So in scholarly usage, “democracy” does not refer to a set of ideal policies or an ideal set of institutions or cultural norms. It just means widespread, substantive voter involvement in governance—with enough cognitive equality across citizens so that people can make informed choices. Not “the right” choices by some moral standard, just informed choices. 

A nation can in principle be democratic and have no welfare state, a high level of corruption, or a legal system that discriminates against minority groups. Indeed, this last concern—that democracy would lead to the “tyranny of the majority”—was at the forefront of traditional concerns about democracy. The American founding fathers were famously concerned about this possibility; James Madison’s Federalist No. 51 offers the classic formulation of the problem. This indeed is why over the centuries, many thinkers have pushed to place limits on full-blown democracy—perhaps in the form of a written constitution, a bill of rights, or an independent judiciary—limits that would, to use Duke historian Nancy MacLean’s expression, place “Democracy in Chains.” Over the course of this book, I’ll consider just which types of chains on modern democracies—heavy or light, with locks that are easy or hard to pick—are likely to lead to better social outcomes. 




Democracy, Trade, and Peace 




Since democracy refers to widespread citizen involvement in the process of governing—not to good policy outcomes—then whether democracy raises the probability of achieving your ideal policies, my ideal policies, or someone else’s ideal policies is an empirical question. We’ll have to look at the evidence, and the best form of evidence will rarely be an anecdote or a case study. The best form of evidence in practice will be thoughtful cross-country or before-and-after comparisons—and I’ve already noted that on the overall question of democracy and economic performance, there’s apparently no there there. 

There’s another important area where there’s apparently no there there, or at least no robust, clear result: the link between democracy and peace. Again, as with democracy and overall economic performance, there’s a clear, simple pattern in decades of data: democracies are definitely less likely to go to war with each other, and they may even be less likely to go to war overall. As political scientists Mark Bell of the University of Minnesota and Kai Quek of the University of Hong Kong put it in a 2018 article, “The ‘democratic peace’—the regularity that democracies rarely (if ever) fight with other democracies but do fight with nondemocracies—is one of the most famous findings in international relations scholarship.”⁸ 

Some interpret this correlation as a simple case of cause-and-effect: citizens don’t like the thought of sending their children into battle, so they discourage politicians from starting wars. Furthermore, democracies have a variety of institutions, formal and informal, that they can use to engage with other democracies and defuse potential conflict; the norms of democracy may have the power to shape international relations. This theory that democracy itself lowers the probability of war—at least with other democracies, and maybe overall—is known as the “democratic peace hypothesis.” 

But again, one should wonder whether some other factor is doing the heavy lifting. And indeed, another good story fits the facts relatively well: the “liberal peace hypothesis.” The story goes that nations with broadly liberal institutions—in the traditional European sense of liberal, with a mix of market institutions, citizens with a wide range of civil liberties, widespread trade with other nations, and a neutral, reasonably fair rule of law—tend to have fewer wars in part because wars disrupt valuable trade relationships. The economist Albert Hirschman reviewed related arguments from the seventeenth and eighteenth centuries in his outstanding book, The Passions and the Interests: Political Arguments for Capitalism Before Its Triumph.⁹ He noted that Enlightenment-era thinkers believed that capitalism would tend to make men less aggressive and more willing to cooperate, since entrepreneurial thinking is more about win-win relationships than about win-lose relationships. These theories show up in economist John Maynard Keynes’s quip that it’s better for men to tyrannize over their bank accounts than over each other. 

Some versions of this “liberal peace” hypothesis focus particularly on trade relationships. One set of results finds that both trade and democracy appear to predict lower rates of armed conflict: “We find increasingly strong support for the liberals’ belief that economic interdependence [between nations] and democracy have important pacific benefits.”¹⁰ This is noteworthy, since as we shall see in the next chapter, democracies aren’t all that enthusiastic about freer trade, so there may be a cruel trade-off between having more democracy and more liberal trade policies, both of which may be paths to peace 

In the fiftieth-anniversary issue of the Journal of Peace Research, Håvard Hegre of Uppsala University and Peace Research Institute Oslo noted, “Perhaps the most serious challenge to the democratic peace comes from arguments suggesting that both democracy and peace are outcomes of more fundamental societal changes. Most of these are associated with socioeconomic development.” After reviewing the evidence that prosperity, market institutions, and social modernization may themselves be doing the real work in the democracy-peace relationship, Hegre has the following section subhead: “Any Residual Effects of Democracy?”¹¹ Even if the direct effects of democracy on peace aren’t zero, they’re far from the whole story. And in the coming chapters, you’ll see reform proposals designed to boost the socioeconomic development that is itself likely an important cause of greater peace. You shouldn’t forget the democratic peace correlation, but digging into that correlation reminds us that there are many paths to peace. 

Consider a recent paper coauthored by Hegre that dug deeper into the precise measures of national levels of democracy. The scholars reported that elections per se didn’t seem to be the most crucial factor for predicting peace. Instead, “We find that the formal vertical channels of accountability provided by elections are not as crucial as horizontal constraint and the informal vertical accountability provided by a strong civil society.”¹² So freer international trade, which has a tough time getting voter support, appears to raise the probability of peace, and elections likely aren’t the most important factor for raising the probability of peace. Peace is important, but 10% less democracy isn’t likely to detectably change the probability of peace, up or down. 




Measuring Democracy 




It’s worth emphasizing that in this study, as in most other studies of the relationship between democracy on some societal outcome, researchers aren’t using an all-or-nothing measure of democracy. Instead, they overwhelmingly use some form of score-based index, like the famed Polity IV index. The index, created by the Center for Systemic Peace in 1997 as the Polity index and updated over the decades, reports two major indexes: a Democracy index and a separate Autocracy index. The Democracy index measured from zero to ten combines three elements: 




One is the presence of institutions and procedures through which citizens can express effective preferences about alternative policies and leaders. Second is the existence of institutionalized constraints on the exercise of power by the executive. Third is the guarantee of civil liberties to all citizens in their daily lives [emphasis added] and in acts of political participation.¹³ 




Note the italics. This outcome-based measure of democracy comes naturally to many, but it’s not part of Dahl’s equal-political-participation definition of democracy. The Autocracy index by contrast focuses solely on the absence of vibrant, real-world political competition: 




In mature form, autocracies sharply restrict or suppress competitive political participation. Their chief executives are chosen in a regularized process of selection within the political elite, and once in office they exercise power with few institutional constraints. Most modern autocracies also exercise a high degree of directiveness over social and economic activity, but we regard this as a function of political ideology and choice, not a defining property of autocracy.¹⁴ 




The second sentence shows that the Polity IV team makes a distinction between the apparent correlates of autocracy (less freedom of social and economic choice) and autocracy itself (limited political competition). Many scholars follow the Polity IV’s suggestion and just add those two indexes together to create an index of democracy. Other widely used measures exist as well, including the Freedom House democracy scores and the late Tatu Vanhanen’s Index of Democratization. The Polity IV in particular is worth investigating online (it’s available for free). The Polity IV team doesn’t just drop rating numbers from the sky; instead, they offer a short essay on each country’s political system, essays that are perhaps the equivalent of a democracy bond rating evaluation. 

But note that the Polity IV’s scores include more than just a measure of broad-based citizen involvement. To some degree, it blurs the distinction between citizen participation and civil rights in a way that is common in both scholarly and popular discussions of the merits of democracy. That means that on occasion, we’ll have to keep an eye on whether “good policy outcomes” are being smuggled into the definition of democracy. Since I want to focus on whether slightly less voter involvement would improve or worsen government outcomes, that means I need to separate out measures of voter involvement from measures of government outcomes. 




A Laffer Curve for Democracy? 




In the 1980s, economist Art Laffer—then at the University of Southern California, now a professional economic consultant—drew a picture on a napkin that changed the world. As the legend goes, Laffer drew a simple graph with the horizontal axis labeled “Tax rate” and the vertical axis labeled “Tax revenue.” On the graph, he drew a simple upside-down U: when the tax rate was zero, a government would raise no revenue, since it wasn’t taxing anything. If the tax rate were 100%, again the government wouldn’t raise any revenue, since people won’t work or invest if they know government will take everything they earn—or, more realistically, people will shift to the underground, gray-market economy, working under the table and lying to the government about how much they really earn. At some point in the middle, there’s a sweet spot—a tax rate that would maximize government revenue. And back in the United States of the 1970s, when the highest taxes rates reached 70%, Laffer was pretty sure that the tax rates were higher than the sweet spot: you could cut taxes and still bring in more government revenue. 

These “bliss points” or sweet spots turn up again and again in a world of trade-offs. In evolution, there’s a trade-off between the benefits of bigger size—you’ll be stronger and so better able to catch prey—and the costs of bigger size—you’ll need more calories each day, plus a bigger organism has more cells that can break down, plus you’re an easier target for other predators to see. (It turns out that a strong rule in evolutionary biology is that larger mammal species have higher extinction rates. Tigers, elephants, and humans are relatively new, for instance, while the longest-lived mammal species include flying squirrels and a species of mole.¹⁵) Each species finds its own unique sweet spot—a balance between the benefits and costs of a bigger size. In economics, any time we see a relationship that can be summed up as an inverted U, we’re pretty likely to call it a Laffer curve–type relationship, in homage to Art Laffer. 

Fortunately, economists are well equipped to compare costs against benefits, but it means discarding the linear—or at least ordinal—thinking that is often the default setting in the social sciences. More democracy, more medical spending, more income per person, more human rights, more, more, more. If the current amount is good, why not have more? It’s the buffet syndrome, an expression used in Singapore when people appear to overuse free government health care, so buffet syndrome means taking more with little regard to the cost.¹⁶ 

But as we’ll see in the next nine chapters, voter involvement in government has not only benefits but costs—costs that are too often ignored. My contention is that the world’s rich democracies are overall on the wrong side of the democracy Laffer curve, as Figure 1.1 suggests. Practical, nonutopian reforms exist that would: 




• Make a country slightly less democratic 




• Likely create substantial long-run economic benefits 




• Have little or no cost in resources 




• Be more likely to increase than to diminish widely embraced human rights. 
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FIGURE 1.1. The Democracy Laffer Curve. 




Just as important—for matters of practicality, if nothing else—countries that enacted these reforms would still look and feel and truly be democratic. After all, I’m not recommending 50% less democracy. 




A Barrovian Parable 




Two decades ago, Harvard economist Robert Barro published a fascinating set of papers, among the first to use then-new cross-country data to see which economic and social and geographic factors were good predictors of a nation’s long-run economic performance. Barro ran multiple statistical horse races so one could tell which factors seemed more important and which were mere statistical illusions. One of the findings he trumpeted was that there appeared to be a Laffer curve relationship between democracy and long-run economic growth rates. At low levels of democracy, a bit more democracy predicted noticeably higher growth rates. Yet after a certain point, higher levels of democracy predicted noticeably slower growth rates. Barro estimated in 1996 that the democracy bliss point was at a fairly low level of democracy, and his forecasts are worth reflecting on: “The findings mean that growth would likely be reduced by further democratization in countries such as Mexico and Malaysia, which exhibit intermediate levels of the democracy indicator (0.5) in 1994. Moreover, future growth will probably be retarded by the political liberalizations that have already occurred in places such as Chile, Korea, and Taiwan.”¹⁷ 

If Barro’s Laffer curve theory of democracy were widely accepted in academic circles, my case would be halfway proven already. Beyond some point, there would be a clear democracy/prosperity trade-off, and while rich countries might indulge themselves by purchasing a high level of democracy, once citizens became aware of the cruel trade-off, once they became aware of the high economic price of higher voter involvement, they might be willing to dial voter power back just a bit. 

I’ll give a concrete illustration. In Barro’s classic estimate, going from an average level of democracy to the highest levels was associated with 1.6% lower annual economic growth per person.¹⁸ Over the course of a thirty-year generation, that would mean ending up about one-third poorer than a similar country that stuck with a medium level of democracy. Over three generations—the lives of our grandchildren—the miracle of compound growth means that the medium-democracy country would end up vastly richer than the high-democracy country. Would you be willing to support longer terms for politicians, tightened voter eligibility, and a single, hegemonic political party in exchange for a 300% raise? Well, you might not, but a lot of your neighbors probably would. 

As it turns out, Barro’s early Laffer curve results for democracy don’t turn up in most of the more recent studies. More sophisticated methods—ones that can compare the same country before and after democratic reforms, for example—rarely yield the inverse-U relationship between democracy and growth. Instead, most studies find what I reported at the beginning of this chapter: a muddle, no clear relationship at all between a nation’s degree of democracy and long-run economic performance. 

This muddle means two things. First, it means that the popular folk belief that greater democracy causes better economic performance is just that—a folk belief, one without much serious minimum evidence on its behalf, at least once we are past the famine-avoiding level of democracy. Second, it means that since the data linking democracy and growth are in fact so noisy, so muddled, then these big overall comparisons aren’t the way to evaluate the benefits and costs of a little more or a little less democracy. Instead, the way I’ll make my case is by arguing for individual channels—precise mechanisms, precise policy reforms that by themselves are likely to yield big benefits at low (or lowish) costs. 

I’ll tie these claims to a plea: Although the overall relationship between democracy and economic performance appears muddled, as long as you’re convinced that the precise democracy-reducing reforms that I suggest appear likely to work, I hope you’ll give 10% less democracy a chance in the real world. 




The Barrovian Precedent 




This situation—a big-picture muddle that spurs us to dig deeper in search of ways to improve policy outcomes—isn’t unique to the democracy and growth literature. In fact, Barro himself has contributed to this muddle in another area of research—in looking at the link between inflation and economic growth. As most card-carrying monetary economists like me can tell you, high inflation—a high average rate of growth in overall prices—is bad for the economy. Our textbooks detail the many ways inflation creates problems: 




• Most real-world tax systems make you pay taxes on your interest earnings, even if almost all of that interest is just making up for high inflation. 




• When inflation is high, it’s usually unstable as well, so it’s harder for people and businesses to make accurate long-run plans, which naturally depend on future prices. 




• When inflation is high, people and businesses try to invest more of their wealth in safer assets that hold their value reliably over time, and so they divert wealth away from investing in possibly riskier, but socially more valuable, assets. 




• Happiness surveys show that people really dislike inflation—not quite as much as unemployment, but it’s not far off. One serious estimate based on happiness surveys run in the United States and Europe is that an extra 1% inflation reduces the average person’s reported happiness as much as a 0.6% rise in the unemployment rate.¹⁹ 




• And it’s just a hassle having to reevaluate the buying power of a dollar or a peso or a euro every few months. As Harvard’s Greg Mankiw memorably put it, if we were holding a vote every year on how many inches should be in a foot, it’s pretty obvious that every year, the winning option would always be “twelve inches.”²⁰ If that’s the case, why would we treat the buying power of a dollar any differently from the way we treat the measuring power of a ruler? Stable prices would mean we could spend our time thinking about more important issues. 




So overall, the case for inflation rates that are very low or even zero seems pretty strong. Based on these tax, convenience, and investment-efficiency argument, it seems pretty hard to make a case that 7% annual inflation—the level the United States experienced in the 1970s—would be no big deal. 

But here’s the problem. When Barro himself checked—in an influential working paper originally published in the mid-1990s—to see if high inflation hurt long-run economic performance, using the same kind of cross-country comparisons widely used in the democracy-and-growth literature, he couldn’t find any robust evidence that inflation hurt economic performance unless inflation was 15% or higher per year.²¹ Below 15%, Barro couldn’t rule out the possibility that inflation was hurting a nation’s economic prospects, but the evidence was—that word again—a muddle. In the Handbook of Economic Growth, NYU’s Easterly concluded in 2005, “The empirical literature on inflation has found that inflation only has a negative effect above some threshold level, although there are disagreements as to where that threshold is.”²² 

What should a serious, candid, evidence-based thinker conclude? Does inflation hurt only when a nation is given a high, long-run dose of it? Is it economically irrelevant whether inflation is 1% per year versus 9% per year? No, it’s not irrelevant; it’s just that cross-country and decade-over-decade comparisons at the level of an entire nation can tell us only so much. And when these nation-level statistical techniques offer noisy and muddled testimony, it’s best to turn to the testimony of precise, well-described channels—what economists call microfoundations. 

Those microfoundations of the damaging effects of inflation—paying taxes on pure inflation gains, the hassle of printing new restaurant menus every six months, the difficulty of making long-run business plans when you don’t know whether inflation will be 4% or 12% next year- obviously add up to a sizable chunk of damage. Yes, 8% annual inflation is better than 80% annual inflation, but 8% a year, decade after decade, is still very likely causing long-run damage, even if nation-level statistical analysis can’t confirm the damage. The microfounded evidence and arguments against inflation offer better, wiser, more useful information than the more ambiguous cross-country evidence. 

And that’s the approach I take in the coming chapters. Since the cross-country evidence about the relationship between democracy and economic performance is a giant “meh,” I’ll focus on precise, individual channels—microfoundations—to make the case that a little less democracy is good for the world’s richest, most democratic nations. 




The ABBA Approach to 10% Less Democracy: Take a Chance 




Economists Benjamin Olken and Benjamin Jones (yes, they have the same first name) wrote an unusual paper comparing the economic outcomes of democracies to the economic outcomes of autocracies. They start off noting the usual—that once you compare apples with apples, autocracies grow at essentially the same rate as democracies on average. But they use that fact as a starting point, not an ending point. They wanted to test the traditional “great man” theory of history—that things really change (on average) when a nation’s leader changes. To look for an answer, they investigate times when a political leader dies unexpectedly and then check to see what happened to the economy’s growth rate over the next few years. The title of their paper asks the right question: “Do leaders matter?”²³ 

They look at national economic performance after the surprise, nonassassination death of a political leader—and they note that heart disease is the most common cause of death in their sample. Does the death of a political leader change the nation’s average economic growth rate? On average, no. But there’s still a difference—and the difference is between what happens after the death of an autocratic leader and what happens after the death of a democratic leader. The big finding: if the nation is an autocracy, growth volatility rises massively after an assassination. When a dictator dies and a new leader takes over, the economy’s growth rate might spike up or it might dive down, but it’s not likely to keep growing at the same old rate. But when the leader of a democracy dies, nothing much tends to happen to the growth rate either way. The “leaders matter” theory seems to apply to autocracies much more than to democracies. Leaders matter a lot more when the top leader has more power. 

You should keep the Olken and Jones finding in mind. Slightly reducing the level of democracy is risky; it’s a slight move in the direction of autocracy. I’ll be discussing reforms where the costs appear low, but they may not be zero. And all of these reforms have risks; they could turn out better than I suggest or worse. But I’m only recommending 10% less democracy for the world’s richest democracies, not to countries at real risk of starvation or dictatorship. 

Yes, the path to 10% less democracy has some risk. But on average, we’re rich. We can afford to take some risk. We can take a chance. 
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Longer Terms, Braver Politicians 




CAREER POLITICIANS ARE EXPERTS at getting reelected. In fact, the best short book on the U.S. Congress is built around that very idea. In Congress: The Electoral Connection, Yale political scientist David Mayhew argued that the best way to understand Congress is to think of it as a reelection factory.¹ The entire system—committees, chairmanships, hearings, votes—gives members plenty of opportunities to show their constituents back home that they are doing big things—plenty of opportunities to build a reputation as effective, dedicated, responsive representatives. You may think that Mayhew is just painting a cynical picture of politics today, but he was writing back in the 1970s. His story is a perennial one. 

Under one view of democracy—the delegate view—this is actually a great outcome. Elected politicians in this view are delegated sovereign power by the voters to make the same decisions that the voters themselves would make if they had the time and energy to keep abreast of the key issues. It’s a political version of the claim that the customer is always right. And one part of doing a great job representing your constituents is, well, letting your constituents know that you’re doing a great job. Perhaps a little showmanship is just part of the price of government by the people. Perhaps the cost to society of all this showmanship is quite low. 

But Mayhew’s nearly anthropological analysis of Congress suggests otherwise. He was motivated in part by the work of my late George Mason University colleagues Jim Buchanan and Gordon Tullock, who pioneered the field now known as public choice. The public choice outlook treats politicians and voters largely the same way that economists treat firms and consumers: politicians want to maximize their chance of reelection just as firms want to maximize profits. Voters want political representatives who will give them the right bundle of goods and services at the lowest price, just as consumers want their preferred bundles of goods and services at the lowest price. Yes, there might be some altruistic politicians with noble motives, just as there might be profit-seeking corporations or nonprofits with noble motives—but in a competitive market, political or economic, it’s safest to bet that altruism is rarely the biggest motivator. An altruistic politician who decides not to run for reelection because she sees a better person in the running is about as rare as a carmaker telling customers, “Actually, the other guy’s car is better and cheaper.” 

Driven to test the ideas of public choice theory, Mayhew showed how our political system itself creates dysfunction. When a politician has a choice between doing something where she can get public credit—like arranging funding for a Veterans Administration hospital expansion back in the home district—or doing something where she can’t claim public credit—like investigating intelligence failures, where it’s typically forbidden to publicly discuss committee work—a good politician doesn’t take long to figure out that now is a good time to work on those hospital expansions. The system encourages politicians to work on projects where it’s easier and more credible to publicly claim credit. 

And it’s important to make those claims of credit credible. Because of the way Congress is set up, voters are skeptical when a politician claims that she’s getting a lot done. It’s easy to just tell people you’re doing a great job, but talk is cheap. It’s harder to really prove it—and politicians take this into account when choosing their goals. That means voters put more weight on visible outcomes—pork projects like a new highway interchange or that Veterans Affairs hospital expansion—and less weight on invisible outcomes—working hard on the House Intelligence Committee, where you’re dealing with government secrets and can’t really tell anyone what you do all day. Voters like it when politicians bring home the bacon, but not just because extra school funding or new jobs at the military base are great on their own. Voters also like it because pork is a decent signal that a politician isn’t just spending time at fundraisers. Pork proves that the politician did at least some work on behalf of regular voters. Alas, that means elected politicians will focus too much on the visible and too little on the invisible. And if there’s one great and wise lesson of economic thinking, it’s French economist Frédéric Bastiat’s from 1848: “There is only one difference between a bad economist and a good one: the bad economist confines himself to the visible effect; the good economist takes into account both the effect that can be seen and those effects that must be foreseen.”² 

So better economic policy choices are possible if there’s some social mechanism, some invisible hand, that spurs politicians to give real attention to invisible effects, effects that are unseen today but potentially foreseen. This chapter points toward such a mechanism—and it relies on voter forgetfulness. 




Backloading the Pork: A Sign of Voter Amnesia 




The theory that voters want to see visible results while, simultaneously, politicians try to provide voters with those visible results has been tested more formally and less anthropologically. Decades after Mayhew’s book, Harvard political scientist Kenneth Shepsle and his coauthors used Mayhew’s ideas to demonstrate that voters have short memories. And since voters have short memories, the political system focuses on pleasing them in the near term. 

As I noted in the Introduction, U.S. senators hold six-year terms and are always eligible to run for reelection; there are no term limits. That means that once a senator gets elected, she has six years to build a reputation and make a good impression on the voters back home. But as Shepsle found, senators instead tend to backload the pork, delivering 15% more projects and 15% more dollars in home-state spending in the last two years of their cycle, so the biggest payoff happens just when the senator is in cycle.³ A senator acts like a teenager who wants to borrow the family car for senior prom: he starts cleaning up his bedroom a couple of days before the big ask. And the fact that this works—on voters and on parents—is a sign that most of us pay too much attention to the recent past. 

“What have you done for me lately?” isn’t just a fantastic Janet Jackson hit from the 1980s; for many, it’s the standard question when evaluating others. We see this focus on recent rewards in other settings, as in the debate over whether American corporations are too focused on meeting quarterly profit expectations. Why can’t companies focus on the long run, on making big strategic decisions that might not pay off for years? Doesn’t that shortsighted focus on the last three months of profits weaken long-run corporate performance? It probably does, and the same lesson is at work in the U.S. Senate: if voters are as shortsighted as some say stock watchers are, that’s going to hurt our nation’s economic, social, and foreign policy performance. 

More evidence on voter shortsightedness comes from Yale economist Ray Fair, renowned as an economic forecaster. His model for predicting U.S. presidential vote outcomes uses data going back a century—his sample begins in 1916. He found that the election-year economy mattered a lot to those deciding whom to support for president. In 2009 he summed up his key measure of economic growth: “the growth rate . . . of real per capita GDP in the first three quarters of the election year.”⁴ 

Real per capita GDP is inflation-adjusted income per person. And three quarters—the first nine months of the election year—is what voters appear to care about when choosing the president. That’s right. For the purpose of choosing the leader of the free world, the American voter’s memory of income growth doesn’t go back more than a year. 

Two caveats. First, Fair did update his model in the early 1990s after George H. W. Bush lost despite lackluster but not abysmal economic performance. Afterward, Fair found that voters do seem to recall economic outcomes going back further than the election year if the economic news was extremely good—if there were “boom quarters.” So voters might remember extremes from the distant past of two or three years ago, and that’s worth keeping in mind. But such boom quarters are atypical—and if voters can recall old news only if it’s wildly exceptional, that is itself a sign we should be at least a little reluctant to trust voters with our long-run economic future. Furthermore, Fair’s forecasting model suggests that there’s more noise in the boom quarter effect than in the election year growth effect.⁵ The second caveat is that voters remember and hate high inflation, even if it happened back at the start of the presidential term. But when it comes to classic pocketbook issues, to real income growth, the economic effect of presidential elections typically and most robustly turns on the extremely recent past. 

An optimist might retort that perhaps short-term memories are a blessing in disguise. Perhaps a senator will make good, tough, farsighted decisions that would be unpopular with voters when the election is four or five years out, pandering only when he’s “in cycle,” a year or two away from a reelection bid. Perhaps it’s also possible that senators just pander to a different crowd—to donors—for the first four years and then pivot to voters for the last two. Maybe it’s a mixed bag. Verbal theorizing can’t answer this question for us, but recent data-driven research can help us sort this out. 




Short Terms Cause Short-Term Thinking 




The evidence on official term length suggests that very short terms do not seem to be favorable. 

Mark Schelker 




When it comes to international trade, economists are about as unified in their views as any group of experts can be. The University of Chicago’s Initiative on Global Markets (IGM) regularly surveys both leading economists around the world, as well as a separate European-focused group of economists on a variety of policy questions. Regardless of how the questions have been phrased in the past decade, both the global IGM panel and the European IGM panel have overwhelmingly agreed that reducing trade barriers is good for the nation that lowers them. Letting foreigners compete in your markets is good for you, partly because you get cheaper goods and partly because the invisible hand will move your nation’s workers over to more productive uses. 

Here’s a statement from 2016 that the IGM’s economists were asked to disagree or agree with: “Freer movement of goods and services across borders within Europe has made the average western European citizen better off since the 1980s.”⁶ Of the European economists surveyed, 68% strongly agreed and another 24% agreed—just about everybody. And since economists routinely consider how trade changes the income distribution, the IGM European panel was asked to disagree or agree with this statement: “Freer movement of goods and services across borders within Europe has made many low-skilled western European citizens worse off since the 1980s.” Here there was more disagreement: 20% agreed that lower-skilled citizens were often worse off, and 2% more strongly agreed, while 42% disagreed and 10% strongly disagreed. The uncertain were 18% of the sample. That means about one in five thought many lower-skilled workers were worse off, and another one in five weren’t sure. But there’s nothing close to a consensus that intra-Europe trade deals hurt lower-skilled Western European citizens. Pie-growing change often entails real costs, of course, and they’re not always the kind of costs you can measure with money. When the family moves to a big city so the parents can earn more, there’s probably one kid in the family who loses a treasured best friend, never to be regained. 

A 2018 survey about European trade with China yielded similar answers: freer trade with China appeared great for Europeans, and while it certainly hurt European workers (as workers) in key industries, that alone wasn’t sufficient to argue for a policy like higher import taxes on imported Chinese steel.⁷ 

With high rates of agreement on the overall benefits of low trade barriers, economists agree with each other to approximately the same extent that physicians agree on HPV vaccination for teenage girls, with approval rates of around 90%.⁸ That’s a near consensus of experts. 

So what makes politicians more likely to support the expert consensus? For some answers, let’s turn to evidence from the U.S. Congress. While senators have six year terms, members of the lower house of the legislature, the U.S. House of Representatives, have just two-year terms. What encourages senators to vote for lower trade barriers? One big factor is being years away from reelection. When a senator is in cycle, she’s 10 percentage points less likely to vote for a trade deal. Economist Paola Conconi of the Université Libre de Bruxelles and her coauthors established this fact in an aptly titled paper published in 2014: “Policymakers’ Horizon and Trade Reforms: The Protectionist Effect of Elections.” They provide anecdotal evidence for their case in a footnote: “For example, during her first [term] as senator from New York state, Hillary Clinton voted on six trade liberalization bills, four times in favor (during the first four years) and twice against (during the last two years).”⁹ Politicians act differently when the election looms. They don’t just show up to more county fairs and church services; they also are more reluctant to support one policy reform that experts overwhelmingly agree on: freer international trade. 

Conconi reports another important finding: senators who are in cycle act just like House members. A senator who is in cycle is just as likely to vote for a trade deal as a member of the more protectionist U.S. House of Representatives, where everyone is always less than two years away from reelection. And finally, senators who are in safe seats or are retiring vote just like senators who aren’t in cycle: the protectionist effect of elections “disappears for senators who are not afraid of losing office.”¹⁰ A looming election—especially a potentially close election—focuses the mind on the protectionist attitudes of voters. 

Conconi’s creative study packs a lot of power because it compares in-cycle senators to three very different groups—out-of-cycle senators, House members, and in-cycle senators who don’t fear the voters—and yields consistent results: when elections are looming and expected to be tight, U.S. politicians are less likely to support a policy that most economists would support. In a later study, economist Paola Coconi and coauthors found that U.S. presidents are more likely to file trade dispute grievances just before a presidential election. The title of their paper says it all: “Suspiciously Timed Trade Disputes.” Even better, they report just how good presidents are at focusing on the political consequences of these trade disputes: “Moreover, U.S. trade disputes are more likely to involve industries that are important in swing states.”¹¹ 

It’s politics all the way down, and short-term, swing-state politics at that. Calm and cool planning for the economy’s long-run prosperity this is not. It appears from decades of data and across dozens of decisions that looming elections are bad news for good economics.¹² 




Looming Elections the World Over 




This isn’t a story that applies just to the United States, however. On average, this story holds around the world. The best evidence comes from a study of International Monetary Fund (IMF) programs coauthored by Stephanie Rickard of the London School of Economics and Teri Caraway of the University of Minnesota, both professors of government.¹³ The IMF’s loan and aid packages to developing economies often come with strings attached. One set of strings is labor market reforms: demands that a nation lower the minimum wage, make it easier to fire workers, and make other, related changes that many citizens will oppose. As with international trade policy, labor market policy is an area where economists tend to agree with each other and tend to disagree with the general public. The IGM’s European panel responded to this statement in 2017 when French president Emmanuel Macron was proposing substantial labor market reforms: “Revising France’s labor market policies—by reducing employment protection, decentralizing labor negotiations to the firm level, and making training programs more accessible and responsive to labor demands—would, all else equal, increase productivity in France’s economy.”¹⁴ They also responded to, “Reducing employment protection would reduce the equilibrium unemployment rate in France.” 

“Productivity” means output per worker, so the statement is a claim about whether the reforms would increase the size of the pie. The second statement is closer to a question about whether the reforms would help those lower in the economic spectrum, since high unemployment rates in Europe tend to hurt those with less human capital and experience. On the productivity statement, two-thirds agreed or strongly agreed, and on unemployment rates, half agreed and many abstained or were uncertain, but in neither case did more than 5% of respondents disagree with the statement.¹⁵ The economists’ consensus on labor market reforms isn’t as overwhelming as with trade liberalization, but almost all the weight is on one side—the side of market-friendly, liberal economics. 

So how do looming elections fit into this? Rickard and Caraway checked to see if the IMF imposed fewer labor market liberalization reforms when an election was looming. Financial crises are somewhat random, so if they happen when elections are years away, does the IMF demand lots of pie-growing, productivity-increasing reforms? Rickard and Caraway report, drawing on 297 IMF interventions in democracies the world over, “Labor conditions included in programs signed within six months of an upcoming election are, on average, 50 percent less stringent than those in loans agreed more than six months away from elections.”¹⁶ It turns out the IMF behaves a lot like many U.S. senators: when an election looms, it’s reluctant to push for reforms that are relatively popular with experts but unpopular with voters. 

Another set of studies finds that nations facing financial trouble are reluctant to take one useful dose of medicine: weakening the nation’s exchange rate, devaluing the currency. Jeffry Frieden of Harvard’s Department of Government is a leading contributor in this area. In a 2001 paper focusing on Latin America, he and his coauthors note, “Devaluations tend to be delayed in the run-up to elections, and only occur immediately after the new government takes office.”¹⁷ 

A currency devaluation tends to boost exports by making exports cheaper for foreigners to buy (which directly helps export-driven industries, a small but important and frequently highly productive part of the economy); it also makes imports more expensive (which tends to hurt consumers if they’re buying a lot of goods like smartphones, televisions, and other imported electronics). Again, voters are probably going to be unhappy about a devaluation in the short run, even if it’s a practical way to strengthen the nation’s economy. As Mareike Kleine and Clement Minaudier, both of the London School of Economics, sum it up, “Frieden, Ghezzi and Stein find that governments shy away from undertaking corrective but potentially unpopular devaluations right before national elections.”¹⁸ 

So now we have three major areas where governments facing a looming election are reluctant to take the tough but probably effective medicine: trade policy, labor regulation, and exchange rate policy. It appears that when voters are watching, political elites are reluctant to increase the size of the economic pie. 




“Nothing Gets Done in Election Years” 




So far, we’ve focused on the tendency to make popular calls—or sidestep unpopular ones—as elections draw near. But there’s another effect of looming elections that comes up more often in political discussions: the fact that it’s hard to get anything done during an election year. Studying democratic Argentina, Eduardo Alemán and Ernesto Calvo of the University of Houston report that the national legislature holds fewer sessions during election years, at least in part because it’s hard to get a large enough group—a quorum—to do business.¹⁹ That might not be all bad; indeed there might be quite a lot of good that comes from having legislatures and executives out there campaigning if the alternative is passing bad laws. 

However, low legislative productivity in election years is no democratic universal. Frank Baumgartner of the University of North Carolina and coauthors report that French legislators do fit the pattern of low productivity in election years and are substantially less likely to pass either mundane bills or major policy changes in election years. But in the United States, where major elections are held every two years, Baumgartner reports that legislators tend to hold more hearings the first year of the two-year cycle and then pass more bills in the second year, the election year. But even in the United States, there’s a noteworthy pattern: although Congress passes around 50% more bills overall in election years, the major policy bills are spread almost evenly across the two-year cycle. That means that in relative terms, politicians are pulling the tougher decisions forward in time—to the first year of the two-year cycle—and pushing tough decisions away from the looming election. In an important sense, then, legislators in Argentina, France, and the United States are doing relatively more of the substantive work early in the legislative term.²⁰ 

Let’s take a moment to look at an unconventional piece of evidence that less gets done in the halls of government during election season. A study of European Union countries from 1976 through 2009 found that when EU member nations have elections in the near future, the EU’s government in Brussels is less likely to enact agreements. It’s not just that, say, German elections slow down legislation in Germany; it’s that German elections slow down legislation for the entire EU. The authors, Kleine and Minaudier of the London School of Economics, find that “the chances of reaching an agreement are significantly reduced when a national election is pending, and that this effect is especially pronounced in the case of close elections in large member states.”²¹ 

A final, quite unusual piece of evidence that longer terms get politicians to work harder comes from a study coauthored by Berkeley economist Ernesto Dal Bó and economist Martin Rossi of Argentina’s University of San Andres.²² The team looked at two political reforms in Argentina that randomly lengthened the terms of some politicians, and then they checked to see how that changed the behavior of those politicians compared to both the recent past and other politicians who hadn’t had their terms lengthened at random. The Argentine government did this twice: once in the House of Representatives in 1983, switching to two- and four-year terms, and in 2001 in the Senate, switching to two-, four-, and six-year terms. The randomization was apparently real: on a certain date, the government held a public lottery draw. The research team measured “legislative effort” in a few ways: bills submitted by a particular legislator, bills submitted by that legislator that eventually became law, and four other similarly objective measures. The authors summarize one of their findings: “For example, longer terms increase senatorial bill submissions by almost 50%, and for representatives, they almost double the number of bills that get approved.”²³ They conclude that 




longer terms increase effort. Shorter terms appear to discourage effort not due to campaign distractions but due to an investment payback logic: when effort yields returns over multiple periods, longer terms yield a higher chance of capturing those returns. A broader implication is that job stability may promote effort despite making individuals less accountable.²⁴ 




And then Bó and Rossi do something that my fellow economists do infrequently but should do more often: they actually talked to the legislators themselves and asked them how longer terms changed their own incentives. Of course, politicians, like CEOs and spouses, have an incentive to put the best foot forward, but their thoughts are still well worth a listen. When the politicians were asked whether the promise of job stability spurred them to put more effort into being good legislators, they “rated this explanation as highly plausible.”²⁵ 

Political scientist Rocío Titiunik of the University of Michigan found something similar when she looked at U.S. state senators. When state legislative districts were redrawn within Arkansas, Illinois, and Texas, some state senators were randomly assigned to two- or four-year terms. This natural experiment lets us know something about causation, not just correlation. Titiunik’s title captures this: “Drawing Your Senator from a Jar: Term Length and Legislative Behavior.” From the abstract: 




Despite important differences across states, when considered together, the results show that senators serving two years abstain more often, introduce fewer bills, and do not seem to be more responsive to their constituents than senators serving four years. In addition, senators serving shorter terms raise and spend significantly more money.²⁶ 




While it isn’t impossible that the relative sloth of these two-year legislators is optimal, it’s safer to bet against that option. Politicians have a lot of different ways to spend their time, among them campaigning, working on legislation, meeting with celebrities, or building networks to try to get a future job as a corporate lobbyist. Getting politicians to actually work at all on legislation is apparently relatively hard, and as we’ve repeatedly seen, getting politicians to take tough votes that please the experts more than the masses is probably even harder. Frequent elections shrink the supply of legislation overall; more important, they likely shrink the supply of some good legislation. 

Politicians have limits to their bravery, and an election year isn’t the best time to ask an elected official to turn down the demands of the voters. But democracies require frequent elections—one of Robert Dahl’s requirements for democracy in On Democracy is that elections be “free, fair, and frequent”—and the longer the term, the less often the voters have a voice in government.²⁷ Of course, frequency is a matter of degree: twenty-year terms would be quite undemocratic, while the annual terms common in ancient Athens ensured that the voting citizens could keep close control over state power. Shorter term lengths are one tool for citizen control of the state, one tool for rule by the people. 

If elections were a little less frequent—for instance, if political terms of two or three years were lengthened to four or six years—politicians would find bravery a little easier to come by, the world’s rich democracies would stand a better chance of getting better economic policies, and we’d all still feel like we lived in democracies. This is the kind of reform proposal you’ll see more of in the coming chapters: a change that pulls a small amount of power away from voters but still gives citizens an important voice in government. That’s what 10% less democracy should look like. 
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Central Bank “Independence” 




THE POWER TO PRINT MONEY—and to then decide who gets that money—has to be on the top ten list of superpowers. It’s clearly way ahead of heat vision or clinging to walls, but unlike the superpowers you read about in comic books, the power to print money actually exists. And it’s a power that the rich democracies have overwhelmingly kept about as far away from voters as humanly possible. 

Central banks—like the European Central Bank, the Bank of Japan, the Bank of England, and the U.S. Federal Reserve (the Fed)—are the government entities that are typically granted this power. Central banks today mostly do their job by “lending” money to other banks, but the money they lend is different from the money that you lend. When you want to lend money, you have to find the money before you lend it out, but when a central bank wants to lend money, it just . . . well, it just creates it out of thin air. It’s typically created as an electronic credit deposited to the account of, say, Deutsche Bank. Once it’s been created and deposited to that private bank’s account, that private bank can go and spend the money more or less as it will—though typically its goal is to lend that money out as quickly as possible at a higher interest rate. If it doesn’t repay the loan it received from the central bank on time, it’ll typically get into big trouble, so it’s genuinely not free money from Deutsche Bank’s point of view—but it was free for the central bank to create the money in the first place. 

Central banks do a lot more than that, of course, but that’s their classic job: lend money on generous terms (say, low interest rates) when the central bank wants to give the economy a boost, or lend money on tougher terms (at higher interest rates) when the central bank wants to slow things down a bit. One can spend a lifetime on the details—my dissertation was about just one tiny detail, how the Federal Reserve controls interest rates on a day-to-day basis—but that’s the core channel. 

The power to print money is the core power granted to central banks, and it’s a power that European, Japanese, British, and American governments have kept far from the hands of voters. That antidemocratic decision has typically been seen as a great choice according to mainstream economists, and in this chapter we’ll see just why that is. By looking in detail at the case of central banks, we’ll build both a case for greater elite control of some parts of government and a critique of citizen control of those same parts of government. 




Undemocratic Central Banks: A Free Lunch? 




“There’s no such thing as a free lunch.” That’s a saying I’ve heard for decades, and we economists love to repeat it. It captures our professional cynicism and our need to remind ourselves that life is full of difficult trade-offs. But what if there really is a free lunch, and what if it’s both delicious and nutritious? My professional advice, as a wildly overtrained economist, is that you should eat the free lunch. 

In 1993, two Harvard economists reported an amazing free lunch, but it came with a hitch: to eat it, you had to sacrifice just a little bit of democracy. Alberto Alesina and Larry Summers asked a classic question: Should a nation’s central bank be under the direct control of a nation’s elected officials?¹ Or should it instead be independent of the elected officials, out of touch with the fickle mood of the voters and instead more like judges appointed for life? And they measured the goals of a central bank quite reasonably. If possible, the central bank should aim for low, stable inflation; a low, stable unemployment rate; and a fast, stable rate of economic growth. Fairly stable prices and fairly abundant jobs: as policy goals go, relatively uncontroversial. 

Which kind of central bank could come closest to accomplishing these goals: the politically connected ones or the out-of-touch ones? Before we turn to their answer, we should first consider the possibility that the question is simply ill posed. Maybe there really is no free lunch, and maybe having more of one item on the menu means getting less of another. Maybe if my team gets more, your team gets less. 

That outcome can’t be dismissed: it has a long tradition in economic thought, both technical and popular. Maybe, as then-future Nobel laureates Paul Samuelson and Robert Solow of MIT and James Tobin of Yale had suggested in the 1960s, there was some kind of near-permanent trade-off between low inflation and low unemployment. The government could choose to help out workers by heating up the economy, creating persistently low unemployment at the cost of persistently higher inflation, or it could instead help out the financial class, people with savings accounts and bonds, by keeping a cooler economy with lower inflation at the cost of higher unemployment. In 1965 Tobin applied this trade-off to the United States, in a volume for which Vice President Lyndon Johnson wrote the Foreword: 




We know how to operate the economy so that there is a tight labor market. By fiscal and monetary measures the federal government can control aggregate spending in the economy. The government could choose to control it so that unemployment averaged 3.5 or 3 per cent instead of remaining over 4.5 percent. . . . Running the economy with a tight labor market would mean a somewhat faster upward creep in the price level.² 




So in the 1960s MIT view, lower average unemployment would come at the cost of higher average inflation—a classic cruel trade-off, a lunch with a price tag. 

Other future Nobel laureates, including the University of Chicago’s Milton Friedman and Robert Lucas and the University of Minnesota’s Thomas Sargent, had written in the 1960s (Friedman) and 1970s (Lucas and Sargent) that there really was no cruel trade-off, no hidden class warfare in the decisions of central banking policy. They argued instead that the economy could adjust to any inflation rate relatively well after some adjustment period. These so-called freshwater economists (so-called because their universities were near the American Great Lakes, to distinguish them from the “saltwater” economists near Boston) differed among each other about the optimal inflation rate, but they didn’t think that a high inflation rate went hand in hand with lower unemployment. If anything, they were more likely to believe the opposite: that times of high inflation were times of economic disruption and thus higher unemployment, and so the inflation was itself a symptom of trouble elsewhere in the economy. 

Thus, the question of the right kind of central bank was intimately connected with the question of how the overall economy worked. Did monetary policy involve cruel trade-offs, or did it involve free lunches? And once one answered the question of how the economy actually worked, one could then turn to the question of which type of central bank was best at making good monetary policy decisions: one run directly by politicians or one run by independent appointees. 

Let’s now turn to that second question. It was only in the early 1980s that economists Michael Bade and Michael Parkin, both of the University of Western Ontario, started to collect data that could answer the question with systematic facts rather than with theory and anecdote. They and others used a simple method to measure what they euphemistically called “central bank independence” (CBI). The most basic measure of CBI was whether the head of the central bank could be fired by the nation’s top political leader. If the prime minister or president gets upset with the head of the central bank, could he fire her just like he would a defense minister or a White House chief of staff? If not—if the central bank president had something like tenure—then that was one sign that the central bank was somewhat independent of the political system. 

Harvard’s Alesina and Summers note that CBI is typically broken down into “political independence” and “economic independence.” They summarize political independence: 




Whether or not its governor and the board are appointed by the government, the length of their appointments [longer is more independent], whether government representatives sit on the board of the bank [a bad sign], whether government approval for monetary policy decisions is required [another bad sign] and whether the “price stability” objective is explicitly and prominently part of the central bank statute [a good sign—a sign of focus].³ 




Economic independence is different: it measures whether the central bank is permitted to say “No!” to the government. After all, many nations have been ruined by governments that forced the central bank to lend the government money on easy terms, setting off inflationary and even hyperinflationary spirals. Alesina and Summers’s summary of economic independence: 




The ability to use instruments of monetary policy without restrictions. The most common constraint imposed upon the conduct of monetary policy is the extent to which the central bank is required to finance [the] government deficit.⁴ 




Think of an economically independent central bank as one that is free to ignore the government’s requests for cheap money. 

The early CBI work focused on the same countries this book does: the relatively prosperous countries, mostly in Western Europe, North America, and East Asia. And the first figure Alesina and Summers present is the same one reprinted in economics textbooks around the world to make the point that politics—democratic politics—gets in the way of good monetary policy. 

Figure 3.1 shows how independent, generally less democratic central banks—those on the right side of the figure like Switzerland, Germany, and the United States—averaged 4% lower long-run rates of annual inflation compared to countries with the most politician-dependent central banks—those on the left side, New Zealand and Spain. If, as neoclassical Nobel-winning economists like Lucas, Sargent, and Friedman said, the main job of a central bank is to maintain a low average rate of inflation, then it’s clear that the politically disconnected central banks are the ones that are getting the job done. 
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FIGURE 3.1. Central Bank Independence and Inflation: A Negative Relationship. 

Source: Alesina and Summers (1993). 




Of course, any time you see data plotted out like this, with a strong correlation like this one, you should remind yourself that correlation isn’t causation—that having a chandelier in your house doesn’t make you rich (even though it’s a sign you’re rich), that buying a baby stroller won’t make you a parent (though it’s a sign a baby is on the way). But then what is causation? How can we know whether it’s the legal independence of the central banks of the United States, Switzerland, and Germany that is getting the job done? For instance, maybe instead it’s “German culture” that makes German inflation low. The classic story, after all, is that the post–World War II German collective memory of the 1920s hyperinflation created a culture that demanded low inflation after the war. 

And so perhaps an alternate explanation might go that German postwar culture was so insistent on low inflation that Germans bought all the bells and whistles that were supposed to go along with low inflation, including an independent central bank. Sure, an independent central bank probably doesn’t hurt, but maybe it’s not in the driver’s seat. Maybe it’s the citizen demand for good monetary policy that helps produce good monetary policy—so maybe democracy really is running the monetary policy show behind the scenes. 

One informal way to test the theory that CBI matters by itself is to see what happens when a new political party comes to power and quickly changes how the central bank does its job. So before turning to more cross-country statistics, let’s look at an anecdotal test: the case of New Zealand. In 1989, the country that had had the most politician-dependent central bank in the Alesina-Summers paper switched its central banking policy completely. Within months, the Reserve Bank of New Zealand went from the left side of Figure 3.1 to the right side, from low CBI to high CBI. By 1991 New Zealand’s inflation rate, which had averaged well over 10% per year for most of the 1970s and 1980s—a substantially higher rate than the United States experienced during its “Great Inflation” of the 1970s—was down to 1% per year. New Zealand’s inflation has averaged about 2% per year ever since. Inflation there has stayed low even as partisan coalitions left and right have formed and broken apart. When New Zealand’s politicians decided to hand over power to an unelected central bank, that decision turned out to last and to matter. 

Fancier cross-country statistical evidence confirms that this is a pattern: when countries increase the independence of their central banks, the inflation rate tends to fall. That’s what Australian economists Alberto Posso and George Tawadros report after looking at dozens of countries across the past few decades.⁵ As economic relationships go, this is a robust one: when politicians get out of the banking business, inflation falls. This isn’t evidence that just comes from comparing one country against another as in Figure 3.1: the same evidence shows up when we compare the same country against itself as it goes from politician-run to insider-run central banks. 

So more apparently, CBI cuts inflation. But what if inflation falls at the price of higher unemployment? What if the national economy really is a battle between the financial class and the working class, as Yale’s Tobin had suggested, and what if independent central banks are just funneling more economic weapons to financial elites? That’s where the next two graphs, Figures 3.2 and 3.3, based on the 1993 Alesina and Summers paper, come in. Countries with more independent, less democratic central banks had just about the same rates of unemployment and just about the same growth rate of income per person as countries with heavily political central banks. 
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FIGURE 3.2. Central Bank Independence and Unemployment: No Relationship. 

Source: Alesina and Summers (1993). 
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FIGURE 3.3. Central Bank Independence and Income Growth: No Relationship. 

Source: Alesina and Summers (1993). 




The volatility graphs (omitted here) tell the same story: inflation is less volatile, and economic growth and unemployment are no more volatile and probably a bit less volatile, in countries with independent central banks. Overall, independent central banks look like a free lunch. The only thing you have to lose is your high inflation—and your president’s right to fire the central bank president. 




Simple Data, Deep Insights 




Other economists, especially Alex Cukierman of Tel Aviv University and Princeton, and Vittorio Grilli, Donato Masciandaro, and Guido Tabellini, whose careers span London, Milan, and Los Angeles, respectively, had been measuring the merits of independent central banks, but it was the Alesina and Summers paper that created a revolution.⁶ I suspect it was a combination of factors that made this the paper that took off. It didn’t hurt that it was written by two Harvard professors, that it was published in the excellent Journal of Money, Credit, and Banking, and that the authors already had great reputations at young ages of writing fun, interesting, important papers. 

But there was more than that. This was a world-changing paper with zero fancy statistics. It had only the raw scatter plots you see here, and the appendixes reported the raw numbers so anyone could use the data themselves. None of the high-powered calculus, probability theory, or statistical formulas that economists study in graduate school appear in the paper. Indeed the authors spend little time addressing the “Well, whatabouts”: Well, what about the possibility that Switzerland is just naturally a low inflation country? Or what about the possibility that Catholic countries tend to have a little more corruption and maybe that’s why they have higher inflation? You can imagine such questions could go on endlessly—I hinted at that already with the German case—and questions like this have continued for decades. 

But sometimes it just seems obvious what’s going on, and it’s good to make your case clearly. Alesina and Summers were pretty sure why politically detached central banks were good for the economy, and they wanted to get other people to debate them about it. With a hint of self-deprecation, they note, “We have looked at the data only in a very straightforward way; more detailed analysis of the relation between central bank independence and real performance is warranted.”⁷ 

The more detailed analysis has continued, and it’s safe to say that Alesina and Summers’s preferred explanation is still a big part of the story: “Our findings . . . have implications for the ongoing debate over the optimal rules governing monetary policy. Most obviously they suggest the economic performance merits of central bank independence.”⁸ 




The Written Rules Versus the Real Rules 




The early central bank research looked at formal, written rules to see if central banks were independent: How long is the term of the president? Is the finance minister a member of the central bank’s board? But in real life, we all know that there’s often a chasm between the written rules and the real rules. Sometimes a phone call from the finance minister can change half the votes on the central bank board, even if the finance minister has no official power over that bank. So within a few years, economists started looking for proxies of genuine central bank independence. Two worth mentioning are how long central bank board members stay on the board (longer means more independence) and how often central bank board members step down after the politician who appointed them leaves office (if you leave when your benefactor leaves, that’s a sign your true power depends on the politician who appointed you).⁹ 

It turns out that in rich countries with good political systems—countries that tend to have relatively low corruption and strong political institutions—the written rules and the real rules tell pretty much the same story. Both long statutory terms and low real-world turnover on the central bank board predict lower inflation. But in poorer countries, those with higher corruption levels and weaker institutions, the real rules (actual term length and whether you quit when your benefactor quits) are far better predictors of economic outcomes. 

Occasionally my fellow economists are derided as naive, out-of-touch scholars who know little and care less about how the real world works. But the central bank independence literature is just one example of how my fellow economists have kicked the tires and looked under the hood of their own findings. Part of the reason Cukierman and others did that is because economists know that other economists are a tough, skeptical audience. In our profession, we pass around stories of economists giving seminars on their research papers—usually at the University of Chicago, home to more Nobel laureates in economics than any other university—and never getting more than ten minutes into their slides because the other professors in the room tear the paper apart piece by piece for the next ninety minutes. The fear that such a prospect creates in the human heart spurs us to strengthen our arguments, find the data, check and see if we’re actually correct or if we’re just living in a dream world of our own creation. 

I’m taking that approach here, though in a nontechnical way: noting that multiple kinds of evidence, multiple measures of central bank independence, point toward the same prediction. The less political, the less democratic, the more insider driven the nation’s central bank is, the better the outcomes. A bundle of correlations tied together with some suggestions of causation. 

Oh, and here’s a small bonus in this tire-kicking line of research. Cukierman, like others, doesn’t find any noticeable evidence from the rich countries that central bank independence makes your country richer. You get lower, more stable inflation (which voters love), plus a more stable unemployment rate and a more stable economy overall, and those are great benefits. But in the middle- and lower-income countries, it appears—at least in his data—that you get something more: If your central bank is more independent, your economy grows a little bit faster, so your nation gets richer in the long run. When looking at data from poorer countries in the 1960s, 1970s, and 1980s, Cukierman and his coauthors found that even if you knew about changes in the price of a nation’s exports, its education level, and how rich the country was at the time, you could still do a better job predicting how fast the economy would grow in the future if you knew these real-world measures of central bank independence. You may even get a higher rate of investment in machines and equipment—physical capital—though that’s more speculative. But overall, it’s easy to find evidence for the theory that getting central banking out of the hands of politicians (and voters!) is pretty much a win all around. 




Working in Theory 




Old joke: An economist is someone who, after seeing something work in practice, asks, “But does it work in theory?” The fact is now there, and it’s pretty robust: less democratic central banks work in practice. But why? That’s the question we’ll turn to here, and abstract, unrealistic economic theory will do a lot of the heavy lifting. 

This step is important because finding out the sources of the strengths of independent central banks will likely give us hints about the weaknesses of democracy. If we can find out why modern representative democracy does an awful job running a nation’s monetary policy, we might get a sense of which other tasks might be especially ill suited to voter control. 

One theory goes like this. Let’s pretend you’re a politician. Even if you, the politician, care deeply about increasing job growth and even if you’d be personally tempted to badger the central bank to go on lending sprees to help the economy (especially just before an election!), you’re still better off if you delegated the job of running monetary policy to a “conservative central banker,” one who only cares about a low, stable inflation rate and doesn’t care at all about the unemployment rate. This theory, created by former chess champion and current Harvard economist Kenneth Rogoff, goes something like this . . .¹⁰ 




The Conservative Central Banker: An Origin Story 




The only way to use monetary policy to boost the real economy is to surprise the citizens with cheap money. The cheap money gets people more spending and creates more jobs in the short run (before prices rise). But then eventually prices rise, goods don’t feel cheap any more, and the boom ends. 

But you can’t surprise the citizens that often. Eventually (and perhaps even immediately) they catch on, and so as soon as the money gets plentiful, businesses raise their prices and workers raise their wage demands. With both goods and workers getting more expensive, you get a boom in prices and wages but no boom in real output, no boom in jobs. All hangover, no buzz. 

Since a hangover without a preceding buzz is a pure waste and since this model (and our reality) depends on tricking people with temporary cheap money, and since Abraham Lincoln was right when he (according to poorly substantiated legend) said you can’t fool all of the people all of the time, it’s a bad idea to try to fool the voters with cheap money. Alas, while trying to fool the voters is a bad idea, both the voters and the government know that the government is sorely tempted to print cheap money—especially before an election! If only the government could find a way to tie its own hands, a reliable way to resist temptation and let the citizens know that it had found a way to resist temptation. 

But an elected politician can’t tie his own hands. Even a great sailor like Odysseus needed his crew to tie his hands to the mast so he could listen to the Sirens. The mere fact that citizens know the government can’t tie its own hands means that they will anticipate an inflation in advance. That means citizens start bidding up prices now, whether or not the government starts up the money printing press. 

One way out: Have the government delegate total power over monetary policy to someone who doesn’t care about creating a boom. And I mean someone who really doesn’t care about creating a boom. Someone who cares only about low and stable inflation. That might be a Wall Street– or London–, or Hong Kong–based banker, someone who has spent his career worrying that high surprise inflation might crush the value of his bond portfolio. 

Or it could be someone trained in real business cycle (RBC) theory, the Nobel-winning theory that modern boom-bust cycles are mostly caused by oil price changes, regulatory and tax changes, and other supply-side forces that have nothing to do with central banks and money. In its most extreme form, RBC theory means that monetary policy is irrelevant to the real economy. 

But even in its milder forms, RBC theory suggests that monetary policy is overrated, that fretting about whether cheap money boosts the economy is like fretting over the decor in a hospital operating room or the color of the president’s tie when he’s speaking to Congress. It doesn’t hurt to get it right, but only a fool spends much time worrying about it. 

The moral of the story is that it’s wise to delegate power over monetary policy to a conservative central banker, the more cold-hearted the better. Don’t pick someone a lot like the typical citizen. Don’t push for representation, for a central banker who has the same attitudes and beliefs and feelings as the typical citizen. Instead, pick someone atypical, someone who cares less than average about creating an economic boom: that’s the way to make the average person better off. Yes, representation matters, and as Rogoff shows, representation can hurt. 




Delegating Absolute Power to the Economists 




So one way to make sure your government focuses on low and stable inflation is to give the job of running the central bank to someone who thinks the central bank has zero practical effect on anything except for inflation. Hand over the central bank to a true believer in RBC theory, a theory shaped in the early 1980s in a paper by Nobel laureates Finn Kydland and Ed Prescott, as well as a nearly simultaneous paper by University of Rochester’s John Long and eventual Federal Reserve Bank president Charles Plosser. If you do that, you’ll be sure the central banker will focus on the only power he thinks he has: the power to control inflation.¹¹ 

It seems like a crazy idea, except for the fact that many of the world’s leading central banks have done just that, at least to a substantial degree. The most technical economics departments have tended to do important research related to RBC theory, and central banks are likely to hire people with strong technical skills, so new PhDs trained in RBC methods are everywhere in monetary policy circles. RBC theory doesn’t prove that money doesn’t matter, but it gives economists another set of explanations, alternative hypotheses, to explain why the economy grows faster some years than others. 

This seems to matter in real life. I mentioned that one past Federal Reserve Bank president coauthored a key RBC paper—indeed, the very paper that coined the name “real business cycles.” This skepticism about the power of the central bank and the all-powerful role of economic demand shows up throughout the central banking world. I’ve known a few economists who have worked at central banks, and one of my favorite questions to ask them goes like this: Why do booms and busts happen? Why is economic growth volatile from year to year? The usual answer—really, the only answer I ever recall hearing—is something like, “I have no idea.” I probe a bit, I get some more information, and it really does seem that people who work at central banks are fairly agnostic about whether their bosses are really doing much of anything to the real economy. 

So governments may not exactly be delegating power to Rogoff’s conservative central banker who cares only about inflation, and they’re not exactly hiring economists who believe economic demand is irrelevant to the unemployment rate. But they’ve gone fairly far down that road. Central banks are often staffed and sometimes governed by economists who doubt their own power to massively change the real economy. That’s one way to get central bankers to focus on the one superpower they know they have: to keep inflation low and stable. 

It’s the Ender’s Game theory of optimal central banking. In the science-fiction novel, Ender’s Game, a young boy, Ender Wiggin, excellent at video games, was told he was just playing a video simulation where he pretended to lead a human fleet against an alien army.¹² After his simulated fleet beat the simulated alien army, he was told that he was actually leading a real human fleet all along, acting as the de facto admiral of the human race’s last-chance battle against the murderous aliens. By believing he was just playing a game, the thinking went, Ender was better able to win a real-world battle. And perhaps by thinking that they’re overwhelmingly focusing on inflation, maybe independent central bankers are winning the battle for a more stable real economy. 

Another way to think about Rogoff’s conservative central banker theory is that it’s a lot like one line of common parenting advice: in the real world, it’s often best to hand over discipline to the parent who is good at saying no. That makes life easier for everyone, including the child. And technically trained economists are good at saying no to voter demands for cheaper money. 




Did They Miss the Forest? 




So independent central banks are more likely to fight inflation, and part of the reason is probably because they delegate power to my team: the economists. But would it be asking too much of independent central banks to also cut the risk of a massive financial crisis? Apparently not. Countries with more independent central banks appear to have fewer financial crises, not more of them. Economists Jeroen Klomp of the University of Groningen and Jakob de Haan of Munich’s prestigious CESifo published a well-timed paper on the topic in 2009 just as the global financial crisis reached its peak.¹³ Looking at data from a global sample weighted toward middle- and upper-middle-income countries (where more of the financial crises happen), they looked at what happened between 1980 and 2005. They measured financial distress by examining a number of dismal symptoms: falling bank credit, falling bank share values, spikes in relevant interest rates, plus many other measures. 

And they didn’t just check to see if there was a negative relationship between CBI and the probability of a financial crisis—Spoilers: Yes!—they went further and kicked the tires by checking to see if greater CBI predicted a lower probability of financial crisis even if you knew a lot of other things about the bank. Even if you knew the nation’s level of law and order, even if you knew the nation was open to massive international financial flows, even if you knew whether the country had been hit with big shocks to the prices of its imports and exports—even then, the crude, preexisting measures of central bank independence helped predict a lower chance of a financial crisis. The link was stronger in poorer countries, but it was there in the richer ones as well. 

And when Klomp and de Haan dug deeper, they found that it was the political independence of the central bank that was the real superpower. Job security for central bankers seems to make central bankers focus on their job, and part of their job is reducing the risk of a financial crisis. Maybe they do that mostly by focusing on low and stable inflation, maybe by keeping an eye on other important parts of their job like bank oversight. To dive into the details would take us too far afield. But if there’s something to the complaint that independent central bankers have failed to foresee and prevent financial crises, it’s worth remembering that at least from 1980 to 2005, the nonindependent central bankers usually did even worse. 

Taken together, it looks like independent central banks aren’t just a free lunch; they’re a lunch you get paid to eat. You get low inflation, no worse (and maybe slightly better) growth, and a lower risk of an imploding banking system. 




The Deep Roots of Independence and the Possibility of Choice 




Independent central banks rarely spring out of the earth fully formed; instead, as I’ve hinted, they’re some product of the choices of citizens, political leaders, the international investment community, and endless other factors. This brings us to a question that I’ve touched on but to which we now return because it’s so crucial for any claims that government rules really matter. Even if less democratic central banks predict better outcomes, how can we be sure that correlation comes from, say, the long terms of the central bank governors and not from, say, the broader political culture that tolerates leaving banking to the bankers, decade in and decade out? We saw earlier that when governments increase their level of central bank independence, fairly prompt declines in inflation result, but maybe the change in CBI is just a reflection of a rapid change in the political culture. Maybe culture runs the show and political rules merely reflect culture. Is that most of the story? 

Part of the answer is that of course the broader political culture shapes the setup of the central bank, the court system, and the rest of the bureaucracy. Let’s look at what some economists have said after looking at long-run, cross-country data. Alberto Alesina, coauthor of the 1993 paper that made central bank independence an obsession of the field, coauthored a paper in 2010 that looked back at decades of debates on the topic. He and coauthor Andrea Stella sum up one important critique that provides “some evidence against a negative correlation of Central Bank Independence with inflation; [the authors of the critique compare] average inflation rates [against multiple] country characteristics, concluding that economic fundamentals like openness, political stability, optimal tax considerations have a much stronger impact on inflation than institutional arrangements, like central bank independence.”¹⁴ 

So although Cukierman had found that CBI still helped predict lower inflation when you knew about some additional national characteristics, other researchers found that if you included other national characteristics—and I’d draw attention to the political stability measure myself—CBI became essentially useless as a predictor of lower average inflation. Princeton’s Alan Blinder, after serving as the vice chairman of the Board of Governors for the U.S. Federal Reserve System, wrote in his excellent, short, blunt, not-too-technical book Central Banking in Theory and Practice that 




a common, but not universal, finding is that countries with more independent central banks have enjoyed lower average inflation rates without suffering lower average growth rates. . . . However at least two qualifications need to be entered. First, the notably negative correlation between central bank independence and inflation . . . is not very robust. For example, it does not hold up . . . when other variables are considered. . . . Second, some recent studies have questioned whether correlation implies causation.¹⁵ 




Despite the muddled empirical evidence, Blinder, who has been a central banker himself and has met many more central bankers the world over, still takes it as pretty obvious that central banks should be insulated, at least to some degree, from the political process. That said, he is no full-throated critic of democracy. Much of his essay is a discussion of the importance of being accountable to the citizenry, and he doesn’t see democratic politicians as uniquely shortsighted. Blinder quips, “Politicians in democratic—and even undemocratic—countries are not known for either patience or long time horizons. Neither is the mass media nor the public.”¹⁶ He goes on: 




Knowing this, many governments wisely try to depoliticize monetary policy by, e.g., putting it in the hands of unelected technocrats with long terms of office and insulation from the hurly-burly of politics. . . . I conclude that central bank independence is a fine institution that ought to be preserved where it exists and emulated where it does not.¹⁷ 




Blinder knows that CBI isn’t a uniquely powerful predictor of low, stable inflation, and yet he still believes that CBI is a good thing. As we’ve seen, there are good grounds for supporting central banks that are largely detached from day-to-day politics. We have the crude cross-country relationships in Figures 3.1, 3.2, and 3.3; we have the case studies and formal statistical analyses of countries like New Zealand that created a more independent central bank and then quickly lowered their inflation rates; and we have a good-sounding story—the parable of Rogoff’s conservative central banker—that shows us how a little political detachment, in the form of some credible delegation, can go a long way toward better policy decisions. 

This brings us to the question of what it means to argue for institutional reform, what it means to try to change one part of the political system when we know that the political system we live in is already shaped by voters, culture, and private economic interests at home and abroad. Why bother telling a train conductor how to steer a one-track train? 

The broader question of how to give advice to people who are already hemmed in by reality is too big to ignore. In 1960, the late Harvard economist James Duesenberry made a related point, while critiquing the rational choice theory of then-future economics Nobel laureate Gary Becker: “Economics is all about how people make choices. Sociology is all about why they don’t have any choices to make.”¹⁸ 

I’m glad to admit that in this case, the sociologists are mostly right. But I’ll still argue for small, and even for moderate-sized, political reforms, because every democratic political system seems to contain what my George Mason colleague Bryan Caplan calls slack—some range of political motion where a smart person with a good idea can push for a policy reform that makes things a little better.¹⁹ 

While this isn’t the place to argue for the existence of free will, it is the place to argue for the existence of slack, of political wiggle room. Political choices are made from menus, and if your idea isn’t on the menu, there’s no chance it will be chosen. That’s why this book has a lot of different ideas. Some will fit onto one nation’s menu, others onto another’s. And that’s part of the reason why this book mostly focuses on small to medium-sized reforms. These are the reforms that a smart adviser or a small political movement can hope to slide into a bill at the last minute, reforms that often don’t require a massive change in the national culture, or reforms that can conceivably be enacted in a time when voters have a fairly generic demand for change. It’s usually just a bit of tinkering, even if that tinkering pushes political power 10% further away from the voters. 




About That Phone Call 




Years ago I heard a joke at a luncheon held in honor of Robert Mundell, the Canadian economist who had just won the Nobel. I can’t recall who told the story, which went something like this: 




An economics professor got a call from his old graduate school classmate. His old classmate had been born abroad, and after graduate school had returned to his home country. Now, decades later, the classmate had been appointed to run his nation’s central bank. The new central bank president invites the economics professor out for a visit. The professor enters his old classmate’s fine new office in the central bank headquarters, congratulates his old friend, and both take their seats and start to chat. 

Soon, the banker’s smartphone rings; the central banker glances at his phone and says that this is a call he has to take. Like in an old Bob Newhart bit, the professor only hears one side of the conversation: 

“No.” 

“No.” 

“No.” 

“No.” 

“No.” 

“No.” 

“Yes.” 

“No.” 

“No.” 

“No.” 

And then the central banker hangs up. The puzzled professor asks his friend who that was. His old friend tells him, “That was the finance minister.” Then the professor asks the obvious question: “Why did you answer ‘yes’ that one time?” The central banker: “He asked if I could hear him.” 




The room loved the joke, because it made the point that if you want to be a good central banker, you have to be Doctor No. You have to take a stand and be strong in the face of political pressure to lend to either the government or to the friends of the government. It was a simple story that explains some big facts about the political system, and it gives my fellow economists advice on how to make the system better, one No at a time. 

I started this chapter with a cliché, and I’ll end it with another: the best things in life are free. An independent central bank, free from the daily influence of elected politicians, free from the daily influence of democracy, is one of those best things. I noted that former Federal Reserve official Alan Blinder saw the benefits of independent central banks, but I didn’t mention this passing comment he made: “While many democratic societies have independent central banks, every one leaves tax policy in the hands of elected politicians. In fact, no one even talks about turning over tax policy to an independent agency. Why? I leave this question as food for thought, perhaps for another day.”²⁰ 

In the next chapter, that day arrives. 
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The 2% Solution 




Nonaccountability [e.g., restricting the power of voters to punish government officials] is most desirable when (a) the electorate is poorly informed about the optimal action, (b) acquiring decision-relevant information is costly, and (c) feedback about the quality of decisions is slow. Therefore, technical decisions, in particular, may be best allocated to judges or appointed bureaucrats. 

ERIC MASKIN AND JEAN TIROLE 




PRINCETON’S ALAN BLINDER HAD a whirlwind career in Washington: President Clinton asked him to serve on his Council of Economic Advisers, and then eighteen months later, Blinder took the second most powerful job at the Federal Reserve: vice chair. Nineteen months after that, he was back at Princeton. Three fast years near the pinnacles of power, and Blinder has been remarkably candid about what he learned over those three years. In an excellent essay in Foreign Affairs, “Is Government Too Political?” Blinder explains the differences between decision making in the White House compared to the Federal Reserve: 




Regardless of who is president, life at the White House is fast paced, exhilarating, and of necessity highly political. . . . At the Federal Reserve, on the other hand, the pace is deliberate, sometimes plodding. Policy discussions are serious, even somber, and disagreements are almost always over a policy’s economic, social, or legal merits, not its political marketability. . . . The Fed does not always make the right call, but its criteria are clearly apolitical. And its decisions are arguably better, on average, than those made in the political cauldron.¹ 




Blinder then asks and begins to answer the big question: 




What accounts for the different styles of decision-making? The White House and Congress are supposed to be political venues. Where else should a great democracy hash out its political differences? But the Fed is an independent agency. Independent of what? Well, mostly of politics.² 




So the central bank usually makes better decisions than the politicians, and the big difference is that the central bank is independent of . . . Blinder calls it politics, but let’s call it . . . democracy. Could the rest of government—or at least some of the rest—make better decisions if more power were moved away from the politicians and voters and toward independent agencies like the Fed, agencies where top appointees have long terms and are allowed to focus on policy rather than politics? I’ll turn to Blinder’s answer toward the end of this chapter, but first let’s remember that the rich democracies already have an entire branch of government that works just like the Federal Reserve: the judiciary. 

Central banks may be a part of government that’s mostly run by unelected economists with long terms of office, but that’s a fairly recent development. For centuries in many of the rich democracies, the judicial branch has been even more completely handed over to unelected lawyers who have long, often lifelong, terms of office. This undemocratic practice is mostly taken for granted, rarely criticized to any substantial degree. Writing about the U.S. high court in 2018, Ezra Klein of Vox notes, “The Supreme Court has always been undemocratic.”³ 

Indeed, across the political spectrum, people applaud the undemocratic imposition of policies such as marriage equality, gun owners’ rights, racially integrated schools, or radical religious liberty on an often-hostile citizenry. The “independent” judiciary—again, that code word that really means “undemocratic”—is one of the crowning achievements of the world’s legal systems. 

In the rich democracies, the higher courts—courts that set broad decision-making rules for trial courts—have appointees with long terms, and they make decisions by committee. For example, the European Court of Justice has twenty-eight members with six-year renewable terms (though it frequently employs smaller panels of judges), the Japanese Supreme Court has fifteen members with life tenure until age seventy, and the U.S. Supreme Court has nine members with lifetime tenure. The multimember panels dilute the power of any one judge and allow court decisions to take some advantage of the law of averages so that one mistaken judge is less likely to be the decisive vote. As a group, these judges have final, independent authority over broad swathes of legal decision making. The merits of an undemocratic judiciary are rarely questioned, and when the merits are questioned, the arguments rarely go beyond anecdotes and partisan complaints. But since I want to apply the logic of less democratic central banks and quite undemocratic judges to much of the rest of government—to electricity and telecommunications regulation, to city treasurers and beyond—we’ll need to go beyond punditry and into the realm of scientific inquiry. 

Fortunately, economists and other social scientists have collected and analyzed data to help answer the question of whether an independent judiciary is better than a political judiciary. We’ve just reviewed the research on central bank independence, which offers the best evidence I know of on the question of whether we’re on the wrong side of the democracy-versus-bureaucracy Laffer curve. But the next largest body of statistical evidence comes from research on the judiciary. The United States in particular, with its fifty states and a variety of methods of choosing judges—partisan elections, nonpartisan elections, and nomination by expert committee are the big three—comes close to a laboratory for evaluating different ways of picking these local autocrats. And while the media often discuss morally laden judicial issues like the death penalty, abortion, and broad human rights issues, issues where the right decision is largely a matter of personal preference, judges also make quantifiable financial decisions where there’s a better chance of reaching broad agreement on the best possible outcome. 




All Judicial Decisions Are Local 




If there’s one thing you’d expect an elected judge to do, it would be to stick up for the people who put her or him into office. Amateur cynics think that means that elected judges will favor the big businesses that paid for their election campaign, but a professional cynic like me thinks that means that an elected judge will stick up for the voters. Let’s look at the evidence that elected judges pay attention to the voters. 

The temptation of elected judges to favor local citizens over outsiders shows up in this blunt quote from an elected judge, Richard Neely of the West Virginia Supreme Court of Appeals, the highest court in West Virginia: “As long as I am allowed to redistribute wealth from out-of-state companies to injured in-state plaintiffs, I shall continue to do so. Not only is my sleep enhanced when I give someone else’s money away, but so is my job security, because the in-state plaintiffs, their families, and their friends will reelect me.”⁴ 

Economists Eric Helland of Claremont McKenna and my George Mason colleague Alex Tabarrok found formal evidence that Neely wasn’t the only judge thinking that way. Across the United States, elected judges typically favor home-state citizens. Drawing on thousands of state court lawsuit trials—torts—from 1990 to 1995, they first found evidence for the fairly obvious fact that state judges give bigger awards when the defendant—the person being sued—was from out of state rather than in state.⁵ That could reflect a general bias against outsiders; it could also reflect the fact that in most states, the deepest pockets, the biggest corporations with plenty of money to pay out, are typically out of state. It’s likely a bit of both, but that anti-outsider tendency isn’t what’s of interest here. What we care about is whether the elected judges within a given state are more generous than the appointed judges in that same state when the person being sued is out of state. And indeed elected judges are more generous: the average award paid by an out-of-state defendant was about $140,000 higher when the judge was elected rather than appointed. 

That $140,000 difference wasn’t mostly because the judges were tougher on the median losing defendant, the typical person who had to pay out; it’s mostly because elected judges were more likely to hand out huge awards to a minority of the cases. This difference between the average (the mean) and median (the typical outcome) is worth thinking about. If you look at average (mean) awards, then a single million-dollar payout counts for more in the statistics than dozens of thousand-dollar payouts. As the cliché goes, if Mark Zuckerberg walks into my classroom, then the average person in my classroom is a billionaire—but the median person is still a thousandaire. That mean-median distinction could have been shaping the Helland-Tabarrok results, so they wisely checked to see if that was the case, and as so often when you look under the hood of a statistical analysis, that’s when the results got really interesting. 

First, they report that judges who get their jobs in nonpartisan elections behave about like appointed judges in their sample, so after their first tests, they pool together the appointed and nonpartisan elected judges and call the whole group “nonpartisan.” The judges who run in partisan elections are the real object of interest here; they’re the ones doing most of the work of getting out-of-state defendants to pay more—they’re the ones acting like, well, like politicians. 

If you ranked the payouts by size, the median out-of-state payout was $38,000 bigger if the judge was partisan, but the out-of-state payout at the 75th percentile—so a quarter of payouts are still bigger than that—was an amazing $304,000 larger with a partisan rather than a nonpartisan judge. 

So when the payouts are well above average, partisan judges are vastly tougher than nonpartisan judges on outsiders. Is that a bad thing? Could a reasonable person make the argument that this is all for the best—that getting outsiders to pay up big time in lawsuits is better? If we see the judge’s job as sticking up for the best interests of the state, perhaps getting outsiders to pay money to state citizens is a reasonable way to go about that. Or perhaps such highly visible judgments will scare away businesses that were thinking of relocating in your state—businesses surely worry about lawsuit liability when deciding where to locate. Maybe extracting more wealth from outsiders is good for the state; maybe it’s bad. 

I could spend the rest of this chapter trying to chase down data on both possibilities, but I won’t. For us, the big message of Helland-Tabarrok is that elections matter and partisan politics matter. How we choose our judges matters for cash-on-the-table outcomes. You might think that judges are all the same—that they all went to fancy law schools, and they all socialize together, and they’re all out of touch with regular folks, so it doesn’t matter how they got their job. But it matters. Judges who are more independent of the voters make different decisions. 




Elected Judges Are More Likely to Be Ignored by Their Colleagues 




Lawyers have one favorite way to judge who’s a good judge: citations. If a lot of judges refer approvingly to an old case judgment that you wrote, then you’re a good judge. The law tends to be conservative in the sense that a judge likes to be able to show that her judgment is rooted in precedent, in established, well-argued principles. In real life there may be a trade-off between an “established” principle and a “well-argued” principle, since some established principles of law can be based on horrible but politically popular reasoning. But for our purposes, what matters is that when a judge is casting about for a way to come to a decision that will stick, a judgment that’s less likely to be overturned by a higher court, she’ll look for well-written judgments written by others in her profession. And the legal opinion she’s citing doesn’t even have to be a winning judgment. Judicial dissents that you agree with are a great way to build a case for your own currently controversial view, a great way to lay the groundwork for judicial innovation. So whether you’re going along with the dominant paradigm or trying to subvert it, citing old judicial precedents is a path to success. 

Whose judicial opinions are more likely to be cited? In the language of the field, which judgments are “higher quality”? Opinions written by appointed judges. This question has been investigated quite a few times by different scholars, and they reach the same conclusion, so let me turn to the most comprehensive study of the issue, by Elliott Ash and W. Bentley McLeod: “Judges selected by nonpartisan elections write higher-quality opinions than judges selected by partisan elections. Judges selected by technocratic merit commissions write higher-quality opinions than either partisan-elected judges or non-partisan-elected judges.”⁶ 




The Merits of Merit Commissions 




These “technocratic merit commissions” are the most common method for appointing judges in the United States, and similar methods are used the world over, so it’s worth looking at what goes into them. Here’s a standard case: A committee of lawyers, laypersons, and current and perhaps former judges comes up with a list of potential judicial appointees, and (in the case of U.S. states) the state’s governor then picks judges from that list. Once the governor picks you, you’ve got the job: there’s often no state senate confirmation, and never an election campaign. You just start listening to cases. 

The merit commission approach varies around the world. In some countries, including India, the judges are essentially an independent, self-appointing class: judges have almost sole discretion to appoint new judges. In Israel, judges are appointed by a nine-person committee that includes three Supreme Court judges, two more lawyers who represent the Israel Bar Association, and four politicians. In practice, the lawyers defer to the judges, so the Supreme Court has broad power to choose new judges throughout the legal system, and judges have permanent appointments until age seventy. In Japan’s system, judges largely appoint other judges (except for the Supreme Court, where the cabinet nominates and the emperor concurs). A Japanese 




judicial career begins with entry to the [court-run Legal Training and Research Institute] LTRI. . . . Upon graduation [from the LTRI] those interested in a judicial career apply to the Supreme Court for appointment as assistant judges. Although appointment is formally made by the cabinet from a list of nominees presented by the Supreme Court, selection is actually made by the central personnel bureau of the Court’s secretariat, which prepares the list [emphasis added]. Assistant judges are appointed to ten-year terms. At the end of those ten years, they are eligible for appointment as full judges, again for another ten-year term. Reappointment is routine.⁷ 




The United Kingdom’s post-2006 system of selecting judges is simple and quite independent of the voters: “Since April 2006, judicial appointments have been the responsibility of an independent Judicial Appointments Commission. . . . All appointments are made by open competition. The Commission recommends candidates to the Lord Chancellor, who has very limited power of veto.”⁸ 

If you’re interested in becoming a judge in the United Kingdom, a crucial and powerful government official, I suggest checking the jobs list at www.judicialappointments.gov.uk. (As of this writing, there’s currently a circuit judge job available paying 135,000 pounds per year, and a spot on a high court will be available soon.) So in many countries, the extremely important judiciary is quite separate from the entire democratic process, operating on nearly a parallel path from the citizenry. 

This raises the question, Why restrict this approach to judges? Countries should also consider letting committees of economic experts appoint or at least formally nominate new central bank chiefs. A version of this process already happens quietly to some degree, since politicians sometimes discreetly ask the nation’s current central banker or a few leading economists and policymakers who would make a good replacement for a retiring central bank chief. Given the apparent benefits of merit commissions for judges and since politicians are already making such inquiries quietly and informally when filling a variety of top government positions, there’s good reason to encourage merit commissions for other nomination procedures. More nations should consider merit commission appointments to top jobs in independent agencies. 

A relevant analogy is the executive recruitment firm. There’s already a large, well-developed market in firms that help corporations pick new executives, and in my own field, a number of firms help universities search out top candidates for university presidents. In academia as in the corporate world, the process of picking a new leader works much like some state-level merit commissions: the search firm picks a few top candidates, those candidates come out for a few rounds of interviews, and then the board makes the final decision. Executive search firms rely on repeat business and reputation, so it’s relatively easy to tell which executive search firms are relatively good at picking winners. Asking an executive search firm to branch out and try picking some candidates who might become a new central banker, a new supreme court justice, or a new electricity regulator wouldn’t be much of a stretch. It’s worth a thought. 

Let’s extend that thought. An executive recruitment firm would rarely restrict its search solely to people who live in the same country where the business is located. But why do national governments typically insist on hiring their own citizens? There’s obviously a strong case for hiring the best talent in the world, and particularly in small countries, the best talent in the world probably lives in another country. In 2012, the British government wisely decided to hire a foreigner to run its central bank when it hired Canadian Mark Carney. Only years later did Carney eventually acquire British citizenship. Both Hong Kong and Botswana have foreign judges serving on a regular basis. And the U.S. Federal Reserve allows economists with foreign citizenship to serve in many top staff positions. Once the key political question turns from, “How do we grant maximum power to the sovereign people?” to, “How do we get the best results for the people?” the case for a government that hires the best in the world becomes far stronger. A merit commission should, barring good evidence to the contrary, search from the global talent pool. The title of President Jimmy Carter’s 1975 autobiography gets it right: Why Not The Best?⁹ 

Of course, there’s no reason to think that merit commissions will be run by perfectly objective, honorable, disinterested people who care only about the public’s well-being. We want them to search for the best, but any real-world merit commission will surely have its flaws and biases and its members will probably nominate a lot of their friends from college. The claim isn’t that merit commissions are utopian—just that they’re better than the other real-world alternatives. 




The Quality of the Elected Judge 




We’ve seen that opinions written by merit-appointed judges tend to get cited a lot. But maybe that’s just because the states that have merit appointment just have better people to draw from, or maybe the judicial culture in merit-appointment states produces judges who like to cite each other a lot. What would be nice would be to look within the same state and compare some judges who were merit appointed to others who were elected. Fortunately, enough states have changed their judicial selection methods over time that we can do just that. Indeed, sometimes judges selected under different methods are sitting on the same judicial panel, writing on the very same case. 

Ash and McLeod again: “We [compare] the performance of judges on the same court, making decisions in the same year, but selected under different systems.”¹⁰ Their overall conclusion, after running a variety of statistical checks: “We . . . find that compared to judges selected by voters, there is consistent evidence that judges selected by a merit commission are better at their jobs.”¹¹ 

Since merit commissions are the most common method of judicial appointment across the rich countries, it’s fair to say that in practice, appointed judges are better than democratically selected judges. 




An Economist’s Take on Less Democratic Judges Around the World 




Around the year 2000, a team of economists—Dartmouth’s Rafael La Porta, Yale’s Florencio Lopez-de-Silanes, Columbia’s Cristian Pop-Eleches, and Harvard’s Andrei Shleifer—took a serious look at the value of “judicial independence” as they called it.¹² Treating the nations of the world as separate laboratories, they checked to see if countries with judicial systems that were more independent from the political system had more of what they called “economic freedom,” which they defined as “security of property rights, the lightness of government regulation, and the modesty of state ownership.” 

A voluminous empirical literature in economics shows that measures of economic freedom tend to be reasonably good predictors of current prosperity and future economic progress, and they capture Adam Smith’s theoretical prediction that a high degree of economic laissez-faire tends to make a nation more productive and the typical citizen more prosperous. Since economic theory and evidence tell largely the same story, one wonders whether judicial independence helps create at least a bit more laissez-faire. And after spending the last few pages looking mostly at the U.S. experience, it’s time to return to a global outlook. 

Their measure of judicial independence combines three features: 




• The term length of supreme court judges 




• The term length of administrative court judges (often in charge of enforcing regulations created by the nation’s top executive, not by the legislature) 




• Whether judges pay explicit attention to the decisions of past judges—that is, whether case law is a key ingredient in each judge’s decision-making recipe 




Note that the first two have some overlap with measures of central bank independence (long terms mean you’re less accountable to the person who hired you), and the third has some overlap with our earlier measure of what makes for a good judge (sticking fairly close to old decisions creates predictability in the society). 

At the raw level of correlation, La Porta and his colleagues find these good outcomes in countries with more judicial independence. First, private property rights have stronger protection (so it’s harder for the government to just take your house without paying you for it, for instance). Second, it takes fewer steps to legally start a new business (less red tape). Third, there tend to be fewer employment regulations (so hiring is less like an undivorceable marriage). And finally, the government owns less of the banking system. Note that government-owned banks are key mechanisms that politicians use to steer funds to their favored groups, even though government-owned banks typically tend to hurt the economy as a whole. 

All of these raw correlations tend to be moderate to strong relationships. So at the most basic level, greater judicial independence predicts (even if it may not cause) a lot of traits associated with national prosperity. 

The next question is whether this correlation reflects much cause and effect. Maybe countries get rich because of a high savings rate or having good weather, and then they go out and buy fancy luxury goods like air-conditioning, low corruption, and judicial independence. That’s a possibility, so the authors do what social scientists almost always do: check to see if a nation’s level of judicial independence can still help you predict the four good outcomes I listed even if you already know things like the country’s income per person (maybe judicial independence is just a luxury good, not a cause of pro-market policy outcomes), how far the nation is from the equator (since nations close to the equator tend to be less productive), or the nation’s level of ethnic and linguistic diversity (since diversity is a frequent predictor of political conflict that might hurt the economy, hurt the political system, and make judicial independence difficult). 

In some bonus results, the authors also check to see if perhaps the real reason judicial independence predicts pro-market policy outcomes is that countries with independent judiciaries are also extremely likely to have British common law legal systems. Maybe the common law system—with not just a respect for judicial precedent, but usually accompanied by the full quiver of respect for property rights, rights of judicial appeal, jury trials, and all the rest—is the central driver of these raw correlations. Maybe we don’t need independent judiciaries with long terms; maybe we just need to hand out copies of Blackstone’s legendary Commentaries on the Laws of England. 

So they checked that too. And in the end, it turns out that their simple three-variable index of judicial independence still does a very good job of predicting stronger private property rights. Maybe the conventional wisdom is right and judges who hold their jobs for a long time and pay attention to past decisions are more willing to say “No!” when government officials want to take somebody’s house to build a highway or tell a business owner she can’t sell her engineering firm to a politically unpopular conglomerate. 

It turns out that even if you know that a nation officially uses British common law, even if you know how rich it is, how far from the equator, and how much diversity it has, greater judicial independence is still a robust predictor of stronger private property rights. By my reading of the paper by La Porta and his colleagues, greater judicial independence is also a solid predictor of less government ownership of banks, less labor market regulation, and less red tape to start a new business. (That’s a personal interpretation. Interpreting statistical results sometimes is a bit like evaluating a painting, a matter of taste.) 

Here’s how the authors themselves sum up their original, raw correlation results: 




Reducing judicial independence from . . . the United States [level] to . . . [the] Vietnam [level does the following] 




[It] reduces the property rights index . . . roughly [from the U.S. level] to Mexico or Nepal and halfway toward Vietnam, 




[It] raises the number of procedures on new entry . . . roughly to Italy or South Korea and two-thirds of the way toward Vietnam . . . 




[It] raises employment regulation . . . roughly to Belgium or Turkey and almost all the way to Vietnam . . . 




[It] raises government ownership of banks by 42 percentage points (roughly to Norway or Ecuador and compared to 99 percent for Vietnam).¹³ 




Making all of the fancy statistical adjustments I’ve mentioned cuts these relationships in half at most, and it cuts the property rights relationship back by only a third. If you’re trying to guess how laissez-faire an economy is, you could do a lot worse than to ask whether that nation’s top judges have terms of fewer than six years. And there’s good reason to believe that a lot of that is cause and effect. Elected politicians don’t want to spend too much time fighting independent judges, and independent judges, like central bankers, are more likely than politicians to focus on the long run, on the big picture. 




Post-Judicial Interlude 




Perhaps the time you’ve spent reading the first half of the chapter was time wasted. Most people in the rich, relatively low-corruption democracies take the undemocratic judiciary for granted. They see it as naturally a strength of “democracy” that our judges aren’t . . . what’s the word? Oh yes: “political.” But for me, it was important to think about just why undemocratic judges are a great idea—the long time horizons; the productive, heavily recycled form of decision making we call “judicial precedent”; the apparent effects on economic freedom—because those reasons for having undemocratic judges are probably going to turn out to be good reasons to make other government agencies and other government offices at least a little less democratic. 




Take It from Me: Don’t Let People Vote for the Local Treasurer 




Holding officials directly accountable to voters can result in lower levels of performance in complex policy areas. 

Alexander Whalley 




Economist Alexander Whalley of the University of Calgary looked at an elected job that combines a need for trustworthy behavior with a need for mastery of financial detail: city treasurer. Treasurers have the boring, technical, yet important responsibilities of making sure the city’s money isn’t stolen or lost, that taxes are paid on time, and that the city pays its own bills on time. On top of all this, treasurers handle the borrowing. They might ask small commercial banks for short-term credit lines to pay firefighters before the year’s property taxes come in, or they might go to large investment banks to help arrange a bond sale to borrow millions or even hundreds of millions of dollars for a decade. 

These are all tasks where corruption and incompetence are real possibilities, and where that same corruption and incompetence will make banks and investors reluctant to lend to the city. I come from Orange County, California, which in 1994 became what was at the time “the largest municipality in U.S. history to declare bankruptcy.”¹⁴ So I’ve thought a little about the question of whether treasurers should be elected or appointed. But before I tell you the Orange County story, let’s see what Whalley found. 

Some cities in California appoint their treasurers and others elect their treasurers. Cities can have elections to decide whether the city treasurer should be appointed by the city government; the default is that they’re elected. Whalley checks to see which kinds of cities have lower borrowing costs: ones with appointed treasurers or elected ones. The interest rate paid on a city’s debt is a useful index of how well the city is running its finances. Managing a city’s borrowing costs is complicated. Making your case to the financial system that your city is a good credit risk means focusing on a lot of details, and there are a lot of financial institutions that would love to make a California city pay high interest costs. If you can bring your city’s borrowing costs down by just a few tenths of a percent each year, you’re doing a great job. So Whalley’s overall question is this: Do cities with appointed treasurers pay lower interest rates on their debt? 

Any particular California city might have lots of reasons for paying a different interest rate from the city next door. It might have a lot of citizens with lower education levels, it might have a lot of children enrolled in school who eat up revenue and whose parents aren’t paying much in taxes, or it might just be a small city that could be put at risk if one big employer moves out of town. A more obvious reason might just be that one city might start off with a lot more debt than another. Whalley shows that even if you know all of those facts about a California city, plus many more, the appointed treasurers are able to get lower interest rates on the city debt—about half a percentage point lower on average—than elected officials. In his basic tests, appointed treasurers win hands down. 

But maybe there’s some other feature of the city that he didn’t quite catch—a statistical je ne sais quoi. He has two more tricks up his sleeve from the standard statistical tool kit. First, he treats every city as its own experiment and looks just at differences in interest rates before and after a city switches to having an appointed treasurer. Over the period Whalley examined, 1992 to 2008, forty-three cities held referenda to ask whether they should switch to appointed treasurers. He’s therefore able to look at the before-and-after differences of these elections in two ways, and the second is worth our attention: regression discontinuity design (RDD). That’s roughly equivalent to comparing interest rates in cities that just barely voted for an appointed treasurer (like a 51% vote) to interest rates in cities that just barely rejected an appointed treasurer (like a 49% vote). In a case like that, a city that just barely accepts is probably a lot like a city that just barely rejects, so this is as close to an experiment as we’re likely to get outside a petri dish. 

This RDD method finds an even bigger benefit of appointed treasurers: seven-tenths of a percent lower interest rates every year. The average city in the sample has about $30 million in debt, so that comes out to a savings of $210,000 per year. It’s probably worth giving up some local voice to get those savings. 

The story of city treasurers offers a great argument for appointed jobs and a great way to ridicule a key argument for elections. One of the folk arguments for electing government officials is “accountability.” Citizens, the story goes, need to be able to hold elected officials accountable, and one way to hold them accountable is to retain the right to fire and replace them. But in the case of city treasurers, it’s easy to measure (much of) the job the treasurer is doing: just look at the interest rate on the city debt. But even when such a key quality index is so easy to measure, voting citizens do an awful job of keeping the city treasurer accountable. The better option is to let other city officials—the elected mayor, the city council, or maybe the appointed city manager—pick a treasurer and then keep an eye on the job she’s doing. Those city officials will surely notice if the treasurer is saving the city over $200,000 a year, even if voters are too preoccupied watching cat videos to do the job. 

This brings me to my childhood home, to Orange County, California, home to Disneyland, In-N-Out Burger, and the Nixon Presidential Library. The county itself has a separate government from the cities, and it runs quite a few programs and organizations. For instance, it’s in charge of John Wayne Airport, the sheriff’s office, and many public works projects. The county government is run by an elected board of supervisors, and it also has a treasurer. In the mid-1990s, when financial derivatives were first becoming a retail financial product, the county treasurer, Robert Citron, made the mistake of investing some of the county’s money in these derivatives, which were really bets that the nation’s interest rates would stay low. Instead, they rose—as the Federal Reserve tightened money early in the Clinton administration—and the treasurer lost a ton of the county’s money. Rather than admit his error, he essentially gambled for double or nothing on his bets—and you can guess how that turned out. Even the psychic whom Citron (actually!) consulted failed to find a solution to the problems Citron created. 

Within a few months, the county filed for bankruptcy. County services largely kept running, and it was mostly bond investors who took a bath. So who or what was to blame? The county sued Merrill Lynch, saying the bank gave the treasurer bad financial advice. Many regular voters in Orange County blamed the Democrats, since the county treasurer was a registered Democrat in a county that was then heavily Republican. But you can guess a major reason he did a poor job, even if it’s only part of the story. It didn’t start with a “D” or an “R.” It probably started with an “E.” 




Electricity and Telecom Regulation: Top of the Laffer Curve? 




Government regulators are another area where elections and appointments are two key alternatives. Partly because so many economists and lawyers are deeply involved in these industries—I’m told the consulting gigs are well paid, whether you’re working for the government or for the regulated industries—there’s been a lot of research on the subject. As with judges, the methods of selection vary across time and space, so we can compare a lot of before-and-afters and a lot of here-and-theres. As usual, it’s not truly an experiment, but it’s better than just throwing around anecdotes. 

So which method is better? Is this going to be as clear-cut as the central bank independence research? Whalley himself says in a footnote: “There is large literature on the effects of appointed and elected regulators that has generally found mixed results.”¹⁵ If that turns out to be the case, then that’s okay; it would suggest that there’s no big difference if your nation picks elected regulators or appointed regulators, and it’s a mere matter of taste. In a world where voters are routinely told that every election has earth-shaking consequences, it’d be comforting to hear that this time around, nothing much is at stake. Economists have to remind each other that that’s typically what happens when you’re making roughly the right choice. If you make a small mistake and buy a car that’s a little too fancy or you mistakenly keep your restaurant open an hour later than usual on Thursday nights, it won’t make that much of a difference. When you’re close to the optimal choice, a small mistake usually means you lose some benefits, but you lose just about the same amount of costs, so together the changes come close to cancelling out. 

Related: How do you check to see if you’re at the top of a mountain? By looking around to see if any place nearby is higher than where you are right now. And one way to tell if you’re near the top of the mountain is if almost everything around you is sky. That’s the way some researchers view the elected-versus-appointed regulator literature: one option isn’t obviously better than the other, so in their view, you’re close to the optimum regardless of your choice. That’s what it looks like when you’re near the top of the democracy Laffer curve: mostly sky. 




Captured Regulators: A Reason for Worry 




One risk of appointed regulators is that they’ll end up caving to the demands of industry insiders. Whether through explicit bribes or the promise of future jobs, industry incumbents—the big telephone companies, the big electricity companies—might be able to convince regulators to let regulated utilities rip off consumers and businesses. People need their phones and need their electricity, and there’s a lot of monopoly power there to exploit, so regulated businesses have a strong incentive to pressure any regulator for higher prices and lax quality requirements. 

The theory of regulator capture has some overlap with President Dwight Eisenhower’s worries about the military-industrial complex, which Ike discussed in a shocking and powerful speech toward the end of his presidency. He wanted to tell Americans that they needed to be vigilant about monitoring both the military and military contractors. He warned that in the post–World War II era, 




this conjunction of an immense military establishment and a large arms industry is new in the American experience. The total influence—economic, political, even spiritual—is felt in every city, every State house, every office of the Federal government. We recognize the imperative need for this development. Yet we must not fail to comprehend its grave implications. . . . 

In the councils of government, we must guard against the acquisition of unwarranted influence, whether sought or unsought, by the military-industrial complex. The potential for the disastrous rise of misplaced power exists and will persist. 

We must never let the weight of this combination endanger our liberties or democratic processes. We should take nothing for granted. Only an alert and knowledgeable citizenry can compel the proper meshing of the huge industrial and military machinery of defense with our peaceful methods and goals, so that security and liberty may prosper together.¹⁶ 




Note that top military officials and top electricity regulators have something in common: they’re both interacting closely with the same small number of large businesses on a regular basis, and it’s often the government official’s job to give bad news to those large businesses. A regulator might turn down an electricity price increase, and a top general might turn down a new, deeply flawed weapons program after the military contractor has already spent tens of millions in research and development. 

Judges, by contrast, even judges who focus on large civil cases, are likely to deal with a vast, ever-changing variety of industries. In fact, it’s common for cases to be assigned to judges randomly. From the point of view of a private business, buying off a judge for a decade or two—through, say, the promise of a plum job after retirement—is a riskier investment than buying off a regulator or a top admiral with a similar promise. If your firm needs the judge only once or twice over two decades, then maybe the soft bribe of a future job is worth it, but probably not. But when your business is dealing with the same government officials month in and month out, it’s far easier to see the winning financial case for owning a regulator—or for owning an admiral with a lot of influence over naval radar procurement. 

The cynical, and thus plausible, case for electing electricity and telecom regulators is that the fear of looming elections will discourage regulators from selling out completely to the industries they regulate. The power of voters is a form of what Harvard economist John Kenneth Galbraith used to call “countervailing power”: power that has a chance to stand up to dangerous forces. 

But just because there’s a problem doesn’t mean there’s an easy solution. The risks of the military-industrial complex that Ike warned about are real, but that doesn’t mean we should be voting for our admirals. There are benefits and costs to democratic checks on insider power, and as we’ve already seen, it’s pretty likely that in the case of judges, central bankers, and city treasurers, we’re probably better off with the devil of insider influence than with the devil of democratic influence. 

Maybe those lessons apply to regulators, or maybe not: the tale of the tape will tell. That’s one reason academic researchers dive into such deep detail to see if less democratic appointed regulators are better or worse than more democratic elected regulators. Measurement matters. 




Shortsighted Voters, Fearful Investors, and a Repeated Theme 




The United States is the most widely studied case for electricity regulation, so it will be our starting point. Tim Besley of the London School of Economics and Stephen Coate of Cornell report the following patterns, partly based on their own work and partly based on the work of others:¹⁷ 




• In states with elected electricity regulators, consumer electricity rates are lower compared to states with appointed electricity regulators. 




• In states with elected electricity regulators, public utilities have lower bond ratings and pay higher interest rates—about a quarter of a percent higher on average. 




• In states with elected electricity regulators, there’s noisy evidence that overall points toward more blackouts and less quality improvement after previous blackouts. 




The evidence on the effects of elected electricity regulators isn’t as conclusive as the evidence for the costs of voter-dependent central banks. But taken together, it’s consistent with a simple freshman economics story where elected regulators tend to impose price ceilings for consumer electricity—a little like rent control—thus keeping prices low but at the cost of keeping the quantity (and quality) of supply low. The lower mandated prices are likely to cause less investment in electricity infrastructure. That means that with price ceilings, you might get more brownouts or blackouts, or it might be harder to build a new subdivision amid the restricted electricity supply, but for most consumers, the low rates feel like a free lunch. 

This first take at interpreting the facts flows from the economist’s instinctive revulsion toward price controls. We can tell you all about their obvious visible benefits and the hidden costs: you’ll be happy about the lower costs when power is up and running, but when the power goes out, you probably won’t blame years of price controls for the thirty-minute loss of power. 

That’s one way to explain the facts: elected electricity regulators create artificial shortages, but most voters are okay with that, partly because most don’t know whom to blame when things go wrong. 

There’s another way to explain these facts, one with a long and noble tradition in the field of regulatory economics. Because governments often promise regulated industries a guaranteed “rate of return”—roughly a profit percentage—on every dollar’s worth of equipment they invest in the industry, regulated industries like electricity have a strong incentive to get as big as regulators will allow. A 7% rate of return on $10 million in capital equipment is a lot more money than a 7% rate of return on $5 million in capital equipment. This way of looking at the same facts means there’s a pretty good argument for voters as a form of “countervailing power” even if it means less electricity capacity. Appointed regulators cave to the call of utility providers to become big, but elected regulators turn a more skeptical eye and tend to keep the utilities small. Since government-created energy gluts are a waste of perfectly good resources, maybe some shortsighted voters who insist on low consumer prices are a practical fix for this chronic problem of expensive oversupply. 

That means that two theories can fit the same small set of facts, a fairly common outcome in any serious inquiry—it’s hard for an outsider to tell exactly how big or how robust a local utility network should be, even an outsider with access to lots of data. But there’s room for more thought on the topic. Dino Falaschetti, an economist at the Hoover Institution at Stanford University, looked at the telecommunications industry in the United States through the lens of freshman economics, and by paying attention to the details, he noticed something others had apparently missed: “This established theoretical setup yields a clear observable implication—i.e., if electing regulators expands [economic] surplus, then jurisdictions that elect regulators should be associated with relatively high levels of output [emphasis added].”¹⁸ 

Falaschetti realized that if consumers were doing a good job picking regulators, they’d choose regulators who set the price low enough so that consumers would want to buy a lot of telecom services! And at the same time, if consumers were doing a good job picking regulators, they’d choose regulators who set the price just high enough that telecom firms would still be willing to build out a network big enough to meet that high demand for cheap telecom services: cheap enough to be easily affordable, abundant enough to provide high-quality streams of James Brown’s “Star Time” on a Saturday night. That’s what a good consumer-focused regulator would get you. If consumers are going to exploit the capitalists, the consumers should at least get high-quality digital content out of the deal. 

But Falaschetti shows that elected telecom regulators instead oversee regions with “significantly smaller quantities of local [telecom] exchange services than do those where commissioners are appointed.”¹⁹ 

Falaschetti offers one possible explanation for why the simple optimistic theory of democratic regulation goes awry: the “capital levy problem.” In many regulated industries, the up-front fixed cost of capital investment is huge compared to the day-to-day marginal cost of running the industry. Utility networks are expensive to build, but keeping them going after they’re built is relatively cheap. So regulated industries fear that consumers will make up-front promises like this: “Hey, sure, we’ll gladly pay a high enough electricity price to cover both your building costs and your day-to-day costs” (fixed and marginal cost, respectively, in economics jargon). But after the network is built, after the electricity plants are completed and it’s more a matter of paying for this week’s coal supply and this month’s maintenance costs, consumers will ask themselves, “Why are we paying so much for electricity when it’s so cheap to produce?” 

Then, the capital levy story goes, consumers will demand that regulators cut the price of electricity down toward the marginal cost of electricity production. That means the people who paid for the factories to be built never get repaid because the price is high enough to cover day-to-day costs, but not much more. The final result is that consumers get the benefits of cheap electricity without having to pay most of the up-front costs. The consumers, in economics jargon, have extracted a capital levy. 

That sounds like a sob story, but it’s a sob story that no public utility CEO wants to live through, and as a result, utilities invest less in places with elected regulators in Falaschetti’s story. They don’t want to get left holding the bag, so they never pick up the bag in the first place. And notice that the capital levy problem has strong parallels with Rogoff’s conservative central banker from Chapter 3: if you leave the voters in charge of utility regulation, you’ll likely get fewer services, less reliable services, or both. The voters’ willingness to alter the deal—like Darth Vader did with Lando in Empire Strikes Back—makes that industry reluctant to strike big deals with voters in the first place. But if you delegate utility regulation to the trained experts—maybe even to experts who are friendly with industry—you’ll get a higher quantity and quality of service, at a slightly higher price. 

One more fact, this time from a widely cited survey of the elected-versus-appointed regulator issue, again from Besley and Coate: “We also show that states with elected regulators are less likely to pass through cost changes into prices.”²⁰ This isn’t a clinching piece of evidence in favor of appointed regulators, but it’s annoyingly memorable. If there’s one big idea in economic theory, one that matters for monopolies and fiercely competitive firms alike, it’s that if a firm is acting by an invisible hand for the benefit of society, then it’s going to raise prices when costs go up and cut prices when costs go down. For firms to send society the right signals about what’s abundant and what’s scarce, prices need to reflect real-world information about scarcity. Perhaps the finest version of the message was told by the Nobel laureate Friedrich Hayek in his wondrous essay “The Use of Knowledge in Society”: 




Fundamentally, in a system where the knowledge of the relevant facts is dispersed among many people, prices can act to coördinate the separate actions of different people. . . . It is worth contemplating for a moment a very simple and commonplace instance of the action of the price system to see what precisely it accomplishes. Assume that somewhere in the world a new opportunity for the use of some raw material, say, tin, has arisen, or that one of the sources of supply of tin has been eliminated. It does not matter for our purpose—and it is very significant that it does not matter—which of these two causes has made tin more scarce. All that the users of tin need to know is that some of the tin they used to consume is now more profitably employed elsewhere and that, in consequence, they must economize tin.²¹ 




So if tin—or coal, or oil, or windpower or waterpower—becomes scarce, markets tend to deliver the bad news. Appointed regulators are more likely to let regulated industries behave, at least in this way, more like an efficient, competitive market. They’re more likely, at least in this way, to let market signals do their job. You can imagine why elected regulators are more likely to keep retail electricity prices stable when electricity costs fluctuate: if you cut prices when the good news comes along, you’ll have to raise prices when the bad news comes along. And if there’s one thing we know about voters—about human beings in general—it’s that they obsess over bad news, which of course gets politicians thrown out of office. So from the point of view of an elected electricity regulator, it’s probably better to give no news at all rather than a mix of good and bad news. As I think the saying goes, “No news is news of a clear path to reelection.” 




There’s Independence—and Then There’s Independence 




In Europe and in the U.S. federal (as opposed to state) government, there’s no real option for elected regulators. Instead the options on the organizational menu are closer to the case for central banks: Are the regulators easy to fire? Do they have long terms? And of course these aren’t the only measures of regulator independence. In a study of European telecom regulators, the authors’ index of regulator independence included features such as these: 




• Whether the regulator oversaw multiple issues (like telecom plus electricity plus water), perhaps since, as with judges, it’s harder to buy off a regulator who only thinks about your industry less than half the time. 




• Whether the regulatory body has multiple members (a version of the law of large numbers we saw earlier; and perhaps it’s harder to buy off half of a regulatory panel than it is to buy off just one regulator). 




• Does the regulator have to report to two branches—the executive and the legislative—or just one? Just as a child can get away with more when she can play off one parent from another, so too can a regulator act more independently if she has two masters.²² 




This is a reminder: With central bankers as with industry regulators, independence isn’t a toggle switch; it’s a matter of degree. And remembering whom you have to be independent of is crucial. Yes, it’s often the shortsighted, ill-informed voters you need to resist, but the authors of this study, London-based researchers Geoff Edwards and Leonard Waverman, found that the strongest benefit of independent regulators was that independence helped regulators say no to the government itself. 

They looked at data from “the original 15 EU member states over seven years (1997–2003)” to see how independence affected a crucial element of competition: How much were big incumbent telecoms allowed to charge to upstart newcomers that wanted to interconnect through the incumbents’ networks?²³ So if a new France-based telecom wants to connect a call from France to Sweden by way of Germany, is the German telecom allowed to set a discriminatory high price just for newbies, perhaps as a ploy to curtail competition? Or does the regulator insist that the German telecom set a lower price, close to cost and close to the apparent prices that it charges other established competitors? This example is, of course, an illustration (details vary from year to year, industry to industry), but the question of whether new firms will be treated—let’s go ahead and use the word fairly—will shape whether your industry winds up with healthy competition between firms or with just a few high-priced regional monopolies. 

Edwards and Waverman found a clear result. Yes, regulator independence predicted lower (fairer!) interconnect prices, but that was driven by one crucial feature: whether the regulator was confronting a government-owned telecom. Professors often worry about whether big business will distort market competition, but it turns out that the old bumper sticker has a lot going for it: “Don’t steal: the government hates the competition.” Independent regulators were apparently more likely to stand up against telecoms owned by big government. 

Measuring true regulator independence of course involves a mix of art and science, of general rules and local knowledge. As with central bank independence, any measure of regulator independence is only a noisy measure of what we really care about—whether the regulator feels she has the power to say no. A World Bank report cautiously recommending greater regulator independence makes a relevant point here: no mere index of independence can fully capture true regulator independence: “Some argue that governance traditions in some countries make independence illusory—` If the Palace calls, the regulator will comply.’ Certainly, adopting even the most sophisticated law will not magically transform the basic institutional environment. Nevertheless . . . creating such agencies is worth the effort, even in more challenging environments.”²⁴ 




The Golden Rule of Independence 




In this chapter and the previous one, there’s one element of independence that I haven’t mentioned so far—but shows up often when lawyers discuss the question of agency independence: Who pays the bills? In the United States, according to Lisa Schultz Bressman and Robert Thompson, both of Vanderbilt, “several of the [finance-oriented] independent agencies have funding sources, usually from users and industry, which frees them from dependence on congressional appropriations and annual budgets developed by the executive branch.”²⁵ 

Regulatory agencies are just like Regency romance novels: to feel a certain personal independence, it’s important to have a clear financial independence. The power of the purse is something that regulators respect. The most famous case of financial independence in the United States is that of the Federal Reserve, which has total discretion in how it spends the interest on the investments it holds and how it spends the money it earns from the fees it receives for clearing millions of checks every day. I’ve been fortunate enough to eat at various Federal Reserve banks when attending research conferences, and I can tell you that they aren’t spending the money on the food and wine, or if they are, they’re wildly overpaying. And in fact, the Fed returns the overwhelming majority of the fees and interest they earn each year. So whatever price we’re paying to let my fellow economists run the Federal Reserve System, it’s likely worth it as long as we’re getting low and stable inflation. 

The case for financially independent regulatory agencies is just a matter of applying to regulators the intuition that America’s founders had about judges: Article III of the U.S. Constitution states, “The Judges, both of the supreme and inferior Courts, shall . . . at stated Times, receive for their Services, a Compensation, which shall not be diminished during their Continuance in Office.” If Congress doesn’t like a federal judge, they can’t starve her out of office by cutting her pay to a dollar a year. They have to impeach and remove her, in meetings akin to a court of law. They actually do this every so often. The most recent impeachments of U.S. federal judges were in 2009 and 2010, and both involved horrible crimes. One judge resigned before he could be removed from office, and the other was both removed and barred from ever again holding federal office. 

Few regulatory agencies are going to get funding guarantees written into their nation’s constitution, so an independent funding stream is the next best path. For instance, in their study of European telecom regulation, Edwards and Waverman treat fee-based funding as a sign of regulatory independence: having to ask the government for annual appropriations, in their view, obviously weakens the political independence of the regulator. The independent funding streams will differ from regulator to regulator: citizens could let antitrust regulators collect and keep the fees from the industries they regulate so they can avoid asking the legislature for an extra statistician who can help crunch data. Let the nation’s patent office impose a small tax on patent applications so the office doesn’t have to face down the legislature’s appropriations committee each year—and indeed, this is actually the case in the United States since its Patent and Trademark office pays for itself through fees. 

This approach should obviously be expanded. If the legislature gets really upset about how the regulator is spending the fee revenue, it can always hold a special hearing—but otherwise let’s give regulators about 10% more distance from democracy. 




Appointed Legislators: The Blinder Proposal 




The quote that begins this chapter—by Nobel laureates Maskin and Tirole—suggests that when it’s crucial to get the technical details right and when the policy debate is less about values and more about facts and competent execution, that’s likely a good opportunity to delegate power to unelected bureaucrats. Princeton’s Alan Blinder has been thinking along the same lines for over two decades. As we saw at the end of the previous chapter, after his time in the White House and at the Fed, Blinder pondered whether tax legislation would be better handled by an organization like the Federal Reserve rather than the way it’s handled now: through a political battle between Congress and the president. He fleshed out these thoughts in an excellent 1997 essay in Foreign Affairs, entitled “Is Government Too Political?” In 2018 he returned to the same issue, this time at book length. The end product, Advice and Dissent: Why America Suffers When Economics and Politics Collide, retains one of the great strengths of his earlier writings about American politics: candor about the way things way things really work in DC. He starts the book off with a good story. In January 1993, President-elect Bill Clinton, a man who knows something about how politics really works, gave Blinder some sage advice on how to how to pose for a photo-op: “Alan, now you’re supposed to say nothing and look profound.”²⁶ 

Alas, that’s not just advice for looking good on the front page of the New York Times. It’s often what politicians hope economists will do when asked for advice: stay quiet and give the impression that the intellectual heavyweights support whatever the politicians decide on—experts as window dressing. 

Blinder hopes for more than that. Indeed, he insists that a well-run country needs more than that. And since he’s a strong supporter of independent central banks, he suggests extending that approach to tax policy. And while he doesn’t suggest a precise percentage, Blinder recognizes that his approach might well slightly reduce a nation’s level of democracy: “What I meant to suggest twenty years ago, and even more so today, is that a few economic policy decisions might be made better by technocrats than by politicians—and with no substantial diminution of democracy.”²⁷ Is 10% substantial? I’d say so, though just barely—so perhaps Professor Blinder is thinking more about a 2% diminution of democracy. A good place to start. 

After running through a few areas where the U.S. government already has allowed unelected experts to run most of the show—monetary policy, fast-track trade treaty authority, and the 1990s military base closings—Blinder turns to his big proposal: “[A] Federal Tax Board (FTB) patterned on the Federal Reserve Board. Its members would be presidential appointees, confirmed by the Senate for long terms.”²⁸ 

We’re in familiar territory now, applying the wisdom of independent central banks to the tax code. Here’s his sample FTB charter: “The board shall design, implement, and maintain a tax system that promotes the long-run growth of the economy with due respect to the goals of fairness, simplicity, and efficiency.”²⁹ He suggests that Congress should decide the broad parameters (What fraction of national income should the federal government take in the average year? What percentage of the taxes should by paid by the top 1% of earners? What share should be paid by corporations versus individuals?) and then let the FTB do its job. Let Congress decide on the values, let the FTB iron out the details. Blinder is quite certain that such a system would be far superior to the status quo: “The FTB could go to work designing tax laws that are much fairer, far simpler, and immensely less distortionary than those we have now.”³⁰ 

He’s right. If there’s one thing we know about tax experts, it’s that they’d never design a tax code as cumbersome as the one we have. And if there’s one thing we know about legislators, it’s that they can’t resist the temptation to carve out one more special exception in the tax code, for either a favored corporation or an emotionally resonant, politically organized group of activists. When the cameras are off, politicians pander to the powerful; when the cameras are on, they pander to us. Either way, it means a tax code full of carve-outs—Swiss cheese, but for funding the commonweal. 

Blinder’s FTB would be a big step forward for delegated authority, for giving legislative power to unelected experts, and it’s a policy that any rich democracy could embrace. More than that, it opens a window to a world where elected officials stick to their strength: listening to voters and setting broad parameters. For centuries, democracies have left the actual execution of the law to unelected bureaucrats, while slowly moving in the direction of leaving more and more of the details of law—the regulations and procedures that flesh out the minutiae—to those same bureaucrats. The best evidence suggests that if the rich democracies take more steps in that same direction, there’s a good chance of big benefits with little risk of big costs. Those are the kinds of steps it’s smart to take. 

I’ll close with Blinder’s conclusions on the merits of handing legislative power to his FTB: “Is technocratic tax writing a wise thing to do for the public interest? . . . Some might argue no . . . that conferring so much power on a group of unelected technocrats is undemocratic. They have a point. But I disagree, for many of the same reasons that underpin the independence of the Federal Reserve.”³¹ 

After reviewing the democratic checks included in his FTB proposal—essentially the same as the democratic checks on rich-country central banks—he concludes with words that embrace the wisdom of 2% less democracy “Such judgments are always in the eyes of the beholder, but that list creates enough political legitimacy for me.”³² 
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This Chapter Does Not Apply to Your Country 




The question now is whether most adults are sufficiently competent to participate in governing the state. Are they? 

ROBERT DAHL 




THE AMERICAN CONVENTION ON HUMAN RIGHTS, drafted in 1969, signed by dozens of states across Latin America, and in force since 1978, says that the right to vote can legitimately be taken away from those who don’t have enough education. And that’s not the only legitimate path to losing the right to vote, according to the Convention. To quote from Article 23: 




Every citizen shall enjoy the following rights and opportunities . . . to vote and to be elected in genuine periodic elections, which shall be by universal and equal suffrage and by secret ballot that guarantees the free expression of the will of the voters. . . . 




The law may regulate the exercise of the rights and opportunities referred to in the preceding paragraph only on the basis of age, nationality, residence, language, education, civil and mental capacity, or sentencing by a competent court [emphasis added] in criminal proceedings.¹ 




The UN’s High Commission on Human Rights is well aware of the convention’s potential restrictions on the right to vote. In one recent book, the High Commission draws attention to one of the above restrictions: “Article 20 [of an earlier declaration on human rights] guarantees the right to vote and participate in government, but article 23 of the Convention permits these rights to be limited on the basis of, inter alia, language.”² 

This convention is still in force for twenty-three of the original twenty-five signatory nations, including the large, middle- to upper-middle-income nations of Mexico, Brazil, Argentina, and Chile. This portion of the treaty has never been stricken. Restrictions on the right to vote, based solely on the level of a person’s education, are within the range of international law. 

The core question for our purposes, of course, is not whether such restrictions are legal but whether they are wise. For instance, if a high school diploma were a prerequisite for voting, would a rule like that improve government quality? Before turning to that question, let’s try another one first. If those with more than a high school education were forbidden from voting, what would happen to the quality of government? Think about that for a moment. 

You can see where this is going. Informed voters matter in democracies, and while there are lots of exceptions, the rule is clear: the more educated tend to know more about how government works and about how different policy proposals—even well-intentioned ones—may or may not work as planned. 

On average, more educated voters bring more information and more intelligence into the voting booth. Since politicians pander to voters, not to nonvoters, then any improvement in the skill level, the information level, or the human capital of voters will mean that politicians will be pandering to customers who know more about the product. A broad swath of political thought, formal and informal, philosophical and empirical, strongly suggests that voters who know more about politics and policy and the world around them are likely to push the government in a wiser direction. 

Before I turn to that line of reasoning, let’s ask just how restrictive a universal high school diploma voting requirement would be. We’ll find out that it will often be too restrictive—and it should be opposed when it is—but let’s look at the facts first. Within the rich democracies, the focus of this book, the vast majority of citizens graduate from high school, and across these countries, the majority of most of the widely studied ethnic and cultural groups also graduate from high school. For example, in Japan, over 85% of members of the historically disadvantaged Ainu ethnic group aged forty and under have completed twelve years of school.³ One government study of English data reported that in recent years, no ethnic group analyzed in the study—including those of Caribbean African descent, Pakistani descent, and Indian descent—had less than a 70% passage rate on the General Certificate of Secondary Education battery of exams, the equivalent of a high school diploma.⁴ And in the United States, among those who begin ninth grade, 91% of Asian American/Pacific Islanders, 76% of African Americans, and 79% of Hispanic-Americans graduate on time with a high school diploma four years later.⁵ 

So the first lesson is that a blanket rule requiring a high school diploma to vote would mean substantial levels of democratic representation for many historically disadvantaged groups. But some groups would see their representation levels plummet; for instance, the American Amish tend to quit school after the eighth grade. And in Canada, members of the First Nations on average have a high school graduation rate of 38%, according to the Chiefs Assembly on Education.⁶ 

Toward the end of this chapter, I consider ways to address these important cases. And since I’m suggesting only 10% less democracy, a blanket high school diploma voting requirement for all voting would be bad in those cases. I’ll keep the high school diploma voting requirement as a benchmark, a way to focus on the value of informed voters, but it’s not a universal recommendation. 




How Many Conspiracy Theorists Does It Take to Cripple a Democracy? 




From Plato to [John Stuart] Mill it has been argued that education and “intelligence” are preconditions for political rights. 

Ludvig Beckman 




What would likely happen to government quality if only those with a high school diploma could vote? Here we have quite a lot of data, because public opinion polls typically ask about a respondent’s highest education level. And the data are unambiguous: the more educated a person is, the more likely she is to know something about what the government is doing. She’s more likely to have actual facts in mind and less likely to believe urban legends and conspiracy theories. 

First, at the most basic level, those who are more educated are more likely to know what the government actually is. In one relevant study, public opinion researcher Vincenzo Memoli of the Università degli Studi di Catania looked at Italian survey data from the early 2000s.⁷ Memoli’s study measured political knowledge by asking Italian citizens questions like the name of the Italian prime minister (about two-thirds of Italians got that right) and if they could identify which political parties were on the left and which were on the right (about six-sevenths of Italians answered correctly, a little better). Memoli assembled the answers from these questions to give each respondent a total political knowledge score of 0 to 9. In his sample taken in 2001, for people with a college degree, the average score was 7.7. For people who had finished only elementary school, the average score was 4.7; for those who finished middle school, 5.3; and for high school graduates, 6.7. These differences are large compared to another difference that is always salient in Italian politics: the difference between northern Italians and southern Italians. In northern Italy the average political knowledge score was 6.0, and in southern Italy it was 5.2. 

The educated are also less likely to believe in conspiracy theories. Of course, what counts as a “conspiracy theory” is a matter of debate. If all it takes to be a conspiracy theorist is to believe that government leaders sometimes don’t tell you everything about how they make their decisions, well, then, sign me up. But if it means—well, let’s turn it over to psychologist Jan-Willem Van Prooijen of VU Amsterdam, who presented people across the Netherlands with a number of statements that had to be graded on a 1 to 7 scale.⁸ A 1 meant it was very unlikely to be true, and 7 meant it was “very plausible” or (in one of his studies, as he phrased it) “very likely” to be true. Here are some of the statements: 




1. “People never really landed on the moon.” 




2. “Radiation of mobile phones is bad for our health. Both telecom companies and the government know this but keep the evidence a secret.” 




3. “The financial crisis was caused deliberately by bankers, for personal profit.” 




4. “The British Royal family was behind the murder of Princess Diana.” 




5. “Politicians are frequently being bribed by major companies or interest groups.” 




He then averaged the scores, yielding a number between 1 and 7. 

Try taking this version of the test yourself and calculate your own average score. On this quiz, I got an average of 1.2, since in some ways campaign donations and soft promises of future jobs for retiring politicians are a lot like bribes. In Van Prooijen’s first study, the average score was 4, and in his second study, the average was 3. But the standard deviation was 1 in both cases, which roughly means that any two random people in the first study typically had scores that differed by one, and two-thirds of the people in the study likely had a score of between 3 and 5. That’s a pretty big range. So a lot of Dutch survey respondents—not Amsterdam college students, but instead people who live across the Netherlands—believe a lot of conspiracy theories are pretty plausible. And just as important, there’s a wide range of variation. 

So what predicts the variation in conspiracy beliefs? Two major psychological traits appear to matter: a feeling of powerlessness and a belief that most of life’s big problems have simple solutions (an example statement of the latter is, “With the right policies, most problems in society are easy to solve”). But a reasonably good predictor of these two traits turns out to be education level. People with more education tend to think life’s problems are harder to solve, and they feel more in control of their lives, which perhaps helps explain why they are less likely to turn to conspiracy theories as explanations to life’s puzzling events. 

How much did a lack of education by itself help predict belief in conspiracies? Van Prooijen’s study of people across the Netherlands—again, a sample of the adult Dutch population—found that if you compared people who had an elementary school education versus a high school diploma or, equivalently, a high school diploma versus a community college diploma, the difference in conspiracy support was about three-quarters on that same 1 to 7 scale. 

This isn’t a claim that education causes less acceptance of conspiracy theories. That’s not my claim at all, although it may well be part of the story. I emphasize merely a forecasting claim, a prediction claim: on election day, the voters who walk into the voting booth with less than a high school education will be noticeably more likely than other citizens to believe that the oil companies have a way to make energy free and they’re just keeping it a secret to protect their profits. 

One immediate lesson for supporters of democracy: if, like many other policy watchers, you think that most problems in society are actually hard to solve rather than easy to solve, you might appreciate having more voters who agree with you. And more education is a moderately strong predictor of less belief in conspiracies. Furthermore, if it’s reasonable to be worried about having too many voters who hold too many far-fetched views about the death of Princess Diana, we should also be worried about having too many voters with poorly informed views on mundane policy issues. It’s not only that the least educated are the most likely to fall for conspiracy theories. Perhaps even worse, they’re more likely to fall for bad economic ideas. 

My George Mason colleague Bryan Caplan conclusively documented in his famed book The Myth of the Rational Voter that the least educated are the most likely to support policies that are largely rejected by academic economists: higher taxes on imported goods, rent control, and tougher government-enforced rules that make it harder for firms to fire workers, to name just a few.⁹ As Princeton’s Blinder puts it in Advice and Dissent, “A more economically literate public would be a blessing.”¹⁰ 

It’s likely no surprise that the least educated are most likely to disagree with experts in economics; they’re more likely than the educated to disagree with experts in medicine and history as well! Good thinking about social policy is hard, and it means carefully considering a wide variety of possible causes, considering both the direct and indirect effects of government action. It also helps to be at least casually familiar with the great body of real-world evidence on policy issues. 

The democracies of today in the rich countries do not have education tests, but they frequently enforce mental competence tests, barring many individuals with intellectual disabilities from voting. The European Union Agency for Fundamental Rights has a useful, easy-to-read booklet that both (apparently) rejects the morality of these suffrage restrictions and yet makes it clear just how they work and why some countries have these restrictions on the right to vote. They explain it this way: 




In some countries in Europe, people with mental health problems are not allowed to vote. 

This is discrimination. 

Discrimination is when one person or a group of people are not treated in a fair way and do not have the same rights as everybody else. . . . 

In some countries [in Europe] people with mental health problems or intellectual disabilities can vote and take part in government. . . . 

In other countries they cannot. 

This is because the law says you cannot marry, buy a house, or look after your own money, so you cannot vote. These countries are: 




Belgium 




Bulgaria 




Czech Republic 




Denmark 




Estonia 




Germany 




Greece 




Hungary 




Lithuania 




Latvia 




Luxembourg 




Malta 




Poland 




Portugal 




Romania 




Slovakia 




In some other countries, a doctor or judge decides if each person with mental health problems or intellectual disabilities can vote. These countries are: 




Estonia 




Cyprus 




France 




Malta 




Slovenia 




Spain¹¹ 




Since many affluent democracies already take it for granted that some minimum level of life competence is a requirement for voting—that if “you cannot marry, buy a house, or look after your own money,” then “you cannot vote”—then it’s reasonable to debate where that competence cutoff should be set. Let’s consider raising the cutoff. 

Every serious theorist of democracy wrestles with the issue of voter competence, and to my reading, when the great writers make their cases for universal (or “universal”) suffrage, they sound as if they’re whistling past the graveyard, hoping no one will call them out for the strained reasoning required to conclude that every single adult can make a useful contribution to the national political debate. The case for political equality in the voting booth cannot be based on equal voter competence or even on nearly-equal voter competence. The much-less-educated in Italy are much less likely to know the name of the prime minister, and the much-less-educated in the Netherlands are much more likely to believe that the first human to step on the moon, Neil Armstrong, was a liar and a fraud.¹² Nearly-equal voter competence is a lie we should stop telling each other. 




Balancing Alleged Human Rights 




The right to vote [in a free state] is enough to impose on me the duty to learn about public affairs, regardless of how weak might be the influence of my voice on them. 

Jean-Jacques Rousseau 




If one wants to consider an alternative to the universal right to vote for all adults, then it’s time to consider the wisdom of Georgetown University philosopher Jason Brennan, who in a series of articles and an extremely useful book, Against Democracy, has made the case for epistocracy, rule by the informed.¹³ Brennan is arguing for far greater reforms than I’m encouraging here. He’s making the philosopher’s case that a massive push toward allowing only the most informed to vote is within the range of reason. But along the way, he makes an important argument that matters for us: if one believes in the universal right to vote, one must balance that right against a universal right to have competent government. I personally don’t believe that human rights exist in any meaningful sense—the utilitarian philosopher Jeremy Bentham put it best when he said rights were “nonsense on stilts”—but those who do believe in rights should be persuaded by Brennan’s case. 

Brennan notes that it’s pointless to argue about what rights people can demand from their government unless those same people have a government competent enough to deliver on most of its promises. An abstract right to the freedom of speech is meaningless unless there’s a government capable of keeping a promise not to ban controversial speech. Plenty of constitutions throughout the world make abstract promises that aren’t ever kept. The most famous example might be in the Soviet constitutions, including the 1977 edition, which absurdly promised that “citizens of the USSR are guaranteed freedom of speech, of the press, and of assembly, meetings, street processions and demonstration.” 

But it’s not just evil governments that make false promises. The world’s most incompetent governments make outrageous promises of rights—promises that are routinely broken because the government isn’t able to keep those promises, including the promised right to health care. A team of public health researchers at UCLA and McGill University collected data on the rights to health care set forth in dozens of constitutions around the world. They coded some versions of the right to health care as mere aspirations—boilerplate language about national goals—but other versions of the right to health care as true government guarantees. One concrete example: 




Constitutional articles that unequivocally protected health rights or phrased them as a duty or obligation of the state were coded as guaranteed rights. Thus . . . in Venezuela [Const. Bolivarian Republic of Venezuela, 1999 (amended to 2009), art. 83], “[h]ealth is a fundamental social right” and the responsibility of the State, which shall guarantee it as part of the right to life.¹⁴ 




Even before the horrifying collapse of the Venezuelan health care system in the mid-2010s, the system had done a poor job guaranteeing this “part of the right to life.” For instance, the maternal mortality rate in Venezuela has hovered a little above 90 maternal deaths per 100,000 live births, while the European Union nations have a rate of about 8 per 100,000. The guaranteed right to health, at least for mothers giving birth, is worth much less in Venezuela than it is in the EU. 

If rights exist—to health, to freedom of speech, to a fair trial—then people hold a right to a government competent enough to provide those rights. One important ingredient in a competent government, says Brennan, is a reasonably informed, reasonably intelligent set of rulers. And in a democracy, ordinary citizens are, in an important sense, the rulers. 

The most cynical supporters of the universal right to vote might take precisely the opposite position. They might support such a right precisely because they believe that voting doesn’t change things. To these cynics, an equal right to vote gives people equal dignity in the same sense that in children’s T-ball leagues, every child has a right to hit the ball. In the cynical view, the game of voting doesn’t matter in the first place, so we should just let everybody play. Participation medals all around! 

But the game does matter—at least the game of voting in a democracy. New voters mean new policies. This is a claim for which there’s abundant evidence in historical and statistical research. A few examples: 




• Irish immigrants to American cities in the nineteenth century changed the political landscape in those cities, creating new political machines and new, often more personal (some would say corrupt) norms of governance. The short book Plunkitt of Tammany Hall is the finest anthropological piece of evidence on this subject. 




• Extending the franchise to women in the United States and across Europe in the nineteenth and early twentieth centuries appears to have caused government spending on childhood education and health care to increase.¹⁵ 




• Since women have long been more supportive of tariff barriers than men, the women’s suffrage movement appears to have exacerbated the global turn away from free trade in the early twentieth century. Polling data from the United States, historical evidence from Britain, and the pattern of changes in tariff rates across dozens of countries support this claim.¹⁶ 




Nearly every study that investigates whether extending the franchise to new groups has had an effect on government policy finds that the answer is a clear yes. What’s more, in the widely studied case of women’s suffrage, policy changed in just the way you’d expect if you knew the average policy differences between women and men. Men worry less about health issues compared to women on average—in the rich countries, men go to the doctor much less, and spend smaller fractions of their income on health-related matters—so it’s little surprise that when groups with differing views in their private lives enter the public sphere as voters, they bring different issues into the voting booth. And governments respond to those differing concerns. 

This point is perhaps obvious, but it is worth reiterating: The reason to consider restricting the right to vote to those with a bare minimum level of education isn’t for some grand metaphysical reason. The purity of the sacred voting booth won’t be polluted if a voter without a high school diploma enters therein. Instead, the reason to consider restricting the vote to those with a bare minimum of education is that good policy genuinely matters, and it matters so much that we should do more to raise the probability of getting good policy. Raising the average information level of voters by truncating the lower tail of the education distribution is a practical way to raise the probability of getting good policy. 

Many people will agree that the least-informed voters hurt government quality at least a little, but they’ll be reluctant to create a blanket lifetime ban on voting just because someone was a little lazy in high school. And as noted earlier, some cultural groups tend to have quite low graduation rates. So let’s consider some modifications. The voter education requirement could be “high school diploma or equivalent,” where “equivalent” could vary country by country. In the United States, the GED (General Equivalency Diploma) exam is widely considered a good substitute for a high school diploma, even if earned years after the typical age at graduation. A minimum college entrance exam score—perhaps at the 10th percentile of the score distribution—could be also an alternative to meeting the voter education requirement. Many nations might offer an additional path to the right to vote: military service. In Robert Heinlein’s science-fiction novel Starship Troopers, the right to vote was restricted solely to those who had served in the military.¹⁷ “Service Guarantees Citizenship” was the slogan. In practice, this wouldn’t create many additional voters in the United States, since a high school diploma or GED is a requirement for current military service, and the military’s de facto IQ test, the Armed Forces Qualifying Test, tends to screen out individuals at the bottom tail of the intelligence distribution. But other countries might have other rules and might want to create a path to voting eligibility for those who are unable to meet the standard voter education requirement. “At 20 years of age the will reigns; at 30 the wit; at 40 the judgment.” So said Benjamin Franklin in the 1741 edition of Poor Richard’s Almanac.¹⁸ Inspired by this aphorism, a nation could decide to give everyone the right to vote at age forty. For people who live in the rich countries, that means almost everyone gets the right to vote eventually. It may be difficult to measure whether judgment—a subjective concept—improves with age, but the study of Italian voter knowledge already discussed showed that voters in the forty-five to sixty-four age range knew quite a bit more about politics than those in the eighteen to twenty-four age range. Likewise, a study of Canadians by Daniel Stockemer and François Rocher, government scholars at the University of Ottawa, reported based on survey data that “younger individuals are more politically illiterate than older generations by a [substantial] margin.”¹⁹ 

Age restrictions for those with low levels of education do have some precedent. Legal scholar Giorgio Del Vecchio, emeritus professor at the University of Rome, noted that “the [Italian] law of June 30, 1912, granted the vote to illiterate people, but only on the condition that they had reached their thirtieth year or had fulfilled their military obligations.”²⁰ 

Perhaps the Italians of a little over a century ago had a practical path to 10% less democracy, and perhaps they erred when, six years later in 1918, in the aftermath of the Great War, they dropped that universal male voting age down to twenty-one. It was only four years later, in 1922, that Benito Mussolini was elected as the nation’s youngest and worst prime minister. 




Education-Based Gerrymandering 




As we’ve seen, there’s more than one way to tilt the scales to give more educated citizens a slightly larger voice in a democracy. Here’s another. In countries where legislators have territory-based districts—a member of Parliament from Kensington or a congresswoman from Columbus, Ohio, for instance—these districts could be made 10% smaller than average when the district has an above-average education level. And similarly, districts could be made 10% larger than average if the district has a below-average education level. Ultimately this would lead to about a 10% difference in the number of districts held by those with above-average levels of education. 

Consider this example of what I call smart redistricting: 1,000 voters, where initially there are 10 voters per district, for a total of 100 legislators in the national assembly. If the districts with above-average educations are made 10% smaller, then instead of having 50 legislators representing 10 voters each, they’ll now have 55 legislators representing 9 voters each (I’m rounding for simplicity). And in the districts with below-average education levels, they’ll have the remaining 45 legislators who each represent 11 voters in the national assembly. Everyone still gets represented, everyone still gets to vote, and yet the national assembly would give a touch more weight to those who can correctly answer the question, “What will probably happen to the unemployment rate if we double the minimum wage?” 




Less Democracy: The Path of Inaction 




Voting can legitimately be restricted, however, on the basis of citizenship, mental capacity, or a criminal record. 

United Nations Women Watch 




One of my favorite jazz pieces, by Les McCann and Eddie Harris, has a title that I call the economist’s question: “Compared to what?” The voting reforms I’ve suggested are about making concrete changes compared to the status quo. Here I want to suggest another way to improve voter education levels: by inaction rather than action. 

Here I have a pro-epistocracy voting reform that involves doing nothing at all: don’t restore voting rights to felons. This issue of whether felons should be allowed to vote has been salient in the United States in recent years as the rise in mass incarceration in the 1980s and 1990s created millions more convicted, imprisoned, and released felons than ever before. In the United States, and to some degree in Belgium, Italy, Greece, and Luxembourg, convicted felons are stripped of their voting rights even after their release from prison.²¹ The rights-based argument for doing so is that felons have violated the social contract in an important way and have thereby lost the right to vote. 

Again, I’m not one for rights-based arguments as a rule—nonsense on stilts and all—so let’s turn instead to an outcome-based argument. On average, felons have substantially lower education levels than non-felons. A 2003 Bureau of Justice Statistics (BJS) report shows just how low the average education levels of America’s incarcerated citizens are. Caroline Wolf Harlow, a Bureau of Justice Statistics statistician, reports: “About 41% of inmates in the Nation’s State and Federal prisons and local jails in 1997 and 31% of probationers had not completed high school or its equivalent. In comparison, 18% of the general population age 18 or older had not finished the 12th grade.”²² 

Those numbers make the education gap between the incarcerated and other Americans look smaller than it is because the inmate statistics included those words “or its equivalent.” Twenty-three percent of inmates had a GED, so taking them out of the mix means the high school diploma gap between the incarcerated and the rest of the population is now a gap between the 64% of prisoners who didn’t get at least a high school diploma and the 18% of the general population who didn’t get at least that far. That’s a gap of more than 40 percentage points between the incarcerated and the general population. 

If there’s already a soft, incomplete social consensus that felons have a relatively weak claim to voting rights, let’s do what we can to strengthen that consensus. Every nudge, every small push, every tweak that we can make to slightly raise the skill level of voters is a step in the direction of more competent government. And remember, lots of political theorists believe we have a right to competent government. Compared to giving American, Italian, Greek, Luxembourger, and Belgian felons the right to vote, doing nothing is an important step on the path to 10% less democracy. 




Upper Houses into Human Capital Houses: Senators into Sapientors 




The uneducated man or the man with limited education is a different political actor from the man who has achieved a higher level of education. 

Gabriel Almond and Sidney Verba 




Historically in English-speaking countries, the upper houses of a nation’s legislature—the House of Lords in the United Kingdom, the Senates in Canada and the United States—have been bodies assigned an entirely different and more openly elitist role than the lower house. The British House of Commons has been designed for over a century to represent “The People.” Full stop. By contrast, the House of Lords was designed to represent the voice of the nation’s elite—the Lords Temporal and the Lords Spiritual—though the boundaries of that elite have drifted over the centuries. The House of Lords was long a tool for representing the hereditary nobility and the Church of England, though it has drifted over to a membership with far more lifetime appointments—life peerages, of former prime ministers, for instance—and as time passes, it has become more like a mere advisory committee, with little real power to stop legislation. But although the powers of the House of Lords have weakened, the underlying principle—that the nation’s elites should have a concrete voice in government—is worth keeping in mind. 

In Germany, members of the upper house, the Bundesrat, are appointed by their regional governments and have no term at all; they serve until they are fired by their regional governments. By contrast, members of the lower house in Germany, the Bundestag, have four-year terms. In the United States, as we’ve seen, senators have a six-year term, compared to two years in the lower house. Clearly, governments have been trying to solve various political problems with the differing appointment and election methods used in these upper houses. Upper houses frequently have longer terms, but beyond that, there’s little consensus on what their job should be. 

I suggest a possible new role for a nation’s upper house: it could become a Sapientum, to coin a term—a council of the wise, rather than a Senate, a word with Latin roots that suggest a council of the old. And the path to converting a Senate into a Sapientum would come from changing who votes for its members, who votes for its Sapientors. The citizens who choose among potential Sapientors could be required to have, on average, substantially more education, more skill, more human capital than those who vote for the members of the lower houses. To vote in the Sapientum election, you’d have to meet some sort of education requirement. 

This may be the most practical way to implement a modest move in the direction of epistocracy. Everyone with a current right to vote gets to vote in elections for the lower house and for the head of state, but only those with a college degree or equivalent can vote in elections to the upper house. Our cultures largely reject the value of tradition and heritage as a reason to make appointments to the upper body of the legislature, so a House of Lords will not work, if it ever did. But we still respect the idea that some people know more than others. That truth can be the foundation of elections to the Sapientum. 

As with the high school diploma voting requirement, there should be room to widen the standards a bit—some well-chosen loopholes, so that it’s not “a college diploma” requirement but instead “college diploma or equivalent.” What might the “or equivalent” path be to qualify for voting for the upper house? Whatever a nation’s citizens consider a good substitute. A master plumber or journeyman pipefitter, a certified sommelier, anyone with five years in a craft trade: these might all be plausible metrics that capture a degree of knowledge and insight. Military service could be another path. And again, recall that the goal isn’t to grant individuals the sacred right to participate in the legislative process; the goal is to get better policy outcomes. Yes, any precise cutoff for who can and cannot vote will be arbitrary, leaving some unworthies inside the voting booth and some worthies outside. But some nations already do the same when allowing those who commit misdemeanor crimes to vote while stripping voting rights away from those who commit felonies—since the decision of whether to charge a defendant with a felony or a misdemeanor is up to the raw discretion of a prosecutor. Similarly, resident aliens can live in a country for years, decades, and yet small administrative details can determine who gets full citizenship, including the right to vote, and who gets mere residency rights. And age cutoffs forbid those who die young from ever voting. 

Recognizing the arbitrariness of the voting restrictions we already have is the first step to being open to creating one more arbitrary voting restriction. But this arbitrary cutoff—the Sapientum cutoff—could create an entire branch of the legislature chosen by citizens substantially more informed than average. A branch of the legislature that was explicitly epistocratic would be likely to make wiser, more farsighted, more informed voting decisions as a result. 

And, by the way, Ireland has already embraced elements of the Sapientum. Its upper house, the Seanad Éireann, has sixty members, and of those sixty, three are elected solely by graduates of the University of Dublin (effectively the same institution as Trinity College Dublin) and another three are elected solely by graduates of the National University of Ireland. The Seanad Éireann is weak—it can only delay legislation, not defeat it—but with 10% of the seats chosen by graduates of elite universities, Ireland has found its own way toward 10% more epistocracy. If Ireland, with a population of a little under 5 million, gives two great universities 10% of the seats in the upper house, a proportional plan for the United States might reserve 10% of all Senate seats for elections where the only eligible voters would be graduates of America’s 140 best universities. Ireland’s Sapientum-lite is well worth considering. 




The Transitional Gains Trap: A Barrier to Epistocracy 




Gordon Tullock, my late colleague at GMU’s Center for Study of Public Choice, once tried to explain why genuinely good reform proposals are so hard to implement.²³ He said a big reason that it’s hard to enact good reforms, ones that grow society’s economic pie, is that the old, bad rules have already created a group of insiders who sacrificed and struggled to do well under those old, bad rules. And they’re afraid of reform because reform means their old sacrifices will have been for nothing. And perhaps just as important, those insiders can make a pretty sympathetic plea to the rest of us to let them keep the little fiefdom they’ve created. The insiders make a good case. Even a good reform will certainly create losers, so is it really worth it to create certain losers in the mere hope that the reform works out okay? 

New York taxi drivers are a great example. Economists had complained for decades about New York City’s bizarre method for restricting the supply of taxis. The city requires anyone who wants to drive a taxi to purchase one of a fixed supply of taxi cab medallions, a literal medal that says you have a right to drive a taxi in the city. At their peak, these medallions were worth a million dollars each according to economist Mark Perry of the American Enterprise Institute.²⁴ Economists and transit activists alike encouraged the city to expand the supply of medallions or, even better, to stop requiring drivers to own a medallion. Instead, let the forces of supply and demand determine the number of cabs in the city. 

But you can imagine one sympathetic group of New Yorkers who would fight against massively increasing the supply of medallions: taxicab drivers who already own a medallion! They’ve already sweated and sacrificed to come up with the half-million dollars or more to buy a medallion, and now some professor wants to declare their investments worthless! How’s that for justice? 

And the taxicab driver makes a pretty strong case. Tullock’s “transitional gains trap” is really better thought of as a “transitional losses trap.” The fact that good reforms usually require some people to lose out on some investment they’ve made in good faith means that good reform proposals start off with strong, sympathetic opponents to reform. Hair stylists opposing the end of cosmetology licensing, tax accountants opposing tax simplification proposals, professors with tenure fighting against ending guaranteed jobs for life: in each case, an insider who spent a long time making an expensive investment is being told that that investment is going to collapse in value, all for the sake of the so-called common good. 

This is a lot like the problem we face with any pro-epistocracy voting reform: people feel entitled to the right to vote that they grew up with, the right that they were raised on. And other citizens feel that their less educated neighbors shouldn’t have a right stripped away. So is there a practical way to handle the transitional losses trap? 

Here’s one simple way: don’t restrict the voting rights of anyone who had a right to vote the day the reform was enacted. Phase in the change over time, making the voting restrictions entirely forward looking. Change the future batch of voters, not the current batch. This is known in the legislative world as grandfathering—letting people keep the benefits they currently have so reformers can avoid having to fight entrenched interests. Other phase-in paths are possible—like retaining the full voting rights for anyone at least ten years old as of the date of enactment—but the principle is clear: people hate giving up things they have, but they are less likely to miss things they never had in the first place. 

That means that I could have given this chapter a different title: “This Chapter Does Not Apply to Your Generation.” 




Avoiding Epistocratic Tyranny 




With any of these voting restrictions I suggest in this chapter, it’s possible to go too far. One should always be wondering whether any targeted restriction on the right to vote will leave a minority group at the mercy of the majority—that was James Madison’s Federalist No. 51 concern about the tyranny of the majority. And when a minority is at the mercy of a majority in a democracy, persecution, hunger, and premature death loom. 

It’s obviously true that representation matters. If an ethnic or cultural group is overwhelmingly excluded from political life, then the very worst outcomes become possible. And the one thing democracy clearly has going for it is that it helps to avoid the very worst outcomes. That’s one reason I focus on more modest reforms that slightly tilt the weight of voter voices in one direction or another. 

That means, among other things, that I’m presuming that people who just barely graduate from high school have a lot in common with those who don’t graduate—and since those barely graduated citizens would still be able to vote, they’ll tend to represent most of the views and interests of the nongraduates who largely wouldn’t be able to vote. If governments vote to explicitly ban high school dropouts from receiving health care or disaster relief or disability insurance payments, then my voter restriction proposal will be a failure. But one should weigh the low probability of those bad effects of voter restriction against the benefits of a better-informed electorate, of political campaigns where the candidates only need to appeal to the second-lowest common denominator. Then, if the probability of a bad outcome from voter restriction appears high, don’t restrict the right to vote. 




An Aside: Buckley’s Phone Book 




The late conservative intellectual William F. Buckley once famously said that he’d rather be governed by the first two thousand names in the Boston phone book than by the two thousand members of the faculty of Harvard University. The TV interview where he repeats his famous saying is great fun, and I recommend giving it a look. It’s a great quote for demonstrating fellow feeling with the common citizen. But was Buckley right? I’ll leave you to come up with your own answer, but I’ll give you mine: rather than be governed by the masses of Boston or by the professors of Harvard, I’d far rather be governed by the engineering faculty of MIT. 




Should Surgeons Operate on Their Relatives? 




I gave this chapter its title in the hopes that readers would stand back and look at the important topic of who votes with some emotional distance, some cool objectivity. Important decisions often require emotional detachment: The American Medical Association’s official statement on a related topic says, “Physicians generally should not treat themselves or members of their immediate families. Professional objectivity may be compromised when an immediate family member or the physician is the patient; the physician’s personal feelings may unduly influence his or her professional medical judgment, thereby interfering with the care being delivered.”²⁵ 

Perhaps, even after considering the case for modest pro-epistocracy reforms, you’ll come away thinking, “Some good points, but our country shouldn’t do that.” And well, maybe your country shouldn’t. But maybe somebody else’s country should. And maybe, if a few countries raise the voting age to twenty-five or let only college graduates vote for members of the upper house or gerrymander slightly smaller districts for the highly educated, you can watch and see how that turns out. Again, with some cool, emotional detachment. 

In the past century and a half, the rich democracies tried the universal franchise, and while its record hasn’t been an unmitigated disaster, it could certainly be improved. Small- to medium-sized steps in the direction of epistocracy will likely improve policy choices at little or no cost to the quality of life of the less educated. Indeed, if the epistocrats are right, the less educated are likely to be better off from the change—they’ll be living under more competent rulers than before. 

And in this chapter especially, I want to draw attention to an underlying theme of every policy proposal I make in this book. If any policy reform I suggest violates your personal morality, then don’t push for its enactment. But first, discover the cost of your morality. It may be more expensive than you think. 




Coda: Heinlein’s Quadratic Metaphor 




The science-fiction novelist Robert Heinlein thought quite a lot about how to improve democracy. As noted earlier, in Starship Troopers only members of the military could vote—service guaranteed citizenship. But he had other ideas. He once imagined a government 




that required a bare minimum of intelligence and education—e.g., step into the polling booth and find that the computer has generated a new quadratic equation just for you. Solve it, the computer unlocks the voting machine, you vote. But get a wrong answer and the voting machine fails to unlock, a loud bell sounds, a red light goes on over the booth—and you slink out, face red, you having just proved yourself too stupid and/or ignorant to take part in the decisions of grownups. Better luck next election! No lower age limit in this system—smart 12-yr-old girls vote every election while some of their mothers—and fathers—decline to be humiliated twice.²⁶ 




A quadratic equation can take the form of an upside-down U, an inverted parabola, shaped just like the Laffer curve. Recall that a Laffer curve shows that if you start the tax rate off at zero and increase it from there, you’ll generate more tax revenue for a while, but eventually you’ll reach the peak. If the tax rate rises above that level—the top of the Laffer curve—you’ll push so many people into the black market or early retirement or accounting games that the government will start losing revenue. 

The benefits and costs of widespread citizen voting might be another Laffer curve type of relationship. If voting is purely a universal human right, and not at all a means to an end of good governance, then restricting the vote to the highly educated would be a terrible voting method, and expanding the franchise more will yield ever-greater moral benefits at no cost to society. But if the economist’s usual story that life is about trade-offs holds true here, then a wider voting franchise has benefits for a while—for instance, by avoiding famine or reducing the risk of government-backed domestic massacres or by creating a greater feeling of social inclusion. But too wide a franchise will eventually have important costs—in particular, a lower level of average voter information, which spurs politicians to pander to voters with a narrower, weaker knowledge base. The net benefits of expanding the franchise beyond the highly educated are probably very high, but we should try to find the top of the suffrage Laffer curve, the peak of the body politic’s parabola. 

We’d be foolish to take Heinlein’s suggestion for voting reform literally, but we should certainly take it seriously. 



6 




Bondholders as a Separate and Coequal Branch of Government 




I used to think if there was reincarnation, I wanted to come back as the president or the pope or a .400 baseball hitter. But now I want to come back as the bond market. You can intimidate everybody. 

JAMES CARVILLE 

Political adviser to President Clinton 




DEMOCRACIES ALREADY HAVE A STRONG CHECK on the power of citizens: the national debt. It was Alexander Hamilton, the first U.S. treasury secretary, who made the case in a letter to financier Robert Morris: “A national debt if it is not excessive will be to us a national blessing; it will be powerfull cement of our union.”¹ 

I can’t agree with each step in Hamilton’s reasoning; for example, later in the same letter, he contended that the high taxes needed to repay the debt would get lazy Americans to work more. But Hamilton was right that the national debt would be a “cement [to America’s] union.” One reason: investors who purchase a nation’s debt have a strong interest in the long-term financial stability of the nation. Recall that government debt is typically referred to as bonds, and people who invest in that debt are known as bondholders. Informally, bondholders treat the government the same way they treat any other business they invest in: they want the government to run a profit, keeping expenses low enough and revenues high enough so that there’s enough left over to repay the bondholders—with interest. 

If there’s one critique of democracy that has resonated through the ages, it’s that democracies have a hard time focusing on the future. But the pressure that bondholders put on governments can be a powerful force to encourage governments to give some thought for the morrow. Bondholders are an important and useful check on the potentially reckless behavior of governments, a check that democracy theorists almost entirely ignore. This chapter will help rectify that omission. 

Individuals, banks, and investment funds that hold your government’s debt (also known as sovereign debt) are already exerting a force on how your country is run. I claim that your nation would be better off if that role were formalized. Long-term government bondholders—investors holding maturities of, say, ten years or longer—should be given an explicit advisory role in modern democracies as a check on the shortsighted, impulsive, frequently ignorant electorate. If your government really gets into financial trouble, its present and potential future investors are going to have a seat at the table anyway, even if that table is located behind closed doors in a government conference room. Let’s bring that conference table out into the open. Let’s hold some of those meetings with long-term bondholders before the fiscal crisis strikes. That just might prevent the crisis from ever happening. 




Alexander Hamilton: A Friend of Bondholder-as-Monitor 




Those who are most commonly creditors of a nation, are, generally speaking, enlightened men. 

Alexander Hamilton 




Our first and still most important secretary of the treasury, Alexander Hamilton, didn’t just provide an offhand quip about the merits of a sovereign debt: he built a new nation’s entire fiscal policy around it. The most important element of that policy was that he decided that the U.S. government should frequently issue debt, precisely in order to see how financial markets felt about the government’s financial stability.² 

Recall that a bond is like a bank account where you pay money today in exchange for receiving a certain amount of money back in the future: So you might pay the U.S. government $90 today, and in return, the U.S. government would give you $100 five years from now. That would be a five-year bond, with a yield (i.e., an effective annual interest rate) of about 2% per year. So when governments raise money by borrowing, it’s called “selling bonds.” Getting money through bond issues is often a practical way of borrowing from the public. In 1997, musical artist David Bowie raised $55 million by issuing what quickly became known as “Bowie Bonds”—bonds backed by royalties from his pre-1990 albums. Bowie used some of those bond proceeds to buy back the rights to other recordings he had made earlier in his career.³ Selling bonds to dozens, even thousands or millions, of investors gives borrowers an alternative to going to banks: it cuts out the middleman and harnesses the power of market competition to push borrowing costs down. 

At the same time, market competition means public disclosure: everyone can tell how you’re doing. Often governments hold auctions to sell their bonds, and then sell the bonds to the highest bidders. That keeps the government’s interest costs as low as possible. But the winning bid price instantly becomes public information, so it works a little like a public opinion poll but even more like a stock price. If investors today were willing to pay a high price for a right to, say, a hundred U.S. dollars five years from now, then that means people are reasonably confident they’ll be repaid in full. If instead the government auctions off some bonds and the winning price is low, well, that’s a sign people are thinking they might get repaid late, might get repaid half of what they were promised, or, in the worst case, might not get repaid at all. 

And again, here’s the crucial fact: the winning price—this real-time-referendum on the health of the government—is published openly and immediately. Many folk theories and formal theories of democracy assume that government insiders are managing expectations, hiding uncomfortable facts, and spinning the truth day in and day out. But here, in the market for sovereign bonds, there’s at least one clear fact, available for all to see: the market’s judgment of your government’s financial health. That’s been true since 1790 in the United States, and it’s currently best practice for all of the world’s rich democracies. Governments are routinely issuing bonds—partly to finance new borrowing but mostly to repay old debt by issuing new debt (a practice known as rolling over the debt). 

I can only assume that Lin-Manuel Miranda had a song about our first treasury secretary’s deep understanding of the role of global financial elites ready to go for his hit musical Hamilton, but—alas—had to omit the song due to time constraints. Perhaps it went something like this, to the tune of The Doors’s “Light My Fire”: 




The time to obfuscate is through 

Investor mood is growing dire 

They say our figures are untrue 

The global pool of money’s drier 

Full disclosure: Let’s a-spire 

Full disclosure: Let’s a-spire 




Why do governments routinely allow such a glaring light to shine on their financial condition? For the same reason moviemakers usually allow movie critics to see even their mediocre movies a few days before release: because if you’re hiding your product, it’s a sign you know your product is terrible. And investors, like moviegoers, stay away from products that look terrible. 




Cautious Money Makes a Candid Monitor 




President Clinton visits Ottawa tomorrow, but all the Canadian papers are talking about is the visit they just had from the other superpower—the Man from Moody’s. 

Thomas Friedman 




There’s a bad idea out there, all too popular: “A nation that prints its own currency can never default on its debt.” After all, story goes, a sovereign government can always print enough paper currency to “pay back” the government’s bondholders. Here, the quotation marks around “pay back” really are ironic quotes, almost scare quotes. 

Yes, the famous bond rating agencies—Standard & Poor’s, Moody’s, and Fitch—all treat such hyperinflation repayments as genuine repayments. So if the United Kingdom got into financial trouble and started printing British pounds on a photocopier, setting off a hyperinflation—well, as long as the government repays its debt, even with nearly worthless hyperinflated money, the debt counts as repaid, both legally and in the eyes of the rating agencies. But normal investors don’t fall for that fiction. They know that if they’re repaid in hyperinflated currency, that’s default by another name. Strangely, hyperinflation-driven default is known as “soft default,” a bizarre use of language since, as we’ll see below, normal bond-rating-agency recognized default is usually a better deal for investors. 

Investors don’t believe the fiction that hyperinflated repayment is repayment, and so they run away from a nation’s bonds if the nation looks as if it’s running toward the printing press. When high inflation looms, bond prices plummet, and therefore interest rates on the bonds skyrocket. That higher interest rate isn’t a gift. It represents the fact that most of the “gain” from holding the bond would be purely inflationary. If a government bond promising to pay $100 in a year is now selling at a price of $1 on the open market, that roughly 10,000% annual rate of return means that investors are worried that either the government isn’t going to repay at all, or that if it does repay something called “one hundred dollars,” those “dollars” a year from now won’t be enough to buy a hyperinflated Big Mac. 

Nobel laureate Christopher Sims made a related point in his Nobel lecture, “Paper Money.”⁴ Sims emphasized that the inflation-adjusted return on U.S. government debt has varied quite a lot over the decades. The biggest piece of bad news for U.S. bondholders since World War II was the unexpectedly high inflation of the 1970s. People who bought long-term U.S. government bonds in the early 1970s lost a lot of value. If you had lent (to give approximate figures) $100 to the United States in 1972 for ten years, you got back enough money when you were repaid a decade later to buy just $82 worth of goods. Yes, you would have been repaid “one hundred dollars” in 1982 plus interest, but since prices had nearly doubled over the decade, that sum of money bought 18% less than it did in 1972. The bondholders of the 1970s paid for the privilege of lending to the U.S. government, and that experience made investors cautious about lending to the U.S. government ever again. 

By the late 1970s, after it became clear that U.S. government bondholders might get burned by high inflation, investors insisted on higher yields, higher interest rates, and so they paid lower prices for U.S. government debt. Those low prices were expensive for the government and its taxpayers. The government didn’t have to just repay the money it borrowed; it had to repay investors enough to make up for the fear, the risk, that high inflation could happen again. This pattern continued through the 1980s and 1990s. Even in 1988, six years after inflation had dramatically (and, so far, persistently) fallen, investors were (effectively) paying $100 in 1988 and getting repaid $190 in inflation-adjusted buying power in 1998.⁵ The global pool of money that chose to invest in America during the late 1980s and 1990s received a massive return on what turned out to be a safe, fairly low-inflation investment, in large part because the United States had burned its reputation in the high-inflation 1970s. It’s expensive to rebuild a burned reputation. 

The lesson from the U.S.’s flirtation with soft default in the 1970s? Global investors pay close attention to the economic health and wellbeing of governments. Interest rates on a government’s sovereign debt are a useful tool for tracking the health of a nation’s overall economy. Another useful tool is bond ratings from the major agencies. Around the world, bond ratings tend to move closely with the interest rates on a government’s debt, and they’re a convenient (though obviously imperfect) way to check out the wisdom and sustainability of a government’s long-term policies. And while a nation and that nation’s government aren’t the same thing, good governments are more likely to have good economies. That’s why I often require my macroeconomics students to check out the government bond ratings for multiple countries: to get a sense of who is running a tight ship and who is asleep at the wheel. 




Sovereign Bondholders: Unelected Bureaucrats Overseeing the Global Pool of Money 




These ratings aren’t perfect predictors of the future, but perfection is not the standard for those of us who toil on this fallen earth. Instead, the ratings give us a sense of where things may be going, and they are a reminder that somebody out there is turning a clinical eye to your government’s policies—somebody who isn’t concerned with which political team is up and which team is down or which moral arguments are growing in popularity in your country. The bondholders, the rating agencies, and the global pool of money are interested in just one thing: whether your government will pay on time. 

The detached view of the global investor shares something in common with the detached view of the unelected bureaucrat who runs an independent central bank, but the investor has something else going for him: he can walk away from your economy with a few strokes of the keyboard, dumping your bonds and moving on to safer havens. This detached view is useful in getting good advice, and while government finance ministries and treasury departments in the rich democracies aren’t in the habit of openly asking potential bond investors for advice, they certainly do try to put on a good show for this global pool of money. For instance, in the mid-2000s, the Japanese finance ministry held a meeting at the Japan Club of New York, “pitching Japanese government bonds to U.S. investors in an effort to diversify the country’s bondholder base. . . . [Vice Finance Minister for International Affairs Hiroshi] Watanabe said U.S. investors are interested in Japan’s fiscal situation . . . and how the government plans to restore Japan’s fiscal health.”⁶ 

Sometimes these meetings become more routinized. In the Victorian era, British investors who held foreign sovereign debt created the Corporation of Foreign Bondholders (CFB). They offered advice to the nations they invested in, and their advice was well worth listening to if a nation wanted to be able to borrow again from these reasonably well-informed, affluent, risk-averse investors. The CFB was active for well over a century. Its annual reports are available on Stanford University’s library website and demonstrate the long attention span of bondholders. The 1983 report noted that the CFB was still overseeing the repayment of debts originally owed by the Austro-Hungarian Empire, which dissolved after World War I. The CFB noted that the empire’s debts were expected to be paid off, finally, in 1986. 

The U.S. government had a similar organization, created under the auspices of President Franklin Roosevelt in the 1930s: the Foreign Bondholders Protective Council. Less successful than the CFB, it nominally existed at least as late as 2002, but has never held the reasonably high status that the CFB held for decades. By contrast, the Paris Club, “the major forum where creditor countries renegotiate official sector [e.g., government-to-government] debts,” has had reasonably high international stature since its origin in 1956.⁷ The Paris Club itself says that “conditionality” is one of its six guiding principles: “The Paris Club only negotiates debt restructurings with debtor countries that . . . have implemented and are committed to implementing reforms to restore their economic and financial situation, and . . . have a demonstrated track record of implementing reforms under an IMF program.”⁸ 

The Paris Club doesn’t have to create the reform program itself. Instead, it provides indebted countries with a strong financial incentive to “implement reforms to restore their economic and financial situation.” It’s a visible hand of discipline that encourages governments to focus on long-run financial sustainability. And obviously, one important way to improve long-run financial sustainability is to raise the borrower nation’s productivity. Productive nations, like productive companies, find it easier to pay their bills. The Paris Club’s disciplinary role obviously doesn’t have to be motivated by altruism, but by focusing national governments on the ability to make payments over the long run, they’re probably improving the lot of the average citizen. The visible hand of discipline foreshadows the invisible hand of higher productivity. 

Note that the British Corporation of Foreign Bondholders, the U.S. Foreign Bondholders Protective Council, and the Paris Club were each designed by lenders looking to make their case to borrowers. My first proposal is different: I propose that borrowers themselves take the lead. The finance ministry of each rich democracy should design its own formal financial high council, inviting domestic and foreign bond investors (or, more realistically, their appointed representatives) to meet regularly and often openly with finance ministry and parliamentary officials. 

A modern version in the U.S. case might be a Council of Treasury Bondholders, a formal organization where U.S. Treasury bondholders could share their collective views on U.S. economic policy, perhaps through nonbinding public resolutions where one dollar of bonds means one vote. Another approach would be the German model of corporate governance. In Germany, big banks are frequently major investors in the country’s biggest private corporations, and those banks have routinely been given one or more seats on the boards of these corporations. Thus, in German corporations, the big lenders literally have a seat at the table. With just a few legal changes, the same could be true in cabinet meetings of the United States, the United Kingdom, Japan, or other debt-laden democracies. 

If you’re concerned that a few big bondholders—particularly foreign governments—could exercise too much political influence on such a council, then go ahead and include rules that state, for example, that neither a single investor nor any closely connected group of investors could hold more than 10% of the seats on the council. At least at the start, such a restriction would be natural as a nation tests the waters of what I call investor-inclusive governance, a version of the stakeholder theory of the state. But at the same time, keep in mind that the biggest investors certainly have a strong financial incentive to make sure the government can pay its debts. They’re focused on the long run in a way that few voters are. And whatever worries one might have about allowing elite corporations or foreign agents a voice in the government, remember that those investors don’t have to be perfect to be worth listening to; they just have to be better than your nation’s voters. Again, it’s the economists’ question: “Compared to what?” 

Options that other rich democracies might consider could include formal annual shareholder-style meetings between elected bondholder representatives and elected government officials, formal appointments of bondholder representatives to high-level finance ministry positions, or even handing bondholder representatives limited forms of veto power over economic policy actions. A soft veto, as in the current House of Lords, would be one model. A veto might delay enactment for a few weeks or perhaps send it back to the legislature for “one more vote, just to be sure you mean it.” 

Another option—one I find particularly practical—would be to grant the bondholder council a small number of seats in the upper house of the national legislature. The Sapientum of the previous chapter could create some space for government bondholders. Those elected by the more informed and those elected by the more patient would sit side by side, joint checks on the democratically elected lower house and the democratically elected executive. The number of seats that belonged to these bondholders would rise as the nation’s ratio of government debt to national income rose. One more seat in the upper house for every 10% increase in the debt-to-income ratio would focus the mind of governments that borrowed heavily and would tend to bring a more farsighted perspective to government deliberations. In many governing traditions, the upper house is designed to be the house of wisdom, and while wisdom may be hard to come by in politics, long-run vision is a damn good substitute. 




A Government Powerful Enough to Give You Everything You Want Will Never Get a Loan 




Some might object to the idea of admitting bondholders to the councils of power. The sovereignty of the state, some might say, requires that the state stand apart, independent of its financiers. And if that’s too lofty an aspiration, practical politics seems to offer the same lesson: the state really can say no whenever it likes, can’t it? In a democracy, after all, aren’t the citizens supposed to be the bosses? Or at the very least, in a modern nation-state, isn’t the government the party with the guns, with a monopoly on the legitimate use of force? And at the crudest level, wasn’t Mao right when he said that political power grows out of the barrel of a gun? 

All of these claims are so incomplete that they are wrong. Prosperity comes from the ability to coordinate various inputs—physical labor, capital, human minds—in creative and useful ways. And often a government needs to borrow some inputs that will pay off later. It needs lenders. Indeed, the government needs lenders so much that it knows that even if it is tempted to default today, it will try to resist that temptation because it knows it will need to borrow again in the near future. Hamilton talked about this need to build a reputation as a good lender in his First Report on the Public Credit: 




And as on the one hand, the necessity for borrowing in particular emergencies cannot be doubted, so on the other, it is equally evident, that to be able to borrow upon good terms, it is essential that the credit of a nation should be well established. 




For when the credit of a country is in any degree questionable, it never fails to give an extravagant premium, in one shape or another, [whenever it borrows].⁹ 




Reputation—the reason your favorite restaurant keeps the bathroom clean—is a powerful motivator for governments that want to borrow. Indeed, one important, if still controversial, idea in economic history is that Britain’s Glorious Revolution—when Catholic-sympathetic James II fled the country and was replaced by the Protestants King William and Queen Mary—was in large part a commitment of the state to make it clear that the lending class—the global pool of money of the seventeenth century—would always be repaid. Often billed as the rise of truly constitutional monarchy in Great Britain, with a monarch subject to the rule of law and hence subject to Parliament, the Glorious Revolution was in the eyes of many economic historians closer to a subjugation of king and Parliament to the lenders. 

Before the Glorious Revolution, the idea that a monarch must repay lenders was considered absurd. How could a queen or king be at the beck and call of mere lenders of coin? But this power to repudiate loans meant that lenders were afraid to lend to monarchs, which in turn meant higher interest rates when monarchs really needed to borrow. The power to borrow at low interest rates relied on the commitment to repay, and the commitment to repay relied on a monarch strong enough to repay but weak enough to be forbidden from abjuring repayment. 

The Glorious Revolution achieved this happy-enough medium, according to Nobelist Douglass North and Stanford political scientist Barry Weingast in an important essay.¹⁰ By sacrificing power now—the power to repudiate sovereign debt—the government gained a reserve of potential power—the power to borrow on good terms when necessary. While there’s still debate over how much this really explains the events of the Glorious Revolution, the political and economic logic is too strong to ignore. 




The Powerlessness of Total Power 




My George Mason University colleague Hilton Root has made a similar case for the French monarchy. In “Tying the King’s Hands,” Root argues that some of the cumbersome organizations of pre-Revolutionary France, often lumped together with the umbrella term of corporations, were in fact ways to make it socially and politically acceptable for French monarchs to credibly commit to repaying the money they borrowed. Root notes that 




during the Old Regime the main obstacle to efficient state finance was that the principal player—the king—was above the law. This meant that he could not be compelled to honor his debts and often chose to repudiate them. . . . The king paid a higher rate of interest than his wealthiest subjects due to his reputation for reneging on his debts.¹¹ 




How could the king change this? Here we see the weakness of the cliché that political power grows out of the barrel of a gun. Instead, in times of financial trouble, political power grows out of a strong credit rating. And the way for the king to raise his credit rating was to find a credible way to give up a key part of his political power: the power to default. 

Root describes one important way that kings of Old Regime France substantially surrendered this power: by borrowing from their nobles. A classic method of royal borrowing was for the king to sell a government job that would in turn have big payoffs to whoever bought the job; in particular, it might provide tax-free status for life. But it was risky to pay for such secrétaire du roi jobs: after a few years, the king might decide to fire you, make you start paying taxes again, and sell the job to somebody else. Once the king had a reputation for turning these jobs-for-life into jobs-at-will, people weren’t willing to pay that much for them. The king’s prerogative to change his mind became a weakness, not a strength. 

The solution was for les secrétaires du roi to join together and form a mutual fund. They didn’t call it that, but that’s what it was. They called it a corporation instead. This corporation borrowed money from the public and used the proceeds to buy jobs for would-be secrétaires du roi; the investors in the corporation were repaid by the grateful secrétaires du roi over time, so the corporation paid de facto dividends. But if an individual secrétaire was fired by the king, the secrétaire no longer had to keep making payments. Firings were therefore bad news for the investors. When the king fired a noble in order to resell the office, he didn’t just anger one noble; he angered and stirred distrust among all the investors in the corporation. Perhaps unsurprisingly, when faced with the prospect of hurting his reputation so publicly and with the prospect of damaging so many investors and palace insiders at once, the king behaved, well, less kingly, and more like a typical borrower, grudgingly keeping the promises of his past. 

By borrowing money from a visible, public, widely owned pool of money, the kings of Old Regime France found a way to tie their own hands, and that made it easier to borrow at better rates. These kings voluntarily—not gladly, but voluntarily—surrendered their current power to default in order to increase their future power to borrow. The examples of both France and of Britain remind us that it’s wise for governments, whether monarchies or democracies, to humble themselves before the mighty power of the lender. 




Repaying Half the Debts of the Past to Increase the Loans of the Future 




One way that governments humble themselves before lenders is by repaying most of what they owe even when times turn grim. As Sebastian Edwards of UCLA’s business school reports, the typical nation that defaults on its debt the normal way—by telling bondholders, “We aren’t going to repay the amounts we promised, when we promised”—still ends up paying about two-thirds of what they owe on average. The median defaulting country in his sample forced investors to take a 32% haircut, and because of a few extreme cases, the mean haircut was a little larger, 37%. Either way, the typical defaulting country repays most of the money.¹² Why does a defaulting government do this? Largely because it doesn’t want to entirely ruin its reputation as a nation that pays its debts. 

Like many other economists, I’ve joked that the United States should wait until the last baby boomer has cashed her last Social Security check and then entirely default on the national debt. Such a well-timed default would save the United States trillions of dollars in interest payments. But that won’t happen for the same reason rich nations don’t routinely default after racking up a big war debt: mostly because the government wants to be able to borrow again in the relatively near future. The most immediate, short-run reason governments need to borrow is simply to manage irregular cash flows over the course of the year. Just as retail businesses have to borrow from banks in the fall in order to fill the store shelves for the Christmas shopping season, governments need to take short-term loans to tide themselves over until taxes are due. And since governments in the rich democracies are mostly welfare states with a small bureaucracy attached, retirement checks and nurses’ salaries need to be paid out every month or else the nation’s social structure will collapse. 

And even aside from the immediate month-to-month cash flow problems, governments want to be able to borrow for construction projects and other infrastructure investments. Furthermore, if worker productivity continues to increase at a rate of 1% or so per year, it makes good economic sense to borrow against some of the nation’s future income every year, to live a little better now and repay that debt when you’re richer a few decades from now. After all, if your nation will be earning 50% more per person in five decades, why not use the power of the global financial markets to pull some of the prosperity forward in time? Just as youth is wasted on the young, so is income wasted on the old. We can’t do much about the former, but financial markets can help the younger me enjoy some the wealth that the older me will someday receive. 

All of these factors—the need for fast cash, the need to fund capital projects, and the wisdom of smoothing out your lifetime consumer spending—mean that a nation that defaults will want to build a good reputation with the people who might lend to it in the future. And in practice, a key part of building that reputation is repaying as much of your debt as you can, especially when it hurts. The more that a defaulting government’s austerity makes its citizens suffer and complain, the clearer it becomes that the government really is willing to go the extra mile to repay the lenders. The fact that the government is willing to endure today’s citizen complaints in order to repay its loans sends a signal that the government might be reasonably reliable about repaying in the future. If instead the government were cavalier about defaulting today after a few anti-austerity whimpers on social media and couple of halfhearted protests about spending cutbacks, lenders would presume that the government would be relatively cavalier about defaulting in the future. 

That means that present suffering amid a default is important to improving the government’s future fiscal health—and it means that the present and future bondholders are already powerfully shaping government policy. Government policy today is shaped by bondholder sentiment today. Since bondholders are already wielding this indirect but clear influence over government policy, we should consider formalizing that role. 




A Brief History of Sovereign Default 




Europeans saw the political power of bondholders in recent years in Greece, where in the aftermath of the European debt crisis, individual investors, banks, and international lending agencies placed strong pressure on the Greek government to curb spending, increase taxes, and sell off government assets in order to create enough free cash flow to start repaying the Greek government’s massive debts. Lenders became reformers. 

Sovereign bondholders similarly became de facto reformers during the 1997 Asian financial crisis and even earlier in the 1980s during the Latin American debt crisis. The pattern is now almost routine: a financial crisis hits, the economy weakens, and governments instantly lose tax revenue because people cut back on spending (fewer sales taxes) and people get laid off (fewer income taxes). At the same time, citizens have greater demands for extra spending through welfare programs, unemployment insurance, and job creation programs. Government accounting isn’t all that different from your personal financial accounting. If your revenues are falling and your costs are going up, you’re going to have a tough time making your monthly mortgage payment. Old financial commitments—to lenders in particular—that were easy to meet in good times become tougher to meet in bad times. 

In the most famous cases, international agencies enter the story at this point—the International Monetary Fund (IMF), perhaps the World Bank or one of the regional development banks like the Inter-American Development Bank or the Asian Development Bank. In both the popular imagination and to some degree in reality, they’re the harsh taskmasters of the global financial system. They’re the ones that tell a developing country that it needs to eat its spinach before it can get dessert. These agencies offer to lend the crisis-suffering government enough to make it through the rough patch, often including enough to pay off debts coming due. But in return, the international agencies demand reforms that they believe will help the government to repay these loans in the future. 

In real life, banks do this all the time. If you borrow money to buy a house, the bank insists on seeing proof of your homeowner’s insurance, for instance. If your house burns down and it is uninsured, and you decide to walk away from the mortgage, the bank will wind up with some land and a charred husk of a home. Since it doesn’t want to end up in that position, the mortgage comes with a string attached: the requirement of homeowner’s insurance. 

Business lending comes with even more strings. Banks reserve the right to see a business’s books, as well as to check the business’s inventory to make sure that the business owner hasn’t squirreled the bank’s money away in an overseas account. Accountants do much of this checking on the bank’s behalf. An accountant I know had to personally climb to the top of a grain silo in the American Midwest as part of a regular audit; she climbed up a silo half a dozen stories high just to peer into the top of the silo and make sure that it really was filled with grain. Insisting on specific actions, following up, verifying the claims of borrowers: this is a natural part of the business of lending. 

But when it comes to sovereign lending, there’s an unusual split. While crisis lenders like the IMF or the World Bank insist on reform as a condition for loans, the everyday lenders—those who buy government bonds during good times—play a much more passive role. In pleasant times, international investors—mutual funds, investment banks, insurance companies—calmly take a look at a government’s credit rating, read some newspapers and perhaps check out some statistical analyses, and decide whether the return on the government’s sovereign bonds is worth the risk of default. 




Defining a New Relationship 




These arm’s-length relationships are absurdly inefficient. Instead, the role of sovereign bondholders should be redefined to become more like that of a corporate shareholder. By thinking of sovereign bondholders as sovereign shareholders, the types of reforms I’ve suggested will appear natural and evolutionary rather than radical—not 50% less democracy but closer to 10%. Recall that in the private sector, there are two classic ways for a business to raise funds: 




1. Borrowing, through banks or by issuing bonds: Someone gives me money now and I promise to repay that amount plus interest later 




2. Issuing equity or “shares of stock” or “partial ownership”: Someone gives me money now and I promise to let her have some share of future profits (to be determined later!) plus a voice in how to run the business. 




There are lots of exceptions, but those are the two big divides. Bonds mean a promise of money but no voice, and shares mean a voice but only the vaguest promises of money. 

There’s one big exception: if you’re a bondholder and the company can’t repay you, the company goes bankrupt. But bankruptcy needn’t mean that the company shuts down immediately, closing the doors and selling the furniture to pay off the outstanding bills. For big companies, bankruptcy rarely means a complete shutdown. Instead, bankruptcy typically means—in both law and the real world—that the bondholders now get their own shot at running the company. In a conventional private sector setting, bondholders are potential future shareholders. I’m suggesting that in the rich democracies, where the closest thing we have to government “shareholders” are the voting citizens, we blur the line between bondholders and voters. We should start to think of bondholders as democracy’s high-level financial councilors, advisers with real skin in the game. 




Outsourcing the Toughest Choices to Bondholders 




In the mid-1990s, amid growing awareness that governments had to respond to the demands of potential investors, columnist Thomas Friedman wrote a column on the growing political force of sovereign bondholders and the rating agencies. I quoted from it earlier; here he goes on to illustrate how bond markets help improve governance: “Moody’s and the bond market are now imposing on democracies economic and political decisions that the democracies, left to their own devices, simply cannot take.”¹³ The national debt may be one of the best checks on short-run voter thinking, but even so, the distant voice of the bond markets has yet to stir most rich democracies to embrace fiscal sustainability. 

Over the next few decades, partly because of an aging populace and partly because of slower growth, government debts are likely to increase as a percentage of the typical rich democracy’s national income. The ratio of government debt to national income is now around 200% in Japan, the rich nation with the oldest population. Many other rich nations are already over 100%; Italy is over 150%. For six of the seven G-7 countries (Canada the welcome exception), these ratios are higher than in the mid-1990s, when the Man from Moody’s was calling for fiscal discipline. With government debt levels expected to remain so high for so long, foreshadowing an era of difficult financial choices, the political implications are obvious: reducing the power of voters by increasing the power of the crucial lending class is an idea who time is already here. 
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Jonathan Rauch, Prophet of Political Realism 




In order for governments to govern, political machines or something like them need to exist, and they need to work. 

JONATHAN RAUCH 




GEORGE WASHINGTON PLUNKITT told the people how democracy really worked. And crucially, this Napoleon of corruption demonstrated how to make democracy work better. Plunkitt was a leader in New York City’s Tammany Hall—a Democratic Party political club that in the late 1800s and early 1900s dominated New York City’s politics. But how did the Tammany machine work? According to Plunkitt, mostly through what he called “honest graft”: by making money off insider deals—off what you knew and whom you knew, not by stealing the government’s tax revenue.¹ In Plunkitt of Tammany Hall: A Series of Very Plain Talks on Very Practical Politics, Plunkitt told his tales to Gilded Age journalist William Riordan, and the short book has become a staple of courses on American politics ever since. 

Plunkitt wasn’t a crook; instead, as he put it, “He seen his opportunities and he took ’em.”² But how did he get those opportunities? And how did the Tammany machine stay in power for so long? Let’s start with the very definition of staying in power—getting reelected—and build from there. Plunkitt gave sound advice on how to get reelected and offered personal examples: 




For instance, here’s how I gather in the young men. I hear of a young feller that’s proud of his voice, thinks that he can sing fine. I ask him to come around to Washington Hall and join our Glee Club. He comes and sings, and he’s a follower of Plunkitt for life. Another young feller gains a reputation as a baseball player in a vacant lot. I bring him into our baseball club. That fixes him. You’ll find him workin’ for my ticket at the polls next election day.³ 




Plunkitt reminds us that as Carol Hanisch wrote in 1970, the personal is political.⁴ Plunkitt describes his take on that approach: “I don’t trouble them with political arguments. I just study human nature and act accordin’.”⁵ 

Plunkitt built up a network of loyal followers, but loyalty to Plunkitt didn’t require Churchill’s blood, toil, tears, and sweat; it typically just required grabbing a few of your friends to vote the Tammany ticket on election day. That’s what it takes to build a powerful political machine: a network of people who’ll show up to vote for your cause when it counts. 




The Power of Transactional Politics 




Just because a team is loyal to its leader doesn’t mean the team will use its powers for good; evil political parties and murderous organizations are common throughout history. At the least, though, strong, cooperative teams are a prerequisite for large-scale social improvement. Let’s return to the example of the U.S. Congress. I earlier described it as a reelection factory, a system designed by the visible hand of politicians so that members of Congress can show the good people back home that their members are doing something valuable for them. It’s a machine designed for credible credit claiming. 

But Congress is something else besides a reelection factory. When talking among friends, I don’t describe Congress as a reelection factory; I use another old metaphor for Congress: a favor factory. Members do favors for voters back home in exchange for political support—but they also do favors for other members, including members of the congressional leadership; and they do favors for the president, supporting a bill they might not particularly like. They do those favors not out of the kindness of their heart or because it’s for the good of the country—at least not as a rule. Instead, these favors are all part of the norm of reciprocity, what the experts call reciprocal altruism: you scratch my back, and I’ll scratch yours. 

That’s a key ingredient for getting things done in Washington. When it shows up in the form of votes for a piece of legislation, it’s known as logrolling: “I’m not crazy about your bill, but if you throw in a sweetener [a real political term] that helps out the voters back in my district, I can bring myself to vote ‘Aye.’” Logrolling apparently refers to “a former American custom of neighbors assisting one another in rolling logs into a pile for burning,”⁶ but now, as the Merriam-Webster’s dictionary notes, it can refer to any exchange of favors. In practice, it’s most often used in the field of politics, and it refers to cutting deals when trying to pass legislation, not through threats but through legislative favors. It’s “an Aye for an Aye.” 




Democracy Needs Corruption to Succeed 




Donald Wittman, an economist at the University of California at Santa Cruz, wrote an excellent book, The Myth of Democratic Failure, that has shaped my thinking about democracy, particularly about the promise and potential of democracy.⁷ Wittman argues that democracies are in a good position to help the economy grow and to give voters largely what they want, in part because of the power of logrolling. 

To illustrate: if 40% of members of the U.S. House of Representatives really want a piece of legislation, and they want it badly enough, then they’ll willingly include some targeted tax breaks, health care spending expansions, or changes in airline regulations so they can get another 12% to 15% of members to vote for the bill. Start with the voters you have and build your coalition from there, one favor at a time . . . Plunkitt himself couldn’t have done any better. There are endless issues where small- to medium-sized groups of legislators care a lot about an issue, and the way to get the legislature—indeed, the nation—to do something about the issue is with some logrolling. 

Logrolling would be impossible in a pure democracy, with everyone voting on their smartphones to consider this or that bill; it would be fruitless to try to cut a deal across millions of citizens. But put a hundred—or maybe a few hundred—elected officials into a legislature? That just might work. Indeed, that’s just how it does work. As Wittman put it in a related academic article, “The small number of members in the House and Senate reduces negotiation costs, thereby creating the conditions for efficient logrolling.”⁸ 

One way to make a logroll work is with earmarks—targeted spending that helps a particular member of Congress. Rather than saying, “The Department of the Transportation shall fund such bridge projects as its experts see fit,” a piece of legislation might rephrase things slightly, to “shall fund a five-lane bridge in Schenectady, New York.” Earmarks are often the glue that makes the logroll stick. 

Earmarks are so important that when the U.S. Congress formally banned the practice in early 2010, I predicted that the ban would make it tougher, not easier, for Congress to be fiscally prudent. In January 2010, a year before the GOP retook the House, I tweeted, “The key to controlling spending is permitting more earmarks (sic).”⁹ 

After all, my thinking went, each individual member of Congress (particularly on the Republican side) might wish for low spending for everyone else, but each individual member also wants more spending for her own district. The practical way to cement a spending cut deal would be to hand out a few dozen well-targeted earmarks to the most pro-spending members of Congress in exchange for a pro-spending-cut vote. (Even if the earmarks add up, they won’t add up to much; at their peak, earmarks were no more than 1% of total U.S. federal spending.¹⁰) We’ll all hold hands and jump into the void, even if some of us have to be paid to hold hands. 

When the Republicans retook the House in 2011, the GOP stuck to the no-earmark promise on paper, and more or less in practice. At that point, House GOP members, fueled by Tea Party ideas of fiscal prudence, were verbally and to some degree personally committed to cutting back the growth rate of spending. In 2011 and for a while later, there was no particular pressure for tax cuts, and the GOP had just picked up sixty-three seats in the House of Representatives, yielding its largest majority in decades. By normal political measures, the GOP was in a good position to pass the spending bills that it wanted, even though it faced a Senate and a presidency controlled by the Democratic party. So how did my prediction turn out? 

For a couple of years, I was wildly incorrect. With the Senate held by Democrats and the House held by Republicans, it became obvious that the real deal to cut wasn’t within the House, but between the House and the Senate. If the upper and lower bodies of the legislature couldn’t work together, nothing was going to happen. And amazingly, the two bodies worked together and enacted what for the time counted as fiscal austerity: substantial reductions in spending compared to the old plans. The details I’ll skip—it included the “sequester”—but it meant the House was able to impose much of its will on national legislation without earmarks. My theory didn’t hold up too well at the time. 

But I’m a scholar who focuses on the long run, on the underlying social mechanisms. I enjoy a good anecdote, an exception to a rule, but I was convinced that cooperation, collaboration, and team building were central to passing legislation in any broadly democratic political system; that Plunkitt’s wisdom was real; and that most of the time in politics, give-and-take matters more than lofty ideals. I was willing to bide my time. 

And I think time has treated my claim fairly well. In the U.S. Congress, with the decline of earmarks, the biggest games left in town are ideological outrage, social media grandstanding, and other behaviors that make individual politicians more willing to stand up to party leaders. Earmarks and other targeted goodies that the late University of Maryland economist Mancur Olson called “selective benefits” are important for cutting everyday political deals—for giving politicians something to work for beyond another viral appearance on social media. My colleague Tyler Cowen and I have discussed earmarks off and on since 2010; he wrote a column in 2018 on the still-underappreciated merits of earmarks. Here’s what he had to say: “Most of all, I think of earmarks as recognizing that compromise and messiness are bound to remain essential features of American government, and that, whether we like it or not, there is something inherently transactional [emphasis added] about being governed.”¹¹ 

And in order to stick, these transactions need some distance from the voters. 




Political Machines: A Tool for Focusing on the Future 




This brings us to Jonathan Rauch: journalist, pundit, and, dare I say, scholar. Rauch is the real deal, having written multiple books on social science topics that have had broad influence both inside and outside academia. Also, he’s fantastic in person; I’ve met him socially a couple of times. If you get a chance to talk with him about any of the topics he’s written about—including happiness research, the battle for marriage equality, treating your introverted loved ones well, sluggish governance, and political correctness—you’re in for a real treat. 

In 2015, he published a short, excellent book that he made freely available: Political Realism: How Hacks, Machines, Big Money, and Back-Room Deals Can Strengthen American Democracy. He defines his term at length: 




What, then, is political realism? . . . It sees governing as difficult and political peace and stability as treasures never to be taken for granted. It understands that power’s complex hydraulics make interventions unpredictable and risky. (Banning some ugly political practice, for instance, won’t necessarily make it go away.) . . . Back-scratching and logrolling are signs of a healthy political system, not a corrupt one. Transactional [emphasis added] politics is not always appropriate or effective, but a political system which is not reliably capable of it is a system in a state of critical failure.¹² 




You’ll see that I italicized the word transactional both here and in Tyler Cowen’s quote above. Both scholars think that real-world political success depends on insiders cutting deals, deals that outsiders—regular voters like you and me—might be appalled by. Rauch offers one particular reason why transactional politics tends to enlarge the pie: because often, the political machine—which might include both a formal party apparatus as well as an informal back-scratching operation that spans the world of lobbying, campaign donations, and legislation—has an interest in the long run. The machine has a longer political life than most politicians, so it cares whether the country will be rich enough, stable enough, safe enough, for it to remain strong for decades to come. The machine has patience, a trait lacking in politics, as Rauch notes: “Politicians, like voters, are short-sighted, and machines help with that, too, because they [the machines] are capable of strategizing and transacting across time. Machines are to politics as banking is to the economy: being long-term, repeat players, they can extend something like political credit.”¹³ A longer time horizon is just what democracies need, and machines are a critical tool for extending that horizon. 




True in Theory 




But even if we agree with Wittman and Cowen and Rauch, is transactional politics truly less democratic? If the U.S. Congress moved 10% in the direction of Tammany, would that be democracy reducing? Rauch suggests that the answer is yes, at least “to some extent”: “An ‘insulated’ system [one with a powerful machine] is to some extent undemocratic [emphasis added] . . . yet it can also provide leaders with the critical margin of support that they need when difficult policy choices have to be made.”¹⁴ 

And politics in the rich democracies will continue to be a realm of “difficult policy choices.” Between Rauch’s push for backroom deals and Blinder’s push for a national tax board, one might suggest, jocularly, that these two excellent, influential Brookings Institution scholars appear to be pushing for a grand total of 4% less democracy. A fine start. 




Mandatory Discussion of the Perils of Social Media 




What the country faces is not a crisis of leadership but a crisis of followership. 

Jonathan Rauch 




Rauch’s quote illustrates the plight of the modern Congress, but it also illustrates the power of social media to fragment national cultures. Martin Gurri, a former CIA analyst and a careful observer of global events, makes the latter point in his recent book, The Revolt of the Public and the Crisis of Authority in the New Millennium. Gurri started off as an old-school foreign policy analyst, and over the decades he has watched the changes wrought by the rise of television, blogs, and now full-blown social media on the worlds of technology and politics the world over. Gurri describes how things used to work, in days of “old long since,” auld lang syne: “As an analyst of global events, my source material came from parsing the world’s newspapers and television reports. That was what I considered information.”¹⁵ 

That’s of course no longer the way of the world. Now, newspapers and TV are just two ingredients, no longer even critical ingredients, in the global information stew. 

One of Gurri’s illustrations comes from looking at the dog that didn’t bark, the story that didn’t get covered. As is well known, the Arab Spring found its catalyst—Gurri’s tragically descriptive word—in a photo posted on Facebook of Mohamed Bouazizi, a Tunisian street vendor who set himself on fire amid deep despair after enduring humiliations from government officials. This one man’s sacrifice set off a regional revolution; Bouazizi was posthumously awarded the European Union’s prestigious Sakharov Prize for Freedom of Thought, a sign of his importance in spurring the Arab Spring. But Gurri draws our attention to another Tunisian street vendor, Abdesslem Trimech, who also set himself on fire after his own set of humiliations at the hands of government officials. Like Bouazizi, Trimech died from his wounds—nine months before Bouazizi made the same sacrifice. Bouazizi’s death, the one shared on Facebook, created a revolution. Trimech’s offline death did not. 

And this power, the power of bottom-up stories spread online to break into global consciousness and change the world around us, grows stronger by the year. Gurri’s examples are wide-ranging, from Napster heralding the rise of widespread music (and now movie and book) file sharing, to Turkish President Erdoǧan’s rage against Twitter posts. Together, they illustrate how the power of media gatekeepers has plummeted in the information age. This weakening power of cultural gatekeepers leads to Gurri’s “crisis of public authority.” In modern democracies, there’s no authoritative Walter Cronkite; in autocracies, it’s at least possible, and now often easy, to mock the autocrat, to share information he doesn’t want shared, to find—well, if not the truth, then at least an alternative story line. 

In the United States in particular, citizens and elites alike have worried that in this new information ecosystem, it has become easier for rogue actors—like Chinese and Russian intelligence—to create viral messages that can shift political debates, exacerbate political tensions, or both. And that’s a major, legitimate concern. But it is also just one consequence among many of Gurri’s crises of public authority. A world of ill-informed voters who have a strong desire to filter reality through their chosen lenses is close to a world where Keynes’s law is true: demand creates its own supply. If people want to see certain types of news stories—perhaps where my team is suffering unjustly and the other team isn’t playing fair—then an invisible hand, an act of entrepreneurship, will create such news stories. And when the invisible hand creates—or just reframes—news events, it never feels like fake news; it feels like a truth deeper than mere news, better than mere history. As the Batman says at the end of Christopher Nolan’s The Dark Knight, “Sometimes the truth isn’t good enough. Sometimes people deserve more.”¹⁶ 

All too often, citizens of rich democracies enter that world of better-than-truth. Different subcultures across these nations hear different narratives, each narrative meeting a demand for a custom-made truth. What does this new realm of decentralized, entrepreneurial, cocooned media bubbles mean for good government? Perhaps it means that voter ignorance will rise, strengthening the argument for moderate epistocracy. It’s too early to say whether that’s the case; further research truly is needed. But there’s one likely effect of declining public authority that I foresee, and it has a clear implication for good government: 




If the rise of social media–driven politics means that cultural fads or even orchestrated outside influences are creating bigger short-term shocks to the national political debate (a big if!), then any given election will be doing a worse job than it used to of taking the “national political temperature.” 




In other words, if there’s more noise in the public sphere, then any one election tells us less about what the public is really saying. If one goal of an election is to find out what the people really want—and that’s certainly a good, if incomplete, goal for electoral democracy—then we probably want to measure the public’s enduring interests and wishes, not a random swing to the left or right occurring a week before an election. And the bigger the random swings, the stronger the argument is for not listening too closely to any one election. 

Statisticians understand the principle at work here: when your data grow noisier, you should pay less attention to any particular piece of data and instead should look at a bigger sample before drawing any conclusions. If a song is playing in a noisy room, you’ll need to listen to more of it to make sure that it really is the Rolling Stones’s profound reflection on the problem of evil, “Sympathy for the Devil.” 

What’s the solution to a related problem, the problem of noisy elections? Here’s one possibility: staggered elections, so that each election has a lower stake. The U.S. Senate already does this, but it could have been otherwise. With the Senate’s six-year terms, it would in principle be easy to have all one hundred senators up for reelection in 2020, then all one hundred again in 2026 and 2032. Fortunately, that’s not the way the U.S. Constitution set things up. Instead, one-third of all senators are up for reelection every two years—slowing turnover, making the Senate’s personification of the body politic more emotionally and intellectual stable from year to year. Any country with four, six, or (a professor can dream!) eight-year terms could easily stagger out the terms to create what the Senate calls “a continuing body.” And one benefit of a continuing body is that it will have a more stable, more coherent mind. 

Finding paths to good democratic governance amid Gurri’s crisis of public authority will take more than our modern varieties of secular preaching: it will take more than just clever tweets and memorable newspaper columns that stick up for evidence-based news and dispassionate analysis. Instead, the rich democracies will need institutional changes to dampen the effects of news shocks and increase the weight of the better informed. Staggered elections aren’t the only tool for improving governance in today’s truthiness-driven democracies, but they’re a good first step. Here’s to hoping we find a full staircase of such good steps. 
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The Hard Case of the European Union 




Europe is worse than anything because there isn’t even the parody of representative democracy. It’s a pure oligarchy, Europe. 

MICHEL HOUELLEBECQ 




IF THERE’S A WORLD-RECOGNIZED ICON of wasteful, out-of -touch, elitist bureaucrats telling people what to do, it’s the European Union (EU). Surveys repeatedly show that when you ask Europeans who live in EU countries what they think about their supranational government, complaints about a wasteful, out-of-touch bureaucracy are common—and even if the complaints aren’t a roar, they’re at least a solid rumble. For over a decade, the Eurobarometer survey, run by the EU itself, repeatedly asked thousands of EU citizens this question: “What does the European Union mean to you personally?” 

Respondents could choose from a list of about a dozen possible answers, and they could choose as many as they thought were a good fit. It was a balanced menu of possible responses, with the same number of positives (like social protection and economic prosperity) and negatives (crime, loss of border control). An EU report that looked back on survey results from 2002 to 2015 noted that the fourth and fifth most popular responses tended to be “bureaucracy” and “waste of money” year in and year out. And each of these terms tended to come up in at least 20% of survey responses. The same EU report noted that those two responses “have been gradually increasing [in popularity] since 2002.”¹ 

So if it’s a good idea to dial down democracy just a tad, then why do so many people complain about the EU? Is it mostly because of out-of-touch oligarchs at the EU’s headquarters in Brussels, as Houellebecq’s quote implies? Or is it instead mostly the democratic elements of the EU—the elected officials themselves—that are the bigger source of trouble? I contend that it’s mostly the latter. When the EU bureaucracy is handed a task by the EU’s democratically elected leaders, the bureaucracy does an at least competent and often impressive job by the standards of real-world governments. The problems the EU has struggled with most intensely during the past few decades—as it became, in fits and starts, not just a customs union originally known as the European Coal and Steel Community but a full-fledged government with a central bank, a functioning judiciary, and a vast regulatory apparatus—are mostly problems of democratic governance, not of oligarchic governance. If the voters had insisted on steering the Brussels bus themselves—through regular referenda, an elected president of Europe, or elections for top EU regulators—things would probably have been worse. 

The unique structure of the EU, driven by democratic realities and by the difficulties of coming to agreement when the continent’s voters have such ideological diversity, certainly creates problems. But the structure is no mere accident, no mere mistake made by oligarchs during a planning session in the distant past. Instead, the complicated, difficult, nearly unmanageable structure of the EU is the natural result of trying to create a democracy with such a diverse set of over half a billion voters spread across dozens of different, largely sovereign nations, who together democratically choose the direction of the EU. 

In short, Europe was a tough place to build a supranational democracy. It’s impressive that they’ve done as well as they have. 




The Democratic EU 




The EU has three crucial governing bodies: the European Parliament, the Council of the European Union, and the European Commission. The first is democratically elected, the second, effectively so, and the third is led by people appointed by the council, confirmed by a European Parliament majority, and hold office for renewable five-year terms. 

The European Parliament (EP) is in many ways a typical parliament; its elections are held every five years, simultaneously across all of Europe. Each nation gets a certain number of seats based heavily, but not entirely, on population; there’s a thumb on the scales to give more seats to less populous countries. The EP uses a proportional representation system to decide how many seats in parliament are given to each political party. The general rule—skipping details and exceptions—is that the proportion of votes a party gets determines the proportion of seats that party gets. So very loosely, if your party gets 8% of the vote across the country, it will get 8% of the seats in the European Parliament, even if your party’s voters are scattered across the country. That means that individual members of the EP don’t represent small geographic districts the way that members of the British House of Commons or the U.S. Congress; instead, they typically represent some mix of their party and their entire country. This means that small political parties that would have a tough time winning an outright majority in a small congressional district or parliamentary constituency can still earn quite a few seats in the EP. 

The Council of the European Union is in some ways the EU’s version of a senate, a small upper body with substantial legislative power and some unwritten de facto executive power. It’s fair to simplify by calling it a quasi-senate. The Council of the European Union is in some ways the EU’s senate, a small upper body with substantial legislative power and some unwritten de facto executive power. The Council consists of government ministers—finance ministers, labor ministers, foreign ministers, and the like—who represent each of the twenty-eight member states of the EU. This EU Council has a twin, the European Council, made up of the prime ministers, presidents, and heads of government of the same twenty-eight member states. The EU Council legislates, while the European Council makes nominations to key EU positions. The EU council is where all twenty-eight EU member governments—themselves democratically elected—vote on key issues; and the biggest issues—like admitting new EU members, defining the rights of EU citizens, and rules for harmonizing national tax policy among EU members—typically require a unanimous vote. That means that frequently, a single EU nation can stop the legislative process. Pulling the EU’s emergency brake like that is risky and reputationally costly to the nation that pulls it, but the fact that it’s there makes each government a bit more comfortable handing power over to Brussels. And when decisions aren’t made unanimously, they are most often made through a supermajority process, qualified majority voting. Simple majority voting is reserved for mundane matters or occasionally and controversially when it’s clear a majority-backed proposal would fail under qualified majority or unanimity voting. The Council consists of a small group of powerful individuals—powerful as both agenda setters and voters. 

Every piece of legislation has to pass both an EP vote and a Council vote. The first vote puts a lot of weight on countries with higher population (like the U.S. House of Representatives), and the second puts equal weight on every single country in the EU (like the U.S. Senate) unless—and in the EU there’s typically an “unless”—the Council vote is one of the qualified majority votes. A qualified majority vote has elements of both equal country weight (at least 55% of nations have to approve) and equal population weight (countries representing at least 65% of EU citizens have to approve). The sixteen smallest countries, in other words, can’t pass something through the Council by a qualified majority vote, though the smaller countries could in principle pass something through the Council if the vote required just a simple majority. Passing laws in the EU is no small matter. But the barriers to passage are democratic ones: majority votes and (often) unanimous agreement or (more often) supermajority agreement. This is nothing if not representative democracy. 

The third crucial organ of EU governance is the European Commission (EC). The EC has all the conventional executive powers in the EU, though it has no authority over the European Central Bank, itself an independent creation of the EU. The EC supervises approximately 32,000 employees and contractors who implement policy that has been enacted by the EP and the Council. The EC itself has dozens of members—one key member from each EU nation and a lot of underlings. 

The EC is led by a president, who, like its other members, is appointed by the twenty-eight European governments and approved by the EP. The president of the EC really is the president of Europe in an important sense, but not in the usual political sense of being the top boss. He or she is more like the president of a large corporation. In a corporation, the president handles the day-to-day decisions of the business, implementing the grand strategy set by the chief executive officer (CEO). Similarly, the EC president is less like a corporate CEO—setting grand strategy—and instead is largely implementing policies created by the real bosses—the EP and particularly the Council. There are exceptions of course—there are always exceptions—but that’s the rule. 

This captures the essence of European governance: divided power, some weight to countries with more population, but ultimately—since the Council frequently requires a supermajority or even a unanimous vote—the small states have enormous power to stop any legislation in its tracks. A reminder: the EC is the executive branch. Though it has sole power to propose legislation, its proposals can be and are frequently amended. Any laws that the EP and the EU Council agree to must be enforced by the European Commission. 

The EU sounds a lot like a democracy, because by modern standards, it is. 




The Illusory “Democratic Deficit” 




The EU is voter shaped, but that’s not the same as saying that it’s a typical rich-country democratic government. The differences, however, are less on the “democracy” side and more on the “government” side. Yes, as every commentator on the EU notes, the EU has zero direct power to tax and instead lives on the contributions of member states. The long-term EU budget is subject to a unanimous vote of the Council, ensuring that every nation has a voice and raising the bargaining power of the poorest, least-populous states. Also, the EU as an organization has no military power of its own, and its police arm, Europol, has no power to arrest a person. So it’s a government without some of the key features we take for granted: no power to tax and no military or police to directly enforce its wishes. 

That means that most of the EU’s power is in the “what remains” category: regulatory power. As Princeton’s Andrew Moravcsik has noted in an excellent and widely discussed essay on whether the EU’s democracy is legitimate, that means the EU focuses on the just the issues that most governments leave to independent agencies or to other branches of government that in most democracies are far from the media spotlight.² If you’re interested in the moral concept of democratic legitimacy, Moravcsik’s argument is relevant: he’s here to remind us that if the EU had little democracy, then it would still be a reasonable form of governance because it’s mostly sticking to tasks that fans of democracy typically leave to unelected bureaucrats. But let’s remember something else: the EU is still quite democratic by conventional standards. So any complaints that scholars or citizens or pundits care to lodge about it aren’t really complaints about technocracy or oligarchy or the so-called democratic deficit in Brussels, at least compared to other real-world democracies. There are plenty of elections, the European Parliament as a whole has a lot of power, the entirely elected Council has even more power, and as political researchers Morten Egeberg, Åse Gornitzka, and Jarle Trondal of the University of Oslo conclusively document, officials from the EC meet frequently, both formally and informally, with members of the European Parliament, providing information and listening to them.³ There’s little doubt that members of the Brussels bureaucracy respond to phone calls from leading EU politicians and pay close attention to their de jure and de facto bosses. By conventional standards, the EU acts like a responsive democratic government. That means that the core remaining question is not whether the EU is democratic but whether it’s working. 




10% Less Democracy: The Brussels Case Study 




Since the EU acts like a modern democracy, that means it has elements of nondemocracy, of powerful, fairly autonomous bureaucrats, as in the European Court of Justice, the EC’s regulatory agencies, and beyond. The case for the EU as quasi-oligarchy (to adapt Houellebecq’s term) is even stronger for the European Central Bank (ECB), created in 1999 and overseeing the economic fortunes of the eurozone, the nineteen EU countries that use the euro. The members of the ECB’s executive board and the president of the Bank itself are chosen by the twenty-eight European Governments and hold eight-year terms. And as noted, members of the European Parliament serve five-year terms. 

So while the EU is substantially democratic, it has important less democratic elements. Taken together, this means that the EU ought to serve as an excellent example of many of the democracy-reducing reforms I’ve suggested throughout this book. The EU has: 




• Elected officials with reasonably long terms (Chapter 2) 




• An extremely “independent” (that is, undemocratic) central bank (Chapter 3) 




• Abundant “independent” regulatory agencies (and a fairly powerful and autonomous European Court of Justice) (Chapter 4) 




• A relatively well-informed electorate, since the educated are disproportionately likely to vote in EP elections⁴ (Chapter 5) 




If the claims of earlier chapters are correct, then it’s not too much to expect some good performance from the EU. Maybe not perfection—that’s never the real-world standard—but at least some signs that a more detached, more oligarchical form of government yields real benefits without creating even bigger costs. 

Here’s some evidence: The EU is actually pretty popular overall. A 2018 survey of citizens across the EU reports typical results: “67 percent [of EU citizens] believe their country has benefited from EU membership, according to the survey, and 60 percent say being part of the bloc remains a good thing. (12 percent say it’s bad for their country.)”⁵ 

The ECB has delivered low, stable inflation since its creation—far lower than the average inflation rate that southern Europe had had in previous decades, and even lower than Germany’s post–World War II inflation rate. The ECB responded to the global financial crisis aggressively and creatively—even generating negative interest rates, charging banks that stored money at the European Central Bank rather than lending it out. And when the ECB was faced with massive debt problems in a few member states—debt that was created by quite democratic governments, by the way—it took aggressive and risky bets by buying up substantial amounts of the government debt of Italy, Spain, and others on the European periphery in a bid to preserve European harmony. Fingers crossed, but so far, so good. 

And while the EU may get bad press for making it illegal to put little unmarked bottles of olive oil on your restaurant table,⁶ it’s reasonable to believe that joining the EU helps your nation’s economy perform better overall. Economist Robert Lawson of Southern Methodist University and, separately, economist Andrew Young of Texas Tech University both coauthored studies finding that nations that join the EU increase their levels of economic freedom just a little more than other comparable countries.⁷ These economic freedom indexes are widely used proxies for being market oriented, and since being market oriented rather than dirigiste is a good predictor of long-run prosperity, then the olive oil anecdotes are more the widely retweeted exception than the boring everyday rule. On average, joining the EU likely makes a nation more prosperous. 

Part of the reason for this apparent effect of EU membership on pro-market orientation is that as part of the process of preparing to join the EU, nations have to present evidence that they have their act reasonably together. They have to show that they’re reasonably democratic, have relatively market-oriented policies, and have governments that are competent by European standards. As Hungary’s recent push for “illiberal democracy” demonstrates, past performance is no guarantee of future results. EU members can backslide after they get adopted into the family, and it’s always hard to decide whether to punish or even evict a family member after making bad life choices. But the big push that national governments make when they want to join the EU probably works a lot like the news that you’ve just been hired to be the star of an action film: it’s excellent motivation to get in shape. 

Taken together, there’s reasonable evidence that the EU delivers the goods. There are certainly bad reasons a nation might want to join the EU—to get in line for those luxurious EU agricultural sector subsidies, for instance—but there seems to have been an invisible (or is it visible?) hand at work in the process of EU accession. It’s a club that’s typically well worth joining, partly because the other club members nudge you to work out just a little bit harder. The nudges are irritating, but irritation is the price of motivation. 




The Unsurprising Case of Brexit 




If the club is so good, why would anyone want to leave? Does the Brexit vote—the referendum passed in 2016 by a slim majority of U.K. voters demanding to leave the EU—count as strong evidence against the EU’s merits? Not at all. Remember, the EU is in part a pro-market club. It started as a club pushing for freer trade among European states, after all. At the same time, it is also heavily democratic, so it can push only for policies that receive wide support among the club members. The average member of the club has a big influence on the club’s policies—and that fact shapes the question of how much the United Kingdom can benefit from EU membership. 

Typically, when joining any organization where the other members will have an influence on you—where peer effects are real—you don’t want to be one of the top performers in the organization. You want a lot of members who are better than you: 




• Fellow gym members who can inspire you 




• Fellow classmates who are smarter than you and can therefore teach you new things 




• Fellow heads of government in the Council of Europe who are more market oriented than you 




When our peers shape us, it’s smart to search out peers who are better than us. 

And in the EU, there aren’t that many nations that can serve as models to the United Kingdom. Great Britain, after all, largely invented the concept of market-oriented liberalism, building on the insights of Adam Smith’s late eighteenth-century work, The Wealth of Nations, and turning market-oriented liberalism into a practical policy that reached its peak in the late nineteenth century under the political leadership of Prime Minister William Gladstone. And while the United Kingdom has ebbed and flowed in its support for economic liberalism in the twentieth and twenty-first centuries, it still is far more market oriented than most other EU members. 

Consider two standard indicators of economic liberalism, measures of a broadly more market-oriented economy: the Fraser Institute’s Economic Freedom of the World and the Heritage Foundation’s Index of Economic Freedom. Compared to other EU members, the former index rates only Ireland and Estonia higher than the United Kingdom, while the Index of Economic Freedom adds Denmark. That makes for just three nations out of twenty-eight EU members that follow Adam Smith’s advice more than the United Kingdom does. Every time the British prime minister showed up at an EU summit, she was representing just about the most economically liberal country in the room. She was one of the fittest people at the policy gym, the bright student who had little to learn from her weaker classmates. 

Part of the reason to join the EU is that it acts like an outside consultant, a coach, someone who motivates you to bring out your best effort. But how much good advice can you get from a coach who never accomplished that much compared to you? There’s a good case to be made that countries that have a tough time embracing market-leaning reforms can use EU membership to help commit to better economic policies. For them, the EU is a wise, experienced consultant, a coach who knows what it’s like to create winners. But for the United Kingdom, the case for membership was always closer to the “meh” side: whatever the benefits of membership were for Poland and France and Spain, they were always going to be weaker for the United Kingdom. 

Obviously the Brexit vote was motivated by much more than rules from Brussels about food labels, and immigration policy is at the top of the list of the concerns of UK voters. But UK voters and politicians alike can to some extent weigh the benefits of EU membership against the costs. And somewhere on the list of costs is the fact that the UK has better policies and better governance than the typical EU member. It’s hard to prevent the fitter members of the gym from leaving—and in this case, for a variety of complex reasons, it looks like one of the fittest decided it was time to go. 




Democracy amid Diversity: A Better Explanation for the EU’s Problems 




The EU’s greatest struggles since the global financial crisis—to address the European debt crises, the migration crisis, and the rise of illiberal democracies in portions of Europe—are substantially caused by the EU’s democratic structure. The EU, slow to come to a decision on each of these matters and then finding it impossible to enforce the so-called decision it announces, can’t make up its mind because it consists of such diverse minds, each of which has strong, often overwhelming power to stop the governance process. Political scientists, sociologists, and economists have all found different forms of evidence that higher levels of cultural and ethnic diversity tend to generate political conflict and distrust, most famously in Robert Putnam’s research on trust in one’s neighbors.⁸ Higher levels of cultural and ethnic diversity also appear to reduce cooperation and productivity—as shown in both a lab experiment at Harvard University⁹ and a flower processing factory in Kenya.¹⁰ 

It’s difficult for Europe’s diverse collection of nations to come to an agreement, in part because it’s difficult for any diverse political coalition to act in an organized manner, to act like an organization. An old American saying by the cowboy philosopher Will Rogers is relevant: “I’m not a member of any organized political party: I’m a Democrat!”¹¹ 

The EU’s structure is perhaps the best possible way to create a supranational democracy out of the great variety of democratic nations that have chosen to join. No nation will join the EU if it thinks it will be worse off for doing so, and since the core fear of any nation joining a supranational democracy is that it will be steamrollered by the other nations, a near-prerequisite for any supranational European democracy is unanimity rule. Without something close to a unanimity rule—at least for the big decisions—the EU would not exist. That means that pundit-driven proposals to shift the EU far closer to majority rule are fanciful—flights of pure theory as likely to work as a perpetual motion machine. 




The Calculus of Unanimous Consent 




Unanimity decision rules make governing difficult. It’s a world where the squeakiest wheel gets the most grease and one holdout can stop a good deal from happening. I know about this firsthand as a former staffer in the U.S. Senate, where much legislative activity happens by unanimous consent (“UC” in local parlance) and where even more potential legislation never gets introduced because everyone knows there’s this one senator who doesn’t like that one issue. The old tactic of filibustering a bill—talking without interruption to prevent a motion to bring the bill to the floor—is the most famous version of unanimity rule in the Senate. I strongly recommend James Stewart’s performance in Mr. Smith Goes to Washington, a black-and-white film from 1939, to give a sense of what that traditional form of unanimity rule looked like. But the real-world version of unanimity rule, in glorious Technicolor, isn’t nearly as charming to watch. 

The U.S. Senate isn’t the only place with elements of unanimity rule. Poland’s legislature in the 1600s and 1700s had it as well. Just by shouting the phrase Nie pozwalam! any legislator could stop any bill from becoming law. This is widely credited with exacerbating the political weakness of Poland. W. J. Wagner noted decades ago in the Polish Review, “Certainly, there was no other institution of old Poland which has been more sharply criticized in more recent times than this one.”¹² 

Some political thinkers, however, have had a soft spot for unanimity rule; even Wagner himself did. Unanimity is a way to guarantee that no government decision knowingly hurts any voter. If our primary concern in creating a government is to ensure that nobody is made worse off by a government decision—to ensure the decision is “Pareto efficient,” as an economist would say—then one way to be sure nobody is hurt by a policy is to ask everybody if they agree to it. This was Swedish economist Knut Wicksell’s thought, and he made just this point in his Finanztheoretische Untersuchungen (Inquiries into Finance Theory).¹³ If government makes exploitation possible in principle, then let’s get everyone’s consent in practice to make sure that no one is being exploited. 

My late colleague at George Mason University, the Nobel laureate James Buchanan, was the first person to translate a key portion of Wicksell’s Inquiries into English. It appears that in reading it, he found much worth reflecting on and much worth arguing with. In an influential book that Buchanan coauthored with my late colleague Gordon Tullock, they argued that unanimous agreement had elements of a noble ideal because it really is important to reduce the probability that government action could make people worse off. But Buchanan and Tullock also emphasized that coming to agreement is just hard, even on the easiest of subjects. 

An entire chapter of their famed Calculus of Consent is entitled “The Rule of Unanimity,” and the ethics, merits, and downsides of unanimity rule are a recurring theme throughout their book.¹⁴ They are clear that unanimity is a worthy ideal, one worth using as a starting point for serious political thinking, even if wise governments end up making decisions with less than the unanimous consent of the governed. The barrier to unanimity rule turns out to be the high cost of reaching agreement: 




The introduction of decision-making costs is required before any departure from the adherence to the unanimity rule can be rationally supported. . . . If costs of decision-making could be reduced to negligible proportions, the rational individual should always support the requirement of unanimous consent before political decisions are finally made.¹⁵ 




Buchanan and Tullock were particularly concerned that under majority rule, minorities would become victims, and that the majority might often vote to impose “external costs” (bad side effects) on the minority:” Moreover, [under majority rule,] so long as there exist minorities who disagree with the decisions reached, some external costs will be expected . . . only the unanimity rule will insure that all external effects will be eliminated.”¹⁶ Their particular example was the question of how to divide a nation’s oil wealth. Under majority rule, it’s easy to imagine 51% of the people agreeing that a particular 51% of the people should get 100% of the oil wealth. And certainly that example has mattered in real-world settings in resource-rich countries. But the metaphor is much broader, just as the parable of the Good Samaritan applies even thousands of miles away from the Levant. 

Our modern expectation that group decisions—democratic decisions—are majoritarian by default is, according to Buchanan and Tullock, a mistake. Instead of starting with 50% + 1 and occasionally working up from there, they think we should start at 100% and, only with some reluctance, work down from there: “In political discussion . . . many scholars seem to have overlooked the central place that the unanimity rule must occupy in any normative theory of democratic government.”¹⁷ 

The conclusion that Buchanan, Tullock, and Wicksell came to by reflecting on the human tendency to exploit other humans, the EU came to by necessity. If you want a nation to voluntarily join the EU, that nation probably needs to feel that it can reject any EU decision that would make it massively worse off. But regardless of how the EU came to the need for frequent unanimity rule, unanimity rule is certainly democratic. The question of whether unanimity rule is wise or efficient is quite distinct from this separate question of whether it’s democratic. Thus, complaints about the EU’s unanimity rule—and its more frequently used supermajority alternative, qualified majority rule—are complaints about the type of democracy you’re living under. They’re not complaints about whether you’re living in a democracy or an oligarchy. Europeans might feel out of touch with the decisions of the EU Council, but when they do they’re feeling out of touch with a democratic decision. 

So how often should democracies choose unanimity rule? As Buchanan and Tullock emphasize in theory and as the history of Poland shows in practice, unanimity rule is costly and can lead to bad decisions. It’s well understood within the EU that nations leaning toward a “no” vote are bought off with side payments—targeted farm subsidies, perhaps, or a shiny new EU office building to be built in a recalcitrant country. Such side payments are one practical method of “coming to unanimous agreement” that Buchanan and Tullock themselves discuss. If 90% of the people at the party want to order so-called pineapple pizza badly enough, and if the party can order only one kind of pizza, then even under unanimity rule, those 90% will probably be able to buy off the consent of the wise minority who are rightly skeptical of this pineapple-bread monstrosity. And if the 90% can’t buy off the consent of the wise holdouts, that’s a strong sign that the supermajority isn’t all that excited about ordering their poor excuse for a pizza. 

This line of reasoning—a version of the Nobel-winning Coase theorem—is officially an argument for how unanimity can work, but in practice it’s an argument for just how hard it is to make unanimity work. Isn’t buying off recalcitrant holdouts a poor use of time and money? And won’t voters (or small European countries) have a strong incentive to play up their complaints—to exaggerate how much they dislike a piece of proposed legislation—just to extract the biggest side payment? Yes and yes. And the EU is a particularly strong example of the high cost of reaching unanimous consent. In a region with such high cultural diversity, with relatively religious countries in the East and relatively secular countries in the North and West, with nuclear families and strong individualism in the North and West and stronger, multigenerational family structures more common in the East and South, and economic differences everywhere, this is a formula for disagreement—both sincere disagreement and, well, let’s call it “economically motivated disagreement.” 

Alas, the EU has the only kind of structure possible—one with strong elements of unanimity and supermajority rule—but that form of democracy will create inefficient haggling and too many fragile, unenforceable, largely ceremonial “agreements.” 




The Efficiency of Eurocracy Unleashed 




The EU’s democratic structures may have a tough time coming to agreement, but when they finally do agree on something and hand it off for enforcement, enforce the EU does. 

The European Central Bank is an example. Economists weren’t very supportive of the idea of creating the euro. If you’d held a vote in the 1990s among international monetary economists—experts on exchange rates, inflation, shared currencies, and the like—there’s no doubt they’d have voted against creating a single currency shared among over a dozen European countries. There’s a standard set of arguments for when a group of nations should share a single currency—a set of arguments made by Canadian Nobelist Robert Mundell—and the euro area didn’t (and still doesn’t) meet the requirements.¹⁸ The big three: 

1. When the region gets hit by economic shocks, they should mostly be common shocks, hitting all countries about equally, not special regional shocks that just hit “the farming countries” rather than, say, “the factory countries.” You can’t cut interest rates solely for one region, just as you can’t typically send chemotherapy to just a single cancerous organ—and since the direct effects go everywhere, the side effects also show up everywhere. Central banking is economic crop dusting. Careful targeting isn’t its strong suit; it works best when different regions have a lot in common. 

2. Workers and machines should be able to move across national borders, so if and when a bad regional shock hits one area, workers and (eventually) machines can move from the hard-hit nations to the economically stronger ones. Within the United States, for instance, people used to move across states a lot during recessions—one sign the country was a good place for a shared single currency. 

3. There should be a system of transfer payments that can help areas hit by regional shocks. You can call the transfer payments “targeted tax credits” if that’s your thing, or call them “relief payments” or “Social Security bonus payments,” or whatever else you like. The transfer payments are another way to make up for the fact that a single area-wide central bank can’t target its stimulus, so if a regional shock hits, it would be good to have some way to keep the hard-hit region spending, or at least keep it out of the path of deeply worsening poverty. 

The eurozone obviously fails to meet all three criteria: it has local shocks, little mobility, and no eurozone-wide social safety net. You can see why economic experts were euroskeptics from the start—with the interesting exception of Robert Mundell himself, the economist who created this list in the first place. I’ll set aside Mundell’s support for the euro, his optimism, as a topic that deserves a book of its own. Instead, consider what Vox’s Matt Yglesias had to say about the euro back in 2015: 




If you try to understand the eurozone as an economic policy idea, you’ll quickly start to see that it’s a pretty stupid idea. . . . [However, the Eurozone is] primarily a political project, not an economic one. And despite the considerable problems with European economies, it gives every indication of succeeding in its political goal of pushing deeper and deeper integration of European countries.¹⁹ 




Given the central goal of deeper political and social integration, EU member states came to an agreement on the form of commom currency, the euro. In 1992, they signed the Maastricht Treaty, which set the stage for later monetary union; and this treaty was ratified by all the democratically elected governments of the EU. Economists predicted it would be difficult—economically and, indirectly, politically—to handle a shock that hit one region of Europe harder than another. And, wow, did economists ever turn out to be right about that. 

The European debt crisis hit southern Europe harder than northern Europe, East harder than West, and the ECB was faced with precisely the unappealing menu of options that the euroskeptics from the 1990s predicted. The ECB’s creative response was a form of targeted stimulus in the form of buying up government bonds of the weakest euro economies, bonds that prudent central banks typically avoid purchasing. This had the effect of cutting interest rates for just a subset of economically weaker countries, effectively increasing the supply of loans to those countries, pushing down their interest rates, and making it easier for people and businesses in those countries to borrow money. 

The ECB found a way to do something economists had known was possible in principle but risky in practice: cut interest rates in just one part of a shared currency area. The big risk of this policy isn’t rampant inflation because the ECB can always wage a typical battle against inflation by raising interest rates across the eurozone for a while. The big risk instead is that now the ECB has started engaging in fiscal policy, buying up risky government bonds when it’s always possible that one of those countries could decide to default on some or all of its debt, as the Greek government did in 2011. If the countries all make good on those bonds, the ECB isn’t out any money, but if they default, that means that back when the ECB bought those bonds, it was unknowingly giving those countries a gift. 

That’s the difference between a loan and a gift: a loan is a gift you eventually give back. And the only way to find out if you gave a loan or a gift is to wait and see if you get repaid. I hope it all works out just fine, and in any case, it reminds us that when the EU democracy handed an EU bureaucracy a tough, risky, unappealing task to perform, this bureaucracy did an amazingly good job of it. 




The Eurocratic Efficiency of Frontex 




By contrast, the European migration crisis that began in full force in 2015 offered a textbook example of the EU’s democratic weaknesses. The diverse set of nations in the EU (predictably) couldn’t come to any serious agreement on how to enforce border security or how to care for the hundreds of thousands of new migrants who had arrived on boats crossing the Mediterranean just that year. The 2015 arrivals were part of a larger European phenomenon: in total “about 2 million migrants . . . arrived in Europe by crossing the Mediterranean Sea” between 2009 and 2018, according to Pew Research.²⁰ Clearly the EU needed to come to some sort of agreement regarding how to take care of the needs of arriving migrants and what policies to enact about future border security. 

How would the EU’s democratic organs come to a decision on such important, controversial issues? When the Council voted on migration issues, the typical voting rule had long been unanimity rule, as you’d expect on such a sensitive topic. But on a central vote in 2015—a refugee resettlement plan designed to allocate 160,000 refugees across EU nations—the EU abandoned the unanimity norm on migration issues and instead passed the bill through a qualified majority vote on the Council. Politico noted at the time: 




The pressure to move on the refugee issue has been building throughout the past week, leading ministers to use the political “nuclear option” of qualified majority voting to adopt the relocation scheme. The voting mechanism is common for less-controversial measures, but has never been used for something as sensitive and divisive as refugee relocation.²¹ 




The ostensible quotas that were the fruit of that nonunanimous decision have never been enforced. An article a year later, entitled “EU Buries Migration Dispute for Now,” reported: 




“Very clearly, last year’s package doesn’t work,” another diplomat said, adding . . . EU leaders had “a frank discussion” when 27 of them met in Bratislava in September. “Many member states had a strong position and agreed that it would be better to have more flexible solutions,” the diplomat said.²² 




So even when the EU’s quasi-senate attempts to use (qualified) majority rule on paper, they find that they have to live with the unanimity rule in practice. 

However, on border control, an element of immigration policy where the democratic organs of the EU have greater agreement, the EU bureaucracy is again responsive and largely effective. Over the past few years, the EU has slowly and quietly built up an astonishingly robust border control agency, Frontex. Frontex was officially created in the fall of 2015, the time of the failed refugee resettlement “agreement.” European leaders knew they had a problem with border control—the predecessor to Frontex had done little—and so they created an agency that within a year had genuine power to enforce migration rules. Frontex’s official name is the European Border and Coast Guard Agency. And while as of this writing it doesn’t have a single border guard or coast-patrolling ship to its name, and instead relies on cooperation with European governments, current plans call for a Frontex with 10,000 border guards in just a few years. This is an enormous policy change, driven by democratic political demands but formally recommended by the technocratic European Commission itself.²³ 

The Eurocracy has given the EU’s democratic leaders just what they’ve asked for. Frontex, backed by the EU’s new democratic consensus on immigration restriction, has apparently been effective at dramatically reducing migrant arrivals with arrival rates that by early 2017 fell below 20%, and closer to 10%, of their 2015 peaks. Sea arrivals per month had been over 150,000 in late 2015 and fell to an average of around 15,000 per month in early 2017.²⁴ This outcome appears to be what European voters want, according to numerous polls in late 2015 and since. As voter demands became clearer and citizens grew more vocal about their preference for lower migration levels, politicians responded, and the EC bureaucracy met most of the demands of EU voters. 

A crucial method that Frontex uses to reduce migration flows is to work with African governments to reduce northward migration from sub-Saharan Africa toward Europe. This policy is known as “border externalization,” and it often amounts to outsourcing government border enforcement to other countries, often countries with worse records on human rights. In an impassioned 2018 opinion piece, researcher Mark Akkerman writes, “Starting in 1992, but at an accelerated rate since 2015, the EU has pressurised third countries, mainly in Africa, to act as its border security outposts. . . . EU relations with African countries have become obsessively focused on stopping migration towards Europe, regardless of its consequences for forcibly displaced persons.”²⁵ 

As with the ECB’s response to the debt crisis, Frontex has responded aggressively—many critics would say too aggressively—to the demands of its democratic bosses. The question of proper border control policy is far beyond the scope of this chapter, but the question of whether the EU’s bureaucracy accomplishes the tasks that democratic politicians have handed it is well within its scope. And there is little doubt on this matter: by real-world standards, the EU’s bureaucracy responds to voters. The EU has problems of democratic governance, but the problem is mostly with the democracy, not the governance. 
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Singapore: Flourishing with 50% Less Democracy 




IN 2004, Harvard economist Lant Pritchett and the World Bank’s Michael Woolcock asked, “What is the best way to get to ‘Denmark?’”¹ By “Denmark” they didn’t mean the affluent northern European country with a population of about 6 million. They meant competent governance, a government that routinely succeeds at providing “key services such as clean water, education, sanitation, policing, safety/sanitary regulation, roads, and public health[, all] assured by effective, rules-based, meritocratic, and politically accountable public agencies.”² 

Pritchett and Woolcock’s paper contained what became a catchphrase for a key goal of economic development: “Getting to Denmark.” The authors emphasize that Denmark is just a metaphor, and they also hint that there’s another nation that would make for a similarly good metaphor: “By ‘Denmark’ we . . . mean the common core of the structure of the workings of the public sector in countries usually called ‘developed’ (including new arrivals like Singapore).”³ 

Singapore, an island nation in Southeast Asia, has about the same population as Denmark, an income per person that is about 80% higher than Denmark’s, and a life expectancy that’s two and a half years longer than Denmark’s. So by some metrics, Singapore is better off—a bigger success story than Denmark. But these two small nations started off in quite different places in 1960—with Singapore starting off much the poorer of the two. Since 1960, Denmark has grown about four times richer per person, but over the same period, Singapore has grown about twenty-three times richer per person. At least by the metrics of income, life expectancy, and growth, it’s worthy to discuss how to get to Denmark, but it’s wise to discuss how to get to Singapore. 

The Singapore miracle is economically impressive, and therefore politically impressive. However, its political miracle wasn’t built on democracy, at least not according to any standard definition. Singapore definitely has elections, and by all accounts, its secret ballot votes are counted fairly. The Systemic Peace team—the good people who create the Polity index—note in their report on Singapore’s political system: 




Multiparty elections have been a defining feature of the Singapore state since 1959. Despite these elections, the People’s Action Party (PAP) has established a hegemonic one-party system . . . [and] the government has . . . used the threat of libel suits and its influence over the courts and the media to limit any significant challenge to PAP political hegemony.⁴ 




In Singapore, when you say the wrong things about government leaders, they don’t throw you in jail: instead, as a rule, they sue you, and they win. That’s enough to keep most political opposition inside the bounds that the PAP is comfortable with. Other tools are used as well—recently, strict permit requirements for public gatherings have turned into restrictions on social media discussions of Singaporean politics—so libel suits aren’t the only mechanism Singapore uses to control political competition. It’s well worth remembering that governments have a range of tools, some more brutal than others, and Singapore has generally avoided the most brutal tools. 

Facing no substantial political competition—the PAP currently holds 82 out of 101 seats in the nation’s parliament—and with the government wielding a great deal of control over the media, Singapore surely fails to meet Nobel laureate Amartya Sen’s minimal requirements for a democracy. You’ll recall that Sen defined the level of democracy required to avoid a famine: genuinely competitive parties and a free media. Singapore fails both tests. That means that Singapore doesn’t have 10% less democracy when compared to the world’s rich democracies; it’s certainly less democratic than that. Two widely used indexes point toward a useful, if still subjective, estimate: the Polity index discussed in Chapter 1 and the Economist magazine’s Democracy Index. 

The Democracy Index gives Singapore a 6.4 out of 10.0. The Economist calls Singapore a “flawed democracy”—the same category it gives to the United States, though the U.S. scores higher, at 8.0. The Economist’s index measure, however, isn’t just an index of whether a nation is a democracy; it’s also a measure of how well the democracy is functioning. That means that it places quite a lot of weight on performance measures, and not strictly on whether elections are competitive and whether votes are fairly counted. For example, the United States is downgraded in part because of a low score “in the functioning of government category, as political polarisation has become more pronounced and public confidence in institutions has weakened.”⁵ By comparison, the median “full democracy” in their index has a score of approximately 9, and the lowest score is approximately 1. By the Economist’s measure, Singapore is about 35% less democratic than the world’s rich democracies—but again, that measure includes the results of democracy, not just the procedures of it. 

By contrast, the good people at the Systemic Peace project, discussed in Chapter 1, give Singapore a much lower score: a combined Polity score of just −2 on a +10 to −10 scale. There are plenty of countries at both ends of the Polity scale, so Singapore is truly 60% below the rich democracies on that scale. In averaging these two measures, let’s put more weight on the more neutral Polity score, and let’s call Singapore a case of 50% less democracy. That means that the Singapore model isn’t one to fully emulate, at least not for today’s rich democracies. The chance of a horrifying outcome, even if low to moderate—not famine as much as war or a demolition of civil liberties that could potentially lead to governments killing their own citizens—is too high to recommend the full Singapore model to the average rich democracy. Singapore has succeeded by most measures for over five decades, but just because it succeeded doesn’t mean other countries can follow the same path and get the same results. Singapore has been lucky—and this isn’t a book about luck. 

But there’s still much to learn from this exceptional nation-level case study. Let’s spend a few minutes on this wondrous exception. 




The Creator of Singapore 




It’s often said that there’s more to Singapore’s origin story than Lee Kuan Yew. He was Singapore’s first prime minister, held the office from 1959 to 1990, and continued to retain substantial political influence until 2011. But even though he’s not the whole story, let’s focus on the late LKY (as he was universally known) all the same—in part because he’s so quotable. 

LKY knew that voter skills shaped government quality: 




In new countries, democracy has worked and produced results only when there is an honest and effective government, which means a people smart enough to elect such a government. Remember, elected governments are only as good as the people who choose them. [1988]⁶ 




He emphasized that elections are a means to the end of creating good governance, and good governance requires effective leaders; but democratic elections might not be the best way to find those leaders: 




The problem now is how to work the system of one man, one vote when we have to get quality leadership to the top. If we leave it to natural processes it will be a contest on television performances as in the West. And the best television performers and rally entertainers are not necessarily the best leaders who can deliver good government. [1996]⁷ 




And having started with such a poor nation—he entitled his memoirs From Third World to First—LKY never took a rich Singapore for granted: 




We cannot afford to forget that public order, personal security, economic and social progress and prosperity are not the natural order of things, that they depend on ceaseless effort and attention from honest and effective government that the people must elect. [2000]⁸ 




The Semidemocracy of Singapore 




William F. Case of the University of Nottingham used an apt term for Singapore back in 1996: he called it a semidemocracy. He notes that Singapore holds real elections, but the PAP ensures that its core constituency—the middle class, not the traditional affluent elites, not the poor—has the greatest voice in society: “Thus, in Singapore core elites keep their grip on state power by spreading limits on liberal participation evenly across classes, then holding regular elections. At the same time, they favor the middle class by opening some side channels [for dialogue with the government].”⁹ 

What are these side channels, these mechanisms to make sure that the middle classes feel that they’re actually being listened to? Case describes them: “Numerous forums for dialogue including the Feedback Unit, created in 1985, the Government Parliamentary Committees, introduced in 1987, and the Institute of Policy Studies, formed in 1988, have grown up alongside new middle class constituencies and dissuaded them from seeking more autonomous modes of participation.”¹⁰ 

It’s PAP’s political ground game, designed to make the middle classes feel that they’re being heard. And indeed, it gives the PAP more information about what the middle classes actually want. It’s not democracy—it’s not listening carefully to everyone. Instead it’s semidemocracy: listening carefully to PAP’s core constituency, but holding honest elections so that everyone can let off some steam. 




The Wisdom of Singapore 




Traveling to a country for a few days is no way to learn what it’s really like. That obvious caveat aside, I’ve been to Singapore twice—once as a tourist, once to give an academic talk—and both visits were fantastic. The Night Safari at the Singapore Zoo is not to be missed. The roar of a distant lion; wandering through an aviary and walking within inches of a large fruit bat hanging at shoulder height; wallabies wandering up in another aviary-style enclosure. And Kaya toast—toast spread with a sweet coconut-egg jam—is a breakfast delight worth a trip in itself. But those brief trips didn’t show me the nature of the Singaporean miracle. I learned much more about the country by looking at statistics, comparing it to other countries, and reading histories of the nation. That’s how I’ve learned that although Singapore has perhaps 50% less democracy than the world’s richest democracies, it built its miracle by using some of the same channels we’ve discussed. 




First, Singapore has exceptionally smart citizens: it has among the very highest average test scores in the world. In practice, Singapore already has an element of epistocracy. 

A purely anecdotal illustration: my first day in Singapore, I grabbed the newspaper. It contained an interview with a top government official who was describing the expansion of Changi Airport, and in the interview, the official said the government was interested in how many positive externalities the airport created. Now, externality is a term that in my experience rarely comes up outside of economics classes—it’s our word for “side effect,” like how my home’s market value would rise if my neighbors took care of their lawn and stopped playing loud music after 9:00 p.m.¹¹ But I just don’t hear that word in common usage. For instance, I’d never dare to include it in a draft of a Senate speech or in an op-ed. But the Singaporean official used the term without explanation. My later experience confirmed the anecdote: politicians in Singapore routinely discuss policy at an extremely high intellectual level, even in the newspapers. That’s a sign that Singapore might be more than a semidemocracy: it may be the world’s first semiepistocracy. 




Second, Singapore has an independent-enough judiciary to receive high ratings from both the World Justice Project and the World Bank’s Rule of Law Index. 

Indeed, in the World Bank index, Singapore was ranked eighth in the world in 2017, just two behind Denmark. According to the World Justice Project, Singapore was thirtieth in the world in 2019, the highest in Asia, while Denmark was first in the world. Either way, Singapore has a high-quality legal system by current global standards. 

How about Singapore’s monetary policy? Alas, it’s not independent at all of the political system; the current head of the Singapore Monetary Authority is also the nation’s deputy prime minister, the popular Tharman Shanmugaratnam. But given the semidemocracy of Singapore, the nation’s central bank is surely insulated from the voice of the voters. 




Third, Singaporean electoral terms are reasonably long—four to five years—but that’s just the term length that’s written down on paper. 

As we’ve seen, LKY held power for decades, and the tradition of long service has continued among Singapore’s political elite. These are men and women with long time horizons—a feature that’s all too rare among leaders in democracies. 




Fourth, there’s no doubt that the PAP is a highly effective political machine. 

Indeed, the middle-class listening committees of Singapore sound like a modern version of Plunkitt’s glee club, a glue that sticks voters to the PAP machine. Singapore has embraced political realism. 

By these measures, it looks like Singapore’s low-democracy path was simultaneously a path to greater prosperity. I can’t suggest that your nation take the path all the way to Singapore—rich democracies have too much to lose if things go wrong—but perhaps your nation should take a good long walk down that road. 



CONCLUSION 




Buying the Right Dose of Democracy 




Alexander Hamilton believed in political science. In the ninth of the Federalist Papers, he wrote: 




The science of politics . . . like most other sciences, has received great improvement. The efficacy of various principles is now well understood, which were either not known at all, or imperfectly known to the ancients. The regular distribution of power into distinct departments . . . [compare to Chapter 3 of this book]. The institution of courts composed of judges holding their offices during good behaviour [compare to Chapter 4—and the long terms of Chapter 2]. The representation of the people in the legislature, by deputies of their own election [perhaps compare Chapter 2; this is no celebration of direct democracy]. These are either wholly new discoveries, or have made their principal progress towards perfection in modern times. They are means, and powerful means, by which the excellencies of republican government [i.e., representative democracy] may be retained, and its imperfections lessened or avoided. [punctuation added.] 




You’ll also recall from Chapter 6 that Alexander Hamilton, first U.S. treasury secretary, also believed that government bondholders are “generally speaking, enlightened men.” So Chapters 3, 4, and 6 of this book, and perhaps even Chapter 2, are Hamiltonian in spirit. Hamilton was no defender of 100% pure democracy. In his own way, different from my own, he was looking for the top of the democracy Laffer curve to balance the benefits of citizen influence against the benefits of keeping power from the people, keeping institutions independent of the immediate demands of voters. 

Like Hamilton, I’m a believer in the science of politics. Political science exists whenever and wherever people who think about political issues pay close attention to the marriage of theory and data. For the previous nine chapters, I’ve attempted to create that marriage, to test ideas old and new about how to reform governance in today’s rich democracies. In Hamilton’s day, those who studied the science of politics had to test their ideas by reviewing case studies—a few anecdotal examples of nations that tried monarchy or independent judges or some other reform. Anecdotes ruled the world of political debate. 

Since World War II, the rise of dozens of affluent democracies around the world, along with the rise of widespread data collection by governments, think tanks, businesses, and universities, makes it possible to test claims about government reform more thoroughly than ever before. We can say more about what makes for good governance than Hamilton ever could. Perhaps that’s because our theories are better than those available to him—in particular I’m glad to celebrate the value of game theory, a great creation of twentieth-century social science—but mostly it’s because we have more data. 

What theories do the data support? And what reform proposals might flow from these results? 




• Longer terms make for at least slightly braver, more technocratically oriented, less populist politicians. Based on this finding, I suggest that countries with two- or three-year legislative terms should consider at least four-year terms. 




• Less democratic central banks are close to a free lunch—lower inflation, fewer banking crises. The rich nations have largely embraced independent central banks, but as Chapter 3 noted, just because the bank is independent on paper doesn’t mean it’s independent in practice. Top elected officials need to support central bank independence during good times and bad or else independence can become de jure but not de facto. The battle for independence is never fully won. 




• Judges and regulatory agencies are likely to get better results when kept a little further from voters—and a less democratic, more oligarchical judiciary is particularly valuable. The downside risks to such reforms are low and the benefits high. 




• Giving a little more weight to more informed groups of voters, especially in the upper house of a national legislature, might be just the epistocratic nudge that representative democracy needs. 




More speculatively, though with speculation driven by social science theory and useful analogies, we might further conclude: 




• Government bondholders are one group that cares a lot about your nation’s long-run profitability. It may be time to treat them more like government shareholders—voting rights and all. They’re already tacitly influencing your government’s policies, so it may be time to bring them explicitly into the halls of power. They probably have some good ideas. 




• With the rise of high-hostility, polarizing social media, the voice of the citizen is a lot noisier than before. It may be wise to let party insiders have a bit more influence over party politics, as Jonathan Rauch of Brookings rightly suggests. 




• Most speculative of all, somewhat more frequent, lower-stakes elections could reduce the influence of the media-outrage-of-the-month on government policy—electing half of a nation’s parliament every three years rather than the entire parliament every six, for instance. Here, the U.S. Senate has the right idea, with a third of the members running every two years. Stability in the councils of power is wise when the electorate is, well, less than wise. 




Would a government that embraced many of these reforms still be “democracies”? I’m not one for worrying about definitions and precise jargon, but since this particular word has meant so much to so many, let’s take a moment to weigh the many meanings of democracy over the centuries and compare it to other prominent alternative forms of government. That should help us understand whether the governments we have and whether the governments we want are 100% democratic. 




Like James Madison, his Federalist Papers coauthor, Hamilton knew that in his age, the word democracy had a negative ring to it. Both he and Madison used the word republic to refer to what we now call representative democracy—elected officials who to some degree represent the will of the voters. And Madison and Hamilton were clear about the difference between a democracy and a republic. They typically saved the word democracy to refer to what Madison in Federalist No. 10 called “a pure democracy, by which I mean, a society consisting of a small number of citizens, who assemble and administer the government in person.” In the same essay, Madison, like Hamilton, uses republic to mean what we routinely call “representative democracy”: “A republic, by which I mean a government in which the scheme of representation takes place, opens a different prospect, and promises the cure for which we are seeking. Let us examine the points in which it varies from pure democracy.” 

Hamilton and Madison emphasized throughout the Federalist Papers that the U.S. Constitution, then awaiting ratification by the thirteen states, was no plan for “pure democracy.” Instead, the Constitution was a plan for something else: a government with some elements of oligarchy—especially in the Senate, whose members were selected by state legislatures, not by voters—and with some elements of monarchy—particularly with a powerful president chosen by an electoral college, a college originally somewhat like the college of cardinals who in Rome come together to select the elective monarch known as the pope. And the mixed monarchical-oligarchical element of the judiciary—with appointments for life “during good behaviour”—while not emphasized in the past has become more obvious in the subsequent centuries. 

One hundred percent pure democracy was never on the menu of the moderns. The word democracy reminded Enlightenment-era thinkers on both sides of the Atlantic of ancient Athens in particular, a city with many extremely intelligent people, great wealth, and a large overseas empire that nevertheless both lost the Peloponnesian War to nearly totalitarian Sparta and also voted to kill the great philosopher Socrates. If Athens is your best case for democracy, many enlightened thinkers concluded, maybe democracy is overrated. And once the French Revolution, Reign of Terror and all, became the next famed example of something ostensibly approaching pure democracy, the price of shares in pure democracy tanked, and have yet to recover. 




Democracy Plus Oligarchy: A Time-Honored Recipe for Better Government 




Other political thinkers across the centuries had already concluded that the best form of government was surely not pure democracy but something that combined elements of democracy, aristocracy (rule by the best, the most virtuous, not just the richest), and perhaps monarchy. Aristotle, Polybius, and Machiavelli, in the fourth century BCE, second century BCE, and fifteenth century CE, respectively, all came by different paths to much the same conclusion. At the same time, each writer emphasized that each of these three forms of government had an evil version—a Mr. Hyde to the Dr. Jekyll—which could erupt unpredictably. Democracy could become mob rule, aristocracy (rule by the best) could become oligarchy (rule by a few for the benefit of that few), and monarchy (largely benevolent rule focused on the long run) could become tyranny (Saddam Hussein). 

One of the many strengths of premodern political thought is that its finest exemplars rarely assume the can opener of competent government. They begin with the opposite assumption: that people and governments are flawed and proceed from there. There’s no great villain who must be defeated once and for all in the third act; there’s no final boss battle after which a golden age of governance will arise. It’s all just muddling through, an ongoing struggle against the forces of institutional decay. 

Aristotle, a student of Plato who in turn was a student of the ill-fated Socrates, emphasized that some sort of balance was likely to lead to better government: 




If I was right when I said in the [Nicomachean] Ethics that . . . goodness consists in a mean, it follows that the best way of life is a mean, a mean which can be attained by everyone. These same criteria must be used to judge the excellence or otherwise of a constitution, which is, so to speak, the life of a state . . . Every state has three parts: the very rich, the very poor, and the middle class.¹ 




Aristotle spends some time elaborating on the merits of the middle class—the “mean” or average class. He says they tend to listen to reason (compare Chapter 5), they are enough like each other that friendliness and social equality are more likely to arise, and compared to the poor and rich, respectively, they’re more likely to pay taxes and less likely to covet government power. Aristotle concludes, “Therefore, of course, a state which rests upon the middle class is the best constituted in respect of those elements which, in our opinion, constitute a state. . . . All this goes to show that the best political society is one where power lies with the middle class.”² 

But not every state can hand power solely to the middle class. In Aristotle’s day, that was partly because many states didn’t have a big enough middle class, and in our modern age, it’s partly because of the cultural norm of near-universal suffrage in democracies. When inequality is extreme, Aristotle sees little hope: “In those democracies which have no middle class and the poor far outnumber the rich, trouble ensues and the state soon goes to pieces.”³ 

So having a lot of fairly affluent, reasonable citizens is a good way to go. However, if the poor (whom today we might call “working class”) or the rich are more powerful, what’s a good alternative, maybe the best alternative? Again, a form of balance, but a different balance, one that Aristotle calls polity: “Polity may be described generally as a fusion of oligarchy and democracy; but the term is most often used of those constitutions which incline toward democracy.”⁴ 

What counted as oligarchy in Aristotle’s day? He offers this example, one that many people today, including me, would consider extremely democratic: “The appointment of magistrates . . . by the process of election . . . is looked upon as oligarchical.”⁵ In Aristotle’s day, people took democracy—direct participation of citizens—quite literally. 

Let’s run with the concept of polity. How will we know if it’s working fairly well? Aristotle, who frequently dissects definitions to the granular level, upends our expectations in this case. He says we’ll know the polity is working well when we can’t precisely define it: “One criterion of a satisfactory blend of oligarchy with democracy is the possibility of describing a single constitution both (1) as a democracy and (2) as an oligarchy.”⁶ 

So a satisfactory polity sounds a lot like a modern “democracy”: the masses are involved, and yet it’s obvious that insiders have a lot of influence as well. And it appears that to Aristotle, that’s a good thing: the oligarchs and the masses balance each other, simulating the benefits of a dominant middle class. The combination of mass involvement in political questions with additional, crucial roles for your nation’s elite; that’s what Aristotle called polity and what we—you and me together—can quite gladly call democracy. Modest shifts in the balance, 10% one way or another, won’t change that. 




Diversifying the Constitutional Portfolio 




Polybius, a Greek historian who studied the history of the Roman republic amid its golden age, is famed for emphasizing that a mixed form of government is best, though his recipe is different from Aristotle’s. Polybius notes that “most of those who profess to give us authoritative instruction on this subject [the best form of government] distinguish three kinds of constitutions, which they designate kingship, aristocracy, democracy.”⁷ 

But Polybius held a low opinion of “most of those” ancient experts—who, he says, insisted on choosing just one of the three options. In that respect, Polybius has a lot in common with Wallace Shawn’s Vizzini, the arrogant, incompetent kidnapper in The Princess Bride: “Have you ever heard of Plato, Aristotle, Socrates? . . . Morons!” 

Polybius explains where he thinks his predecessors went wrong: “For it is plain that we must regard as the best constitution that which partakes of all these three elements.”⁸ He then goes on to provide evidence for his argument by offering historical anecdotes. While Polybius’s mind was in the right place, he lacked the evidence and the empirical methods to test his case carefully. 

And so too with Machiavelli. In his Discourses, longer and more democracy-focused than his more famous The Prince, Machiavelli largely takes the Polybius position, and like Polybius he uses historical anecdotes as his key evidence. After mentioning the noble big three—democracy, aristocracy, and monarchy—and their evil twins—anarchy, oligarchy, and tyranny—Machiavelli says, “Let me say, therefore, that all the forms of government listed are defective: the three good ones because of the brevity of their lives, and the three bad ones because of their inherent harmfulness.”⁹ 

So government-by-casserole (throwing a little of everything into the mix) turns out to be the solution: “Thus, those who were prudent in establishing laws recognized this fact and, avoiding each of these forms in themselves, chose one that combined them all, judging such a government to be steadier and more stable, for when there is in the same city-state a principality, an aristocracy, and a democracy, one form keeps watch over the other.”¹⁰ 

Note that Machiavelli emphasizes a checks-and-balances story: keeping watch over each other and celebrating political rivalry as a path to government oversight. In the previous nine chapters, I’ve emphasized paths that were different from Machiavelli’s, but he and I have come to similar conclusions: pure democracy is not an ideal to strive for; it’s a mistake to be avoided. And unlike Machiavelli’s theory of how to reform government, mine doesn’t rely on ancient anecdotes of doubtful accuracy. 




Testing Robert Dahl 




Within traditional political science, Yale’s Robert Dahl was surely the greatest theorist of democracy of the late twentieth century. I particularly loved his short book Who Governs?¹¹ It offers a nearly anthropological overview of how local government really worked in New Haven, Connecticut, Yale’s hometown. Dahl wrote many thoughtful books about democracy, but it’s safe to say that On Democracy¹² was his mature reflection on the merits of representative democracy, which he often preferred to call polyarchy. In his fifth chapter, he frames his case for democracy, breaking it down into ten elements. I’ll reorganize them here. 

This one he’s right about: Avoiding tyranny. 

One indicator of tyrannical rule is when the government murders those it governs. As we saw in Chapter 1, democracies, as measured by conventional political rights indexes, rarely kill their own citizens. But recall that a nation only has to be in the top 25% of a democratic rights index to have a nearly perfect record of not killing its own citizens. On this issue at least, a modest dose of democracy appears to go a long way. And even though we can’t be sure that this correlation is caused by greater democracy itself, given the stakes, this is a reasonable time for Dumbo to hold onto that feather. The next questions become: What is the right dose of democracy? And how much does a high dose cost? 

Dahl next turns to a more ambiguous benefit of democracy: Political equality. 

He wrestles for quite some time with the question of whether it’s a net benefit at all since he is well aware that in the real world, people aren’t equally capable of adding value to the political discourse. With the widening debate in favor of epistocracy in recent years, it’s safe to say that the case for exact, universal political equality at the ballot box is weaker than it was when Dahl wrote his books—and that’s just as it should be. 

The next category of alleged benefits of “democracy” relies heavily on an oligarchical, nearly monarchical judiciary: 




General freedom 

Protecting essential personal interests 

Self-determination 

Moral autonomy 

Essential rights 




When it comes to personal freedoms, civil rights, and self-determination, it’s the judges whom we trust the most in modern democracies, not the voting citizens, not the legislatures. An appeal to human rights is likely to be an appeal for less democracy, not more. 




And in the last three categories, it’s hard to tell whether democracy is driving the outcomes at all: 




Human development 

Peace seeking 

Prosperity 




As we saw in Chapter 1, there’s no consensus at all on whether mass voter involvement makes nations richer and more peaceful, whether the causation is partly reversed—perhaps democracy is a luxury good often purchased by wealthy nations—or whether some third force—let’s call it the force of liberalism—helps create both the conditions leading to peace and conditions that lead to prosperity. 

Dahl was a genuinely wise scholar, and I recommend his armchair reflections on the value of democracy. I’ve learned an enormous amount from him. But once we take Dahl’s reflections to the data, the case for maximal democracy weakens—and slightly less democracy looks affordable, even appealing. 




The Liberalism-Democracy Trade-Off 




Liberalism in the European sense—equal personal, social, and religious rights for citizens; a strong presumption of personal freedom; a high degree of economic freedom; and very likely a robust social safety net—is no friend of pure democracy. Voters are impetuous, shortsighted, frequently fail to see the invisible hand, and are typically supportive of the social status quo. And while pure democracy isn’t a live option today, representative democracy is. But as we’ve seen, representative democracy isn’t the best option for the judiciary: elected judges are less effective than appointed judges. And since the judiciary is the best guarantor of many of the liberties that make up liberalism, pro-democratic reforms that strengthen the link between judges and citizens are likely to weaken liberalism. 

So if a modern, relatively prosperous nation wants a greater degree of liberalism, it probably wants at least a little less democracy. Impure democracy should always be the starting point for debate, and from there the wise will debate which level of impurity is best. Should France become 8% more impure? Should Japan become 12% more impure? The precise answer matters less than the general direction of reform, since the science of politics is like the science of optimal medicine dosage: approximation, not exactitude. Wise political reformers will follow the advice of philosopher Carveth Read: “It is better to be vaguely right than exactly wrong.”¹³ 

Most prominent political thinkers either take the unalloyed merits of democracy for granted or call whatever institutional reforms they prefer “true democracy.” When most thinkers are making those sorts of mistakes, the contrarian approach of just being vaguely right about democracy—by never assuming that “Democracy = The Good,” and by combining good theory and modern empirical methods—will be one giant leap for good institutional reform. 




Buying the Right Dose of Democracy 




I encourage you to support a level of democracy consistent with your personal morality. If your personal morality dictates universal suffrage, mandatory voting, three-year terms for legislators, and smartphone plebiscites for changes in the rate of income tax, then that’s the level of democracy you should support. Perhaps the best option is to just stick with the moral views you currently have and then consider the range of reform options permitted by your personal morality—reforms that might include: 




• Requiring college degrees to vote in elections—but only to the upper house of parliament 




• Eliminating elected judges—and elected treasurers 




• Six-year terms for the nation’s president 




The next step: Taking your morality as given, start weighing the benefits and costs of different reform options. 

Of course, there’s another path, the reverse path: 

First, consider the costs and benefits of the many democracy-reducing reforms I’ve suggested throughout this book. Then use those reforms as a springboard to think of more possible reforms of your own. 

Second, after you’ve considered the merits and weaknesses of slightly less democracy, take some time to reflect on how much your personal morality will cost you. Find out which promising reforms would run afoul of your current moral worldview. 

With some confidence, I can assure you that the benefits of 10% less democracy will be large—large enough that you just might be tempted to switch to a more flexible, more affordable morality. 
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