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PREFACE
A Sociologist’s Apology
In January 1998, about halfway through my first year out of graduate school, my housemate at the time handed me a copy of New Scientist magazine containing a book review by the physicist and science writer John Gribbin. The book Gribbin was reviewing was called Tricks of the Trade, by the Chicago sociologist Howard Becker, and was mostly a collection of Becker’s musings on how to do productive social science research. Gribbin clearly hated it, judging Becker’s insights to be the kind of self-evident checks that “real scientists learn in the cradle.” But he didn’t stop there. He went on to note that the book had merely reinforced his opinion that all of social science was “something of an oxymoron” and that “any physicist threatened by cuts in funding ought to consider a career in the social sciences, where it ought to be possible to solve the problems the social scientists are worked up about in a trice.”1
There was a reason my roommate had given me this particular review to read and why that particular line stuck in my head. I had majored in physics at college, and at the time when I read Gribbin’s review I had just finished my PhD in engineering; I had written my dissertation on the mathematics of what are now called small-world networks.2 But although my training had been in physics and mathematics, my interests had turned increasingly toward the social sciences and I was just beginning what turned out to be a career in sociology. So I felt that in a sense I was embarking on a miniature version of Gribbin’s proposed experiment. And to be honest, I might have suspected that he was right.
Twelve years later, however, I think I can say that the problems sociologists, economists, and other social scientists are “worked up about” are not going to be solved in a trice, by me or even by a legion of physicists. I say this because since the late 1990s many hundreds, if not thousands of physicists, computer scientists, mathematicians, and other “hard” scientists have taken an increasing interest in questions that have traditionally been the province of the social sciences—questions about the structure of social networks, the dynamics of group formation, the spread of information and influence, or the evolution of cities and markets. Whole fields have arisen over the past decade with ambitious names like “network science” and “econophysics.” Datasets of immense proportions have been analyzed, countless new theoretical models have been proposed, and thousands of papers have been published, many of them in the world’s leading science journals, such as Science, Nature, and Physical Review Letters. Entire new funding programs have come into existence to support these new research directions. Conferences on topics such as “computational social science” increasingly provide forums for scientists to interact across old disciplinary boundaries. And yes, many new jobs have appeared that offer young physicists the chance to explore problems that once would have been deemed beneath them.
The sum total of this activity has far exceeded the level of effort that Gribbin’s offhand remark implied was required. So what have we learned about those problems that social scientists were so worked up about back in 1998? What do we really know about the nature of deviant behavior or the origins of social practices or the forces that shift cultural norms—the kinds of problems that Becker talks about in his book—that we didn’t know then? What new solutions has this new science provided to real-world problems, like helping relief agencies respond more effectively to humanitarian disasters in places like Haiti or New Orleans, or helping law enforcement agencies stop terrorist attacks, or helping financial regulatory agencies police Wall Street and reduce systemic risk? And for all the thousands of papers that have been published by physicists in the past decade, how much closer are we to answering the really big questions of social science, like the economic development of nations, the globalization of the economy, or the relationship between immigration, inequality, and intolerance? Pick up the newspaper and judge for yourself, but I would say not much.3
If there’s a lesson here, you might think it would be that the problems of social science are hard not just for social scientists, but for physicists as well. But this lesson, it seems, has not been learned. Quite to the contrary, in fact, in 2006 Senator Kay Bailey Hutchison, a Republican from Texas, proposed that Congress cut the entire social and behavioral sciences budget of the National Science Foundation. Bailey Hutchison, it should be noted, is not antiscience—in 2005 she proposed doubling funds for medical science. Rather, it was exclusively social science research that she felt “is not where we should be directing [NSF] resources at this time.” Ultimately the proposal was defeated, but one might still wonder what the good senator was thinking. Presumably she doesn’t think that social problems are unimportant—surely no one would argue that immigration, economic development, and inequality are problems that are somehow unworthy of attention. Rather it appears that, like Gribbin, she doesn’t consider social problems to be scientific problems, worthy of the prolonged attention of serious scientists. Or as Hutchinson’s colleague from Oklahoma, Senator Tom Coburn, put it three years later in a similar proposal, “Theories on political behavior are best left to CNN, pollsters, pundits, historians, candidates, political parties, and the voters.”4
Senators Hutchinson and Coburn are not alone in their skepticism of what social science has to offer. Since becoming a sociologist, I have frequently been asked by curious outsiders what sociology has to say about the world that an intelligent person couldn’t have figured out on their own. It’s a reasonable question, but as the sociologist Paul Lazarsfeld pointed out nearly sixty years ago, it also reveals a common misconception about the nature of social science. Lazarsfeld was writing about The American Soldier, a then-recently published study of more than 600,000 servicemen that had been conducted by the research branch of the war department during and immediately after the Second World War. To make his point, Lazarsfeld listed six findings from the study that he claimed were representative of the report. For example, number two was that “Men from rural backgrounds were usually in better spirits during their Army life than soldiers from city backgrounds.” “Aha,” says Lazarsfeld’s imagined reader, “that makes perfect sense. Rural men in the 1940s were accustomed to harsher living standards and more physical labor than city men, so naturally they had an easier time adjusting. Why did we need such a vast and expensive study to tell me what I could have figured out on my own?”
Why indeed.… But Lazarsfeld then reveals that all six of the “findings” were in fact the exact opposite of what the study actually found. It was city men, not rural men, who were happier during their Army life. Of course, had the reader been told the real answers in the first place she could just as easily have reconciled them with other things that she already thought she knew: “City men are more used to working in crowded conditions and in corporations, with chains of command, strict standards of clothing and social etiquette, and so on. That’s obvious!” But that’s exactly the point that Lazarsfeld was making. When every answer and its opposite appears equally obvious, then, as Lazarsfeld put it, “something is wrong with the entire argument of ‘obviousness.’ ”5
Lazarsfeld was talking about social science, but what I will argue in this book is that his point is equally relevant to any activity—whether politics, business, marketing, philanthropy—that involves understanding, predicting, changing, or responding to the behavior of people. Politicians trying to decide how to deal with urban poverty already feel that they have a pretty good idea why people are poor. Marketers planning an advertising campaign already feel that they have a decent sense of what consumers want and how to make them want more of it. And policy makers designing new schemes to drive down healthcare costs or to improve teaching quality in public schools or to reduce smoking or to improve energy conservation already feel that they can do a reasonable job of getting the incentives right. Typically people in these positions do not expect to get everything right all the time. But they also feel that the problems they are contemplating are mostly within their ability to solve—that “it’s not rocket science,” as it were.6 Well, I’m no rocket scientist, and I have immense respect for the people who can land a machine the size of a small car on another planet. But the sad fact is that we’re actually much better at planning the flight path of an interplanetary rocket than we are at managing the economy, merging two corporations, or even predicting how many copies of a book will sell. So why is it that rocket science seems hard, whereas problems having to do with people—which arguably are much harder—seem like they ought to be just a matter of common sense? In this book, I argue that the key to the paradox is common sense itself.
Criticizing common sense, it must be said, is a tricky business, if only because it’s almost universally regarded as a good thing—when was the last time you were told not to use it? Well, I’m going to tell you that a lot. As we’ll see, common sense is indeed exquisitely adapted to handling the kind of complexity that arises in everyday situations. And for those situations, it’s every bit as good as advertised. But “situations” involving corporations, cultures, markets, nation-states, and global institutions exhibit a very different kind of complexity from everyday situations. And under these circumstances, common sense turns out to suffer from a number of errors that systematically mislead us. Yet because of the way we learn from experience—even experiences that are never repeated, or that take place in other times and places—the failings of commonsense reasoning are rarely apparent to us. Rather, they manifest themselves to us simply as “things we didn’t know at the time” but which seem obvious in hindsight. The paradox of common sense, therefore, is that even as it helps us make sense of the world, it can actively undermine our ability to understand it. If you don’t quite understand what that last sentence means, that’s OK, because explaining it, along with its implications for policy, planning, forecasting, business strategy, marketing, and social science is what the rest of this book is about.
Before I start, though, I would like to make one related point: that in talking with friends and colleagues about this book, I’ve noticed an interesting pattern. When I describe the argument in the abstract—that the way we make sense of the world can actually prevent us from understanding it—they nod their heads in vigorous agreement. “Yes,” they say, “I’ve always thought that people believe all sorts of silly things in order to make themselves feel like they understand things that in fact they don’t understand at all.” Yet when the very same argument calls into question some particular belief of their own, they invariably change their tune. “Everything you are saying about the pitfalls of common sense and intuition may be right,” they are in effect saying, “but it doesn’t undermine my own confidence in the particular beliefs I happen to hold.” It’s as if the failure of commonsense reasoning is only the failure of other people’s reasoning, not their own.
People, of course, make this sort of error all the time. Around 90 percent of Americans believe they are better-than-average drivers, and a similarly impossible number of people claim that they are happier, more popular, or more likely to succeed than the average person. In one study, an incredible 25 percent of respondents rated themselves in the top 1 percent in terms of leadership ability.7 This “illusory superiority” effect is so common and so well known that it even has a colloquial catchphrase—the Lake Wobegone effect, named for Prairie Home Companion host Garrison Keillor’s fictitious town where “all the children are above average.” It’s probably not surprising, therefore, that people are much more willing to believe that others have misguided beliefs about the world than that their own beliefs are misguided. Nevertheless, the uncomfortable reality is that what applies to “everyone” necessarily applies to us, too. That is, the fallacies embedded in our everyday thinking and explanations, which I will be discussing in more detail later, must apply to many of our own, possibly deeply held, beliefs.
None of this is to say that we should abandon all our beliefs and start over from scratch—only that we should hold them up to a spotlight and regard them with suspicion. For example, I do think that I’m an above-average driver—even though I know that statistically speaking, nearly half the people who think the same thing as I do are wrong. I just can’t help it. Knowing this, however, I can at least consider the possibility that I might be deluding myself, and so try to pay attention to when I make mistakes as well as when others do. Possibly I can begin to accept that not every altercation is necessarily the other guy’s fault, even if I’m still inclined to think it is. And perhaps I can learn from these experiences to determine what I should do differently as well as what others should be doing differently. Even after doing all this, I can’t be sure that I’m a better-than-average driver. But I can at least become a better driver.
In the same way, when we challenge our assumptions about the world—or even more important, when we realize we’re making an assumption that we didn’t even know we were making—we may or may not change our views. But even if we don’t, the exercise of challenging them should at least force us to notice our own stubbornness, which in turn should give us pause. Questioning our own beliefs in this way isn’t easy, but it is the first step in forming new, hopefully more accurate, beliefs. Because the chances that we’re already correct in everything we believe are essentially zero. In fact, the argument that Howard Becker was really making in the book that I read about all those years ago—an argument that was obviously lost on his reviewer, and at the time would have been lost on me, too—was that learning to think like a sociologist means learning to question precisely your instincts about how things work, and possibly to unlearn them altogether. So if reading this book only confirms what you already thought you knew about the world, then I apologize. As a sociologist, I will not have done my job.
PART ONE
COMMON SENSE
CHAPTER 1
The Myth of Common Sense
Every day in New York City five million people ride the subways. Starting from their homes throughout the boroughs of Manhattan, Brooklyn, Queens, and the Bronx, they pour themselves in through hundreds of stations, pack themselves into thousands of cars that barrel though the dark labyrinth of the Metropolitan Transportation Authority’s tunnel system, and then once again flood the platforms and stairwells—a subterranean river of humanity urgently seeking the nearest exit and the open air beyond. As anyone who has ever participated in this daily ritual can attest, the New York subway system is something between a miracle and nightmare, a Rube Goldberg contraption of machines, concrete, and people that in spite of innumerable breakdowns, inexplicable delays, and indecipherable public announcements, more or less gets everyone where they’re going, but not without exacting a certain amount of wear and tear on their psyche. Rush hour in particular verges on a citywide mosh pit—of tired workers, frazzled mothers, and shouting, shoving teenagers, all scrabbling over finite increments of space, time, and oxygen. It’s not the kind of place you go in search of the milk of human kindness. It’s not the kind of place where you’d expect a perfectly healthy, physically able young man to walk up to you and ask you for your seat.
And yet that’s precisely what happened one day in the early 1970s when a group of psychology students went out into the subway system on the suggestion of their teacher, the social psychologist Stanley Milgram. Milgram was already famous for his controversial “obedience” studies, conducted some years earlier at Yale, in which he had shown that ordinary people brought into a lab would apply what they thought were deadly electrical shocks to a human subject (really an actor who was pretending to be shocked) simply because they were told to do so by a white-coated researcher who claimed to be running an experiment on learning. The finding that otherwise respectable citizens could, under relatively unexceptional circumstances, perform what seemed like morally incomprehensible acts was deeply disturbing to many people—and the phrase “obedience to authority” has carried a negative connotation ever since.1
What people appreciated less, however, is that following the instructions of authority figures is, as a general rule, indispensible to the proper functioning of society. Imagine if students argued with their teachers, workers challenged their bosses, and drivers ignored traffic cops anytime they asked them to do something they didn’t like. The world would descend into chaos in about five minutes. Clearly there are moments when it’s appropriate to resist authority, and most people would agree that the situation Milgram created in the lab would qualify as such a moment. But what the experiment also illustrated was that the social order that we take for granted in everyday life is maintained in part by hidden rules that we don’t even realize exist until we try to break them.
Based on this experience, and having subsequently moved to New York, Milgram had begun to wonder if there was a similar “rule” about asking people for seats on the subway. Like the rule about obeying authority figures, this rule is never really articulated, nor would a typical rider be likely to mention it if asked to describe the rules of subway riding. And yet it exists, as Milgram’s students quickly discovered when they went about their little field experiment. Although more than half of the riders asked eventually surrendered their seats, many of them reacted angrily or demanded some explanation for the request. Everyone reacted with surprise, even amazement, and onlookers often made disparaging remarks. But more interesting than the response of the riders was that of the experimenters themselves, who found it extremely difficult to perform the experiment in the first place. Their reluctance was so great, in fact, that they had to go out in pairs, with one of them acting as moral support for the other. When the students reported their discomfort to Milgram, he scoffed at them. But when he tried to do the experiment himself, the simple act of walking up to a complete stranger and asking for his or her seat left him feeling physically nauseated. As trivial as it seemed, in other words, this rule was no more easily violated than the obedience-to-authority “rule” that Milgram had exposed years earlier.2
As it turns out, a big city like New York is full of these sorts of rules. On a crowded train, for example, it’s no big deal if you’re squeezed in against other people. But if someone stands right next to you when the train is empty, it’s actually kind of repellant. Whether it’s acknowledged or not, there’s clearly some rule that encourages us to spread out as much as we can in the available space, and violations of the rule can generate extreme discomfort. In the same way, imagine how uncomfortable you’d feel if someone got on your elevator and stood facing you instead of turning around to face the door. People face each other all the time in enclosed spaces, including on subway trains, and nobody thinks twice about it. But on an elevator it would feel completely weird, just as if the other person had violated some rule—even though it might not have occurred to you until that moment that any such rule existed. Or how about all the rules we follow for passing one another on the sidewalk, holding open doors, getting in line at the deli, acknowledging someone else’s right to a cab, making just the right amount of eye contact with drivers as you cross the street at a busy intersection, and generally being considerate of our fellow human beings while still asserting our own right to take up a certain amount of space and time?
No matter where we live, our lives are guided and shaped by unwritten rules—so many of them, in fact, that we couldn’t write them all down if we tried. Nevertheless, we expect reasonable people to know them all. Complicating matters, we also expect reasonable people to know which of the many rules that have been written down are OK to ignore. When I graduated from high school, for example, I joined the Navy and spent the next four years completing my officer training at the Australian Defence Force Academy. The academy back then was an intense place, replete with barking drill instructors, predawn push-ups, running around in the pouring rain with rifles, and of course lots and lots of rules. At first this new life seemed bizarrely complicated and confusing. However, we quickly learned that although some of the rules were important, to be ignored at your peril, many were enforced with something like a wink and a nod. Not that the punishments couldn’t be severe. You could easily get sentenced to seven days of marching around a parade ground for some minor infraction like being late to a meeting or having a wrinkled bedcover. But what you were supposed to understand (although of course you weren’t supposed to admit that you understood it) was that life at the academy was more like a game than real life. Sometimes you won, and sometimes you lost, and that was when you ended up on the drill square; but whatever happened, you weren’t supposed to take it personally. And sure enough, after about six months of acclimation, situations that would have terrified us on our arrival seemed entirely natural—it was now the rest of the world that seemed odd.
We’ve all had experiences like this. Maybe not quite as extreme as a military academy—which, twenty years later, sometimes strikes me as having happened in another life. But whether it’s learning to fit in at a new school, or learning the ropes in a new job, or learning to live in a foreign country, we’ve all had to learn to negotiate new environments that at first seem strange and intimidating and filled with rules that we don’t understand but eventually become familiar. Very often the formal rules—the ones that are written down—are less important than the informal rules, which just like the rule about subway seats may not even be articulated until we break them. Conversely, rules that we do know about may not be enforced, or may be enforced only sometimes depending on some other rule that we don’t know about. When you think about how complex these games of life can be, it seems kind of amazing that we’re capable of playing them at all. Yet in the way that young children learn a new language seemingly by osmosis, we learn to navigate even the most novel social environments more or less without even knowing that we’re doing it.
COMMON SENSE
The miraculous piece of human intelligence that enables us to solve these problems is what we call common sense. Common sense is so ordinary that we tend to notice it only when it’s missing, but it is absolutely essential to functioning in everyday life. Common sense is how we know what to wear when we go to work in the morning, how to behave on the street or the subway, and how to maintain harmonious relationships with our friends and coworkers. It tells us when to obey the rules, when to quietly ignore them, and when to stand up and challenge the rules themselves. It is the essence of social intelligence, and is also deeply embedded in our legal system, in political philosophy, and in professional training.
For something we refer to so often, however, common sense is surprisingly hard to pin down.3 Roughly speaking, it is the loosely organized set of facts, observations, experiences, insights, and pieces of received wisdom that each of us accumulates over a lifetime, in the course of encountering, dealing with, and learning from, everyday situations. Beyond that, however, it tends to resist easy classification. Some commonsense knowledge is very general in nature—what the American anthropologist Clifford Geertz called an “ancient tangle of received practices, accepted beliefs, habitual judgments, and untaught emotions.”4 But common sense can also refer to more specialized knowledge, as with the everyday working knowledge of a professional, such as a doctor, a lawyer, or an engineer, that develops over years of training and experience. In his address to the annual meeting of the American Sociological Society in Chicago in 1946, Carl Taylor, then president of the association, put it as well as anyone:
By common sense I mean the knowledge possessed by those who live in the midst and are a part of the social situations and processes which sociologists seek to understand. The term thus used may be synonymous with folk knowledge, or it may be the knowledge possessed by engineers, by the practical politicians, by those who gather and publish news, or by others who handle or work with and must interpret and predict the behavior or persons and groups.5
Taylor’s definition highlights two defining features of common sense that seem to differentiate it from other kinds of human knowledge, like science or mathematics. The first of these features is that unlike formal systems of knowledge, which are fundamentally theoretical, common sense is overwhelmingly practical, meaning that it is more concerned with providing answers to questions than in worrying about how it came by the answers. From the perspective of common sense, it is good enough to know that something is true, or that it is the way of things. One does not need to know why in order to benefit from the knowledge, and arguably one is better off not worrying about it too much. In contrast with theoretical knowledge, in other words, common sense does not reflect on the world, but instead attempts to deal with it simply “as it is.”6
The second feature that differentiates common sense from formal knowledge is that while the power of formal systems resides in their ability to organize their specific findings into logical categories described by general principles, the power of common sense lies in its ability to deal with every concrete situation on its own terms. For example, it is a matter of common sense that what we wear or do or say in front of our boss will be different from how we behave in front of our friends, our parents, our parents’ friends, or our friends’ parents. But whereas a formal system of knowledge would try to derive the appropriate behavior in all these situations from a single, more general “law,” common sense just “knows” what the appropriate thing to do is in any particular situation, without knowing how it knows it.7 It is largely for this reason, in fact, that commonsense knowledge has proven so hard to replicate in computers—because, in contrast with theoretical knowledge, it requires a relatively large number of rules to deal with even a small number of special cases. Let’s say, for example, that you wanted to program a robot to navigate the subway. It seems like a relatively simple task. But as you would quickly discover, even a single component of this task such as the “rule” against asking for another person’s subway seat turns out to depend on a complex variety of other rules—about seating arrangements on subways in particular, about polite behavior in public in general, about life in crowded cities, and about general-purpose norms of courteousness, sharing, fairness, and ownership—that at first glance seem to have little to do with the rule in question.
Attempts to formalize commonsense knowledge have all encountered versions of this problem—that in order to teach a robot to imitate even a limited range of human behavior, you would have to, in a sense, teach it everything about the world. Short of that, the endless subtle distinctions between the things that matter, the things that are supposed to matter but don’t, and the things that may or may not matter depending on other things, would always eventually trip up even the most sophisticated robot. As soon as it encountered a situation that was slightly different from those you had programmed it to handle, it would have no idea how to behave. It would stick out like a sore thumb. It would always be screwing up.8
People who lack common sense are a bit like the hapless robot in that they never seem to understand what it is that they should be paying attention to, and they never seem to understand what it is that they don’t understand. And for exactly the same reason that programming robots is hard, it’s surprisingly hard to explain to someone lacking in common sense what it is that they’re doing wrong. You can take them back through various examples of when they said or did the wrong thing, and perhaps they’ll be able to avoid making exactly those errors again. But as soon as anything is different, they’re effectively back to square one. We had a few cadets like that at the academy: otherwise perfectly intelligent, competent people who just couldn’t seem to figure out how to play the game. Everyone knew who they were, and everyone could see that they just didn’t get it. But because it wasn’t exactly clear what it was that they didn’t get, we were unable to help them. Bewildered and overwhelmed, most of them eventually left.
NOT COMMON AT ALL
As remarkable as it is, common sense exhibits some mysterious quirks, one of the most striking of which is how much it varies over time, and across cultures. Several years ago, for example, an enterprising group of economists and anthropologists set out to test how different cultures play a particular kind of game, called an ultimatum game. The game goes something like this: First, pick two people and give one of them $100. That person then has to propose a split of the money between himself and the other player, ranging from offering them the whole amount to nothing at all. The other player then gets to accept the deal or reject it. If the second player accepts the deal, they get what they were offered and both players go on their merry way. But if they reject the offer, neither player gets anything; hence the “ultimatum.”
In hundreds of these experiments conducted in industrialized societies, researchers had already demonstrated that most players propose a fifty-fifty split, and offers of less than $30 are typically rejected. Economists find this behavior surprising because it conflicts with their standard notion of economic rationality. Even a single dollar, the reasoning goes, is better than nothing at all, so from a strictly rational perspective, recipients ought to accept any offer above zero. And knowing this, rational “proposers” ought to offer the least they can get away with—namely, one dollar. Of course, a moment’s thought quickly suggests why people play the way they do—namely that it doesn’t seem fair to exploit a situation just because you can. Recipients being offered less than a third therefore feel taken advantage of and so opt to walk away from even a substantial sum of money in order to teach miserly proposers a lesson. And anticipating this response, proposers tend to offer what they assume the recipient will consider a fair split.
If your reaction to this breakthrough insight is that economists need to get out a little more, then you’re not alone. If anything seems like common sense, it’s that people care about fairness as well as money—sometimes even more so. But when the experimenters replicated the game in fifteen small-scale preindustrial societies across five continents, they found that people in different societies have very different ideas about what counts as fair. At one extreme, the Machiguenga tribe of Peru tended to offer only about a quarter of the total amount, and virtually no offers were refused. At the other extreme, the Au and Gnau tribes of Papua New Guinea tended to make offers that were even better than fifty-fifty, but surprisingly these “hyperfair” offers tended to get rejected just as frequently as unfair offers.9
What explains these differences? As it turns out, the Au and Gnau tribes had long-established customs of gift exchange, according to which receiving a gift obligates the receiver to reciprocate at some point in the future. Because there was no equivalent of the ultimatum game in the Au or Gnau societies, they simply “mapped” the unfamiliar interaction onto the most similar social exchange they could think of—which happened to be gift exchange—and responded accordingly. Thus what might have seemed like free money to a Western participant looked to an Au or Gnau participant very much like an unwanted obligation. The Machiguenga, by contrast, live in a society in which the only relationship bonds that carry any expectation of loyalty are with immediate family members. When playing the ultimatum game with a stranger, therefore, Machiguenga participants—again mapping the unfamiliar onto the familiar—saw little obligation to make fair offers, and experienced very little of the resentment that would well up in a Western player upon being presented with a split that was patently unequal. To them, even low offers were seen as a good deal.
Once you understand these features of Au, Gnau, and Machiguenga cultures, their puzzling behavior starts to seem entirely reasonable—commonsense even. And that’s exactly what it was. Just as we reflexively regard fairness and reciprocity as commonsense principles in our world that should be respected in general, and should be defended when violated without good reason, so the people of the fifteen preindustrial societies have their own implicit set of understandings about how the world is supposed to work. Those understandings might be different from ours. But once they have been accepted, their commonsense logic works in exactly the same way as ours does. It is simply what any reasonable person would do if they had grown up in that culture.
What these results reveal is that common sense is “common” only to the extent that two people share sufficiently similar social and cultural experiences. Common sense, in other words, depends on what the sociologist Harry Collins calls collective tacit knowledge, meaning that it is encoded in the social norms, customs, and practices of the world.10 According to Collins, the acquisition of this type of knowledge can be learned only by participating in society itself—and that’s why it is so hard to teach to machines. But it also means that even among humans, what seems reasonable to one might seem curious, bizarre, or even repugnant to another. For example, as Clifford Geertz, the anthropologist, has described, the treatment of hermaphroditic children has varied dramatically across different times and cultures. The Romans abhorred and killed them; the Greeks tolerated them; the Navajo revered them; and the east African Pokot tribe regarded them simply as “mistakes,” to be kept around or discarded in the same way they might keep or throw out a flawed pot.11 Likewise, practices including human slavery, sacrifice, cannibalism, foot binding, and female genital mutilation that are reviled in most contemporary cultures have all been (and in some cases, still are) considered entirely legitimate in different times and places.
Another important consequence of the socially embedded nature of common sense is that disagreements over matters of common sense can be surprisingly difficult to resolve. For example, it may seem remarkable to people who have grown up with the impression that New York is a crime-ridden cesspool, or at the very least a cold, hard-edged city full of people you can’t trust, that, according to a recent news story, there is a small cadre of Manhattan residents who don’t lock their doors. As the article makes clear, most people in the city think that the “no lock people” are crazy. As one woman said, “I live in a high-rise with a doorman, I’ve been there fifteen years, and I’ve never heard of a burglary in the building. But that has absolutely nothing to do with it—it’s common sense [to lock your door].” Yet the only thing that seems shocking to the people who don’t lock their doors is that anyone else would be shocked by it.12
What’s curious about this story is that the language of the people involved almost precisely mirrors the experiences of Geertz, who noted in his study of witchcraft in Java that “when the whole family of a Javanese boy tells me that the reason he has fallen out of a tree and broken his leg is that the spirit of his deceased grandfather pushed him out because some ritual duty toward the grandfather has been inadvertently overlooked, that, so far as they are concerned, is the beginning, the middle, and the end of the matter: it is precisely what they think has occurred, it is all they think has occurred, and they are puzzled only at my puzzlement at their lack of puzzlement.” Disagreements over matters of common sense, in other words, are hard to resolve because it’s unclear to either side on what grounds one can even conduct a reasonable argument. Whether the issue is a Western anthropologist discussing witchcraft with preindustrial tribes in Indonesia, New Yorkers disagreeing about door locks, or the NRA disagreeing with the Brady Campaign over the sorts of guns that Americans ought to be able to buy, whatever it is that people believe to be a matter of common sense, they believe it with absolute certainty. They are puzzled only at the fact that others disagree.13
SOME RESERVATIONS
That what is self-evident to one person can be seen as silly by another should give us pause about the reliability of common sense as a basis for understanding the world. How can we be confident that what we believe is right when someone else feels equally strongly that it’s wrong—especially when we can’t articulate why we think we’re right in the first place? Of course, we can always write them off as crazy or ignorant or something and therefore not worth paying attention to. But once you go down that road, it gets increasingly hard to account for why we ourselves believe what we do. Consider, for example, that since 1996 support among the general public for allowing same-sex couples to marry has almost doubled, from 25 percent to 45 percent.14 Presumably those of us who changed our minds over this period do not think that we were crazy fourteen years ago, but we obviously think that we were wrong. So if something that seemed so obvious turned out to be wrong, what else that we believe to be self-evident now will seem wrong to us in the future?
Once we start to examine our own beliefs, in fact, it becomes increasingly unclear even how the various beliefs we espouse at any given time fit together. Most people, for example, consider their own views about politics to be derived from a single coherent worldview: “I’m a moderate liberal” or “I’m a diehard conservative,” and so on. If that were true, however, then one would expect that people who identify as liberals would tend to espouse the “liberal” perspective on most matters, and that conservatives would espouse a consistently different view. Yet research finds that regardless of whether people identify themselves as liberals or conservatives, what they think about any one issue, like, say, abortion, has relatively little relation to what they believe about other issues, such as the death penalty or illegal immigration. In other words, we have the impression that our particular beliefs are all derived from some overarching philosophy, but the reality is that we arrive at them quite independently, and often haphazardly.15
The same difficulty of reconciling what, individually, appear to be self-evident beliefs shows up even more clearly in the aphorisms that we invoke to make sense of the world. As sociologists are fond of pointing out, many of these aphorisms appear to be direct contradictions of each other. Birds of a feather flock together, but opposites attract. Absence indeed makes the heart grow fonder, but out of sight is out of mind. Look before you leap, but he who hesitates is lost. Of course, it is not necessarily the case that these beliefs are contradictory—because we invoke different aphorisms in different circumstances. But because we never specify the conditions under which one aphorism applies versus another, we have no way of describing what it is that we really think or why we think it. Common sense, in other words, is not so much a worldview as a grab bag of logically inconsistent, often contradictory beliefs, each of which seems right at the time but carries no guarantee of being right any other time.
THE MISUSE OF COMMON SENSE
The fragmented, inconsistent, and even self-contradictory nature of common sense does not generally present a problem in our everyday lives. The reason is that everyday life is effectively broken up into small problems, grounded in very specific contexts that we can solve more or less independently of one another. Under these circumstances, being able to connect our thought processes in a logical manner isn’t really the point. It doesn’t really matter that absence makes the heart grow fonder in one situation, and that out of sight is out of mind in the next. In any given situation we know the point we’re trying to make, or the decision we want to support, and we choose the appropriate piece of commonsense wisdom to apply to it. If we had to explain how all our explanations, attitudes, and commonsense beliefs fit together, we would encounter all kinds of inconsistencies and contradictions. But because our experience of life rarely forces us to perform this task, it doesn’t really matter how difficult it would be.
Where it does start to matter, however, is when we use common sense to solve problems that are not grounded in the immediate here and now of everyday life—problems that involve anticipating or managing the behavior of large numbers of people, in situations that are distant from us either in time or space. This may sound like an unlikely thing to do, but in fact we do it all the time. Whenever we read a newspaper and try to understand events playing out in some foreign country—the Israel-Palestine conflict, the unfolding insurgency in Iraq, or the seemingly endless conflict in Afghanistan—we are implicitly using our commonsense reasoning to infer the causes and explanations of the events we’re reading about. Whenever we form an opinion about financial reform or healthcare policy, we are implicitly using our commonsense reasoning to speculate about how different rules and incentives will affect the various parties’ behavior. And whenever we argue about politics or economics or the law, we are implicitly using our commonsense reasoning to reach conclusions about how society will be affected by whatever policy or proposal is being debated.
In none of these cases are we using our common sense to reason about how we should behave in the here and now. Rather, we are using it to reason about how other people behaved—or will behave—in circumstances about which we have at best an incomplete understanding. At some level we understand that the world is complicated, and that everything is somehow connected to everything else. But when we read some story about reforming the healthcare system, or about banker bonuses, or about the Israel-Palestine conflict, we don’t try to understand how all these different problems fit together. We just focus on the one little piece of the huge underlying tapestry of the world that’s being presented to us at that moment, and form our opinion accordingly. In this way, we can flip through the newspaper while drinking our morning cup of coffee and develop twenty different opinions about twenty different topics without breaking a sweat. It’s all just common sense.
It may not matter much, of course, what conclusions ordinary citizens reach about the state of the world in the privacy of their own homes, based on what they’re reading in the newspaper or arguing about with their friends. So it may not matter much that the way we reason about the problems of the world is poorly suited to the nature of the problems themselves. But ordinary citizens are not the only ones who apply commonsense reasoning to social problems. When policy makers sit down, say, to design some scheme to alleviate poverty, they invariably rely on their own commonsense ideas about why it is that poor people are poor, and therefore how best to help them. As with all commonsense explanations, it is likely that everyone will have his or her own views, and that these views will be logically inconsistent or even contradictory. Some may believe that people are poor because they lack certain necessary values of hard work and thrift, while others may think they are genetically inferior, and others still may attribute their lack of wealth to lack of opportunities, inferior systems of social support, or other environmental factors. All these beliefs will lead to different proposed solutions, not all of which can be right. Yet policy makers empowered to enact sweeping plans that will affect thousands or millions of people are no less tempted to trust their intuition about the causes of poverty than ordinary citizens reading the newspaper.
A quick look at history suggests that when common sense is used for purposes beyond the everyday, it can fail spectacularly. As the political scientist James Scott writes in Seeing Like a State, the late nineteenth and early twentieth centuries were characterized by pervasive optimism among engineers, architects, scientists, and government technocrats that the problems of society could be solved in the same way that the problems of science and engineering had been solved during the Enlightenment and the industrial revolution. According to these “high modernists,” the design of cities, the management of natural resources, even the business of running an entire economy were all within the scope of “scientific” planning. As one of the undisputed high priests of modernism, the architect Le Corbusier, wrote in 1923, “the plan is generator; without it poverty, disorder, willfulness reign supreme.”16
Naturally, the high modernists didn’t describe what they were doing as an exercise in using their common sense, preferring instead to clothe their ambitions in the language of science. But as Scott points out, this scientific aura was a mirage. In reality there was no science of planning—just the opinions of individual planners who relied on their intuition to speculate about how their plans would play out in the real world. No one doubts that men like Le Corbusier were brilliant and original thinkers. Nevertheless, the outcomes of their plans, like Soviet collectivization or Le Corbusier’s Brasilia, were often disastrous; and some of them, like the social engineering of Nazism or apartheid in South Africa, are now regarded among the great evils of the twentieth century. Moreover, even when these plans did succeed, they often did so in spite of themselves, as individuals on the ground figured out ways to create a reasonable outcome by ignoring, circumventing, or even undermining the plan itself.17
Looking back, it may seem as if the failures of high modernism—whether centrally planned economies or centrally designed cities—are a thing of the past, a product of a naïve and simplistic belief in science that we have since outgrown. Yet politicians, bureaucrats, architects, and regulators continue to make essentially the same mistake all the time. As the economist William Easterly has argued, the foreign aid community has been dominated for the past fifty years by large, bureaucratic organizations that are in turn run by powerful individuals whose ideas about what should and should not work inevitably play a large role in determining how resources will be devoted. Just as with the high modernists before them, these “planners,” as Easterly calls them, are well-meaning and intelligent people who are often passionately devoted to the task of helping the people of the developing world. Yet in spite of the trillions of dollars of aid that planners have devoted to economic development, there is shockingly little evidence that the recipients are better off for it.18
Closer to home, and over roughly the same period of time, urban planners in the United States have repeatedly set out to “solve” the problem of urban poverty and have repeatedly failed. As the journalist and urban activist Jane Jacobs put it fifty years ago, “There is a wistful myth that if only we had enough money to spend—the figure is usually put at a hundred billion dollars—we could wipe out all our slums in ten years.… But look what we have built with the first several billions: Low-income projects that have become worse centers of delinquency, vandalism and general social hopelessness than the slums they were supposed to replace.”19 It is ironic that around the same time that Jacobs reached this conclusion, work began on the Robert Taylor Homes in Chicago, the largest public housing project ever built. And sure enough, as the sociologist Sudhir Venkatesh describes in American Project, what started out as a high-minded and carefully thought-out plan to help inner-city, largely African American families rise up into the middle class became a debacle of dilapidated buildings, overcrowded apartments and playgrounds, concentrated poverty, and eventually gang violence.20
The large scale and disruptive nature of economic and urban development plans make them especially prone to failure, but many of the same criticisms have been leveled at government plans to improve public education, reform healthcare services, manage public resources, design local regulations, or decide foreign policy.21 Nor are governments alone in suffering from extreme planning failures. Corporations are rarely as large as governments, so their failures tend not to attract the same kind of scrutiny—although the near collapse of the financial system in 2008–2009 comes close. There are also so many more corporations than governments that it’s always possible to find success stories, thereby perpetuating the view that the private sector is better at planning than the government sector. But as a number of management scholars have shown in recent years, corporate plans—whether strategic bets, mergers and acquisitions, or marketing campaigns—also fail frequently, and for much the same reasons that government plans do.22 In all these cases, that is, a small number of people sitting in conference rooms are using their own commonsense intuition to predict, manage, or manipulate the behavior of thousands or millions of distant and diverse people whose motivations and circumstances are very different from their own.23
The irony of all this is that even as we observe the mistakes of politicians, planners, and others, our reaction is not to criticize common sense, but instead to demand more of it. At the World Economic Forum meeting in Davos in early 2009, for example, in the darkest depths of global financial crisis, one indignant audience member announced to the audience, “What we need now is a return to common sense!” It’s an appealing notion, and drew loud applause at the time, but I couldn’t help wondering what it was that he meant by it. After all, two years earlier at the 2007 Davos meeting, much the same mix of businesspeople, politicians, and economists were congratulating one another on having generated astonishing levels of wealth and unprecedented stability of the financial sector. Did anyone suspect that they had somehow taken leave of their common sense? And if not, then how exactly would it help to return to it? If anything, in fact, what the history of financial crises, both before and after the advent of high-technology trading, ought to teach us is that—like truth in war—it is common sense, not computer models, that is the first casualty of a financial mania.24 And much the same is true of failures in politics, business, and marketing. Bad things happen not because we forget to use our common sense, but rather because the incredible effectiveness of common sense in solving the problems of everyday life causes us to put more faith in it than it can bear.
TOO MUCH INTUITION
But if common sense is so bad at dealing with complex social phenomena like political conflicts, healthcare economics, or marketing campaigns, why are its shortcomings not more obvious to us? After all, when it comes to the physical world, we also have plenty of intuition that we use to solve everyday problems—think of all the intuitive physics that is required to chase down and catch a fly baseball. But unlike in the social world, we have learned over time that our “commonsense physics” is easily tripped up. For example, common sense tells us that heavy objects fall under the force of gravity. But consider the following: A man stands on a perfectly flat plain holding a bullet in his left hand and a pistol, loaded with an identical bullet, in his right. Holding both pistol and bullet at the same height, he simultaneously fires the gun and drops the bullet. Which bullet will hit the ground first? Elementary high school physics will tell you that in fact the two bullets will hit the ground at exactly the same time. But even knowing this, it is hard not to think that the bullet from the gun is somehow kept up for longer by its velocity.
The physical world is filled with examples like this that defy commonsense reasoning. Why does water spiral down the toilet in opposite directions in the northern and southern hemispheres? Why do you see more shooting stars after midnight? And when floating ice melts in a glass, does the water level go up or down? Even if you really do understand the physics behind some of these questions, it is still easy to get them wrong, and they’re nothing compared to the really strange phenomena of quantum mechanics and relativity. But as frustrating as it can be for physics students, the consistency with which our commonsense physics fails us has one great advantage for human civilization: It forces us to do science. In science, we accept that if we want to learn how the world works, we need to test our theories with careful observations and experiments, and then trust the data no matter what our intuition says. And as laborious as it can be, the scientific method is responsible for essentially all the gains in understanding the natural world that humanity has made over the past few centuries.
But when it comes to the human world, where our unaided intuition is so much better than it is in physics, we rarely feel the need to use the scientific method. Why is it, for example, that most social groups are so homogeneous in terms of race, education level, and even gender? Why do some things become popular and not others? How much does the media influence society? Is more choice better or worse? Do taxes stimulate the economy? Social scientists are endlessly perplexed by these questions, yet many people feel as though they could come up with perfectly satisfactory explanations themselves. We all have friends, most of us work, and we generally buy things, vote, and watch TV. We are constantly immersed in markets, politics, and culture, and so are intimately familiar with how they work—or at least that is how it seems to us. Unlike problems in physics, biology, and so on, therefore, when the topic is human or social behavior, the idea of running expensive, time-consuming “scientific” studies to figure out what we’re pretty sure we already know seems largely unnecessary.
HOW COMMON SENSE FAILS US
Without a doubt, the experience of participating in the social world greatly facilitates our ability to understand it. Were it not for the intimate knowledge of our own thought processes, along with countless observations of the words, actions, and explanations of others—both experienced in person and also learned remotely—the vast intricacies of human behavior might well be inscrutable. Nevertheless, the combination of intuition, experience, and received wisdom on which we rely to generate commonsense explanations of the social world also disguises certain errors of reasoning that are every bit as systematic and pervasive as the errors of commonsense physics. Part One of this book is devoted to exploring these errors, which fall into three broad categories.
The first type of error is that when we think about why people do what they do, we invariably focus on factors like incentives, motivations, and beliefs, of which we are consciously aware. As sensible as it sounds, decades of research in psychology and cognitive science have shown that this view of human behavior encompasses just the tip of the proverbial iceberg. It doesn’t occur to us, for example, that the music playing in the background can influence our choice of wine in the liquor store, or that the font in which a statement is written may make it more or less believable; so we don’t factor these details into our anticipation of how people will react. But they do matter, as do many other apparently trivial or seemingly irrelevant factors. In fact, as we’ll see, it is probably impossible to anticipate everything that might be relevant to a given situation. The result is that no matter how carefully we try to put ourselves in someone else’s shoes, we are likely to make serious mistakes when predicting how they’ll behave anywhere outside of the immediate here and now.
If the first type of commonsense error is that our mental model of individual behavior is systematically flawed, the second type is that our mental model of collective behavior is even worse. The basic problem here is that whenever people get together in groups—whether at social events, workplaces, volunteer organizations, markets, political parties, or even as entire societies—they interact with one another, sharing information, spreading rumors, passing along recommendations, comparing themselves to their friends, rewarding and punishing each other’s behaviors, learning from the experience of others, and generally influencing one another’s perspectives about what is good and bad, cheap and expensive, right and wrong. As sociologists have long argued, these influences pile up in unexpected ways, generating collective behavior that is “emergent” in the sense that it cannot be understood solely in terms of its component parts. Faced with such complexity, however, commonsense explanations instinctively fall back on the logic of individual action. Sometimes we invoke fictitious “representative individuals” like “the crowd,” “the market,” “the workers,” or “the electorate,” whose actions stand in for the actions and interactions of the many. And sometimes we single out “special people,” like leaders, visionaries, or “influencers” to whom we attribute all the agency. Regardless of which trick we use, however, the result is that our explanations of collective behavior paper over most of what is actually happening.
The third and final type of problem with commonsense reasoning is that we learn less from history than we think we do, and that this misperception in turn skews our perception of the future. Whenever something interesting, dramatic, or terrible happens—Hush Puppies become popular again, a book by an unknown author becomes an international best seller, the housing bubble bursts, or terrorists crash planes into the World Trade Center—we instinctively look for explanations. Yet because we seek to explain these events only after the fact, our explanations place far too much emphasis on what actually happened relative to what might have happened but didn’t. Moreover, because we only try to explain events that strike us as sufficiently interesting, our explanations account only for a tiny fraction even of the things that do happen. The result is that what appear to us to be causal explanations are in fact just stories—descriptions of what happened that tell us little, if anything, about the mechanisms at work. Nevertheless, because these stories have the form of causal explanations, we treat them as if they have predictive power. In this way, we deceive ourselves into believing that we can make predictions that are impossible, even in principle.
Commonsense reasoning, therefore, does not suffer from a single overriding limitation but rather from a combination of limitations, all of which reinforce and even disguise one another. The net result is that common sense is wonderful at making sense of the world, but not necessarily at understanding it. By analogy, in ancient times, when our ancestors were startled by lightning bolts descending from the heavens, accompanied by claps of thunder, they assuaged their fears with elaborate stories about the gods, whose all-too-human struggles were held responsible for what we now understand to be entirely natural processes. In explaining away otherwise strange and frightening phenomena in terms of stories they did understand, they were able to make sense of them, effectively creating an illusion of understanding about the world that was enough to get them out of bed in the morning. All of which is fine. But we would not say that our ancestors “understood” what was going on, in the sense of having a successful scientific theory. Indeed, we tend to regard the ancient mythologies as vaguely amusing.
What we don’t realize, however, is that common sense often works just like mythology. By providing ready explanations for whatever particular circumstances the world throws at us, commonsense explanations give us the confidence to navigate from day to day and relieve us of the burden of worrying about whether what we think we know is really true, or is just something we happen to believe. The cost, however, is that we think we have understood things that in fact we have simply papered over with a plausible-sounding story. And because this illusion of understanding in turn undercuts our motivation to treat social problems the way we treat problems in medicine, engineering, and science, the unfortunate result is that common sense actually inhibits our understanding of the world. Addressing this problem is not easy, although in Part Two of the book I will offer some suggestions, along with examples of approaches that are already being tried in the worlds of business, policy, and science. The main point, though, is that just as an unquestioning belief in the correspondence between natural events and godly affairs had to give way in order for “real” explanations to be developed, so too, real explanations of the social world will require us to examine what it is about our common sense that misleads us into thinking that we know more than we do.25
CHAPTER 2
Thinking About Thinking
In many countries around the world, it is common for the state to ask its citizens if they will volunteer to be organ donors. Now, organ donation is one of those issues that elicit strong feelings from many people. On the one hand, it’s an opportunity to turn one person’s loss into another person’s salvation. But on the other hand, it’s more than a little unsettling to be making plans for your organs that don’t involve you. It’s not surprising, therefore, that different people make different decisions, nor is it surprising that rates of organ donation vary considerably from country to country. It might surprise you to learn, however, how much cross-national variation there is. In a study conducted a few years ago, two psychologists, Eric Johnson and Dan Goldstein, found that rates at which citizens consented to donate their organs varied across different European countries, from as low as 4.25 percent to as high as 99.98 percent. What was even more striking about these differences is that they weren’t scattered all over the spectrum, but rather were clustered into two distinct groups—one group that had organ-donation rates in the single digits and teens, and one group that had rates in the high nineties—with almost nothing in between.1
What could explain such a huge difference? That’s the question I put to a classroom of bright Columbia undergraduates not long after the study was published. Actually, what I asked them to consider was two anonymous countries, A and B. In country A, roughly 12 percent of citizens agree to be organ donors, while in country B 99.9 percent do. So what did they think was different about these two countries that could account for the choices of their citizens? Being smart and creative students, they came up with lots of possibilities. Perhaps one country was secular while the other was highly religious. Perhaps one had more advanced medical care, and better success rates at organ transplants, than the other. Perhaps the rate of accidental death was higher in one than another, resulting in more available organs. Or perhaps one had a highly socialist culture, emphasizing the importance of community, while the other prized the rights of individuals.
All were good explanations. But then came the curveball. Country A was in fact Germany, and country B was … Austria. My poor students were stumped—what on earth could be so different about Germany and Austria? But they weren’t giving up yet. Maybe there was some difference in the legal or education systems that they didn’t know about? Or perhaps there had been some important event or media campaign in Austria that had galvanized support for organ donation. Was it something to do with World War II? Or maybe Austrians and Germans are more different than they seem. My students didn’t know what the reason for the difference was, but they were sure it was something big—you don’t see extreme differences like that by accident. Well, no—but you can get differences like that for reasons that you’d never expect. And for all their creativity, my students never pegged the real reason, which is actually absurdly simple: In Austria, the default choice is to be an organ donor, whereas in Germany the default is not to be. The difference in policies seems trivial—it’s just the difference between having to mail in a simple form and not having to—but it’s enough to push the donor rate from 12 percent to 99.9 percent. And what was true for Austria and Germany was true across all of Europe—all the countries with very high rates of organ donation had opt-out policies, while the countries with low rates were all opt-in.
DECISIONS, DECISIONS
Understanding the influence of default settings on the choices we make is important, because our beliefs about what people choose and why they choose it affect virtually all our explanations of social, economic, and political outcomes. Read the op-ed section of any newspaper, watch any pundit on TV, or listen to any late-night talk radio, and you will be bombarded with theories of why we choose this over that. And although we often decry these experts, the broader truth is that all of us—from politicians and bureaucrats, to newspaper columnists, to corporate executives and ordinary citizens—are equally willing to espouse our own theory of human choice. Indeed, virtually every argument of social consequence—whether about politics, economic policy, taxes, education, healthcare, free markets, global warming, energy policy, foreign policy, immigration policy, sexual behavior, the death penalty, abortion rights, or consumer demand—is either explicitly or implicitly an argument about why people make the choices they make. And, of course, how they can be encouraged, educated, legislated, or coerced into making different ones.
Given the ubiquity of choice in the world and its relevance to virtually every aspect of life—from everyday decisions to the grand events of history—it should come as little surprise that theories about how people make choices are also central to most of the social sciences. Commenting on an early paper by the Nobel laureate Gary Becker, the economist James Duesenberry famously quipped that “economics is all about choice, while sociology is about why people have no choices.”2 But the truth is that sociologists are every bit as interested in how people make choices as economists are—not to mention political scientists, anthropologists, psychologists, and legal, business, and management scholars. Nevertheless, Duesenberry had a point in that for much of the last century, social and behavioral scientists of different stripes have tended to view the matter of choice in strikingly different ways. More than anything, they have differed, sometimes acrimoniously, over the nature and importance of human rationality.
COMMON SENSE AND RATIONALITY
To many sociologists, the phrase “rational choice” evokes the image of a cold, calculating individual who cares only for himself and who relentlessly seeks to maximize his economic well-being. Nor is this reaction entirely unjustified. For many years, economists seeking to understand market behavior invoked something like this notion of rationality—sometimes referred to as “homo economicus”—in large part because it lends itself naturally to mathematical models that are simple enough to be written down and solved. And yet, as countless examples like the ultimatum game from the previous chapter show, real people care not only about their own welfare, economic or otherwise, but also the welfare of others for whom they will often make considerable sacrifices. We also care about upholding social norms and conventions, and frequently punish others who violate them—even when doing so is costly.3 And finally, we often care about intangible benefits, like our reputation, belonging to a group, and “doing the right thing,” sometimes as much as or even more than we care about wealth, comfort, and worldly possessions.
Critics of homo economicus have raised all these objections, and many more, over the years. In response, advocates of what is often called rational choice theory have expanded the scope of what is considered rational behavior dramatically to include not just self-interested economic behavior, but also more realistic social and political behavior as well.4 These days, in fact, rational choice theory is not so much a single theory at all as it is a family of theories that make often rather different assumptions depending on the application in question. Nevertheless, all such theories tend to include variations on two fundamental insights—first, that people have preferences for some outcomes over others; and second, that given these preferences they select among the means available to them as best they can to realize the outcomes that they prefer. To take a simple example, if my preference for ice cream exceeds my preference for the money I have in my pocket, and there is an available course of action that allows me to exchange my money for the ice cream, then that’s what I’ll choose to do. But if, for example, the weather is cold, or the ice cream is expensive, my preferred course of action may instead be to keep the money for a sunnier day. Similarly, if buying the ice cream requires a lengthy detour, my preference to get where I am going may also cause me to wait for another time. Regardless of what I end up choosing—the money, the ice cream, the walk followed by the ice cream, or some other alternative—I am always doing what is “best” for me, given the preferences I have at the time I make the decision.
What is so appealing about this way of thinking is its implication that all human behavior can be understood in terms of individuals’ attempts to satisfy their preferences. I watch TV shows because I enjoy the experience enough to devote the time to them rather than doing something else. I vote because I care about participating in politics, and when I vote, I choose the candidate I think will best serve my interests. I apply to the colleges that I think I can get into, and of those I get accepted to, I attend the one that offers the best combination of status, financial aid, and student life. When I get there, I study what is most interesting to me, and when I graduate, I take the best job I can get. I make friends with people I like, and keep those friends whose company I continue to enjoy. I get married when the benefits of stability and security outweigh the excitement of dating. We have children when the benefits of a family (the joy of having children who we can love unconditionally, as well as having someone to care for us in our old age) outweigh the costs of increased responsibility, diminished freedom, and extra mouths to feed.5
In Freakonomics, Steven Levitt and Stephen Dubner illustrate the explanatory power of rational choice theory in a series of stories about initially puzzling behavior that, upon closer examination, turns out to be perfectly rational. You might think, for example, that because your real estate agent works on commission, she will try to get you the highest price possible for your house. But as it turns out, real estate agents keep their own houses on the market longer, and sell them for higher prices, than the houses of their clients. Why? Because when it’s your house they’re selling, they make only a small percentage of the difference of the higher price, whereas when it’s their house, they get the whole difference. The latter is enough money to hold out for, but the former isn’t. Once you understand the incentives that real estate agents face, in other words, their true preferences, and hence their actions, become instantly clear.
Likewise, it might at first surprise you to learn that parents at an Israeli day school, when fined for picking up their children late, actually arrived late more often than they did before any fine was imposed. But once you understand that the fine assuaged the pangs of guilt they were feeling at inconveniencing the school staff—essentially, they felt they were paying for the right to be late—it makes perfect sense. So does the initially surprising observation that most gang members live with their mothers. Once you do the math, it turns out that gang members don’t make nearly as much money as you would think; thus it makes perfect economic sense for them to live at home. Similarly, one can explain the troubling behavior of a number of high-school teachers who, in response to the new accountability standards introduced by the Bush Administration’s 2002 No Child Left Behind legislation, actually altered the test responses of their students. Even though cheating could cost them their jobs, the risk of getting caught seemed small enough that the cost of being stuck with a low-performing class outweighed the potential for being punished for cheating.6
Regardless of the person and the context, in other words—sex, politics, religion, families, crime, cheating, trading, and even editing Wikipedia entries—the point that Levitt and Dubner keep returning to is that if we want to understand why people do what they do, we must understand the incentives that they face, and hence their preference for one outcome versus another. When someone does something that seems strange or puzzling to us, rather than writing them off as crazy or irrational, we should instead seek to analyze their situation in hopes of finding a rational incentive. It is precisely this sort of exercise, in fact, that we went through in the last chapter with the ultimatum game experiments. Once we discover that the Au and Gnau tradition of gift exchange effectively transforms what to us looks like free money into something that to them resembles an unwelcome future obligation, what was previously puzzling behavior suddenly seems as rational as our own. It is just rational according to a different set of premises than we were familiar with before. The central claim of Freakonomics is that we can almost always perform this exercise, no matter how weird or wonderful is the behavior in question.
As intriguing and occasionally controversial as Levitt and Dubner’s explanations are, in principle they are no different from the vast majority of social scientific explanations. However much sociologists and economists might argue about the details, that is, until they have succeeded in accounting for a given behavior in terms of some combination of motivations, incentives, perceptions, and opportunities—until they have, in a word, rationalized the behavior—they do not feel that they have really understood it.7 And it is not only social scientists who feel this way. When we try to understand why an ordinary Iraqi citizen would wake up one morning and decide to turn himself into a living bomb, we are implicitly rationalizing his behavior. When we attempt to explain the origins of the recent financial crisis, we are effectively searching for rational financial incentives that led bankers to create and market high-risk assets. And when we blame soaring medical costs on malpractice legislation or procedure-based payments, we are instinctively invoking a model of rational action to understand why doctors do what they do. When we think about how we think, in other words, we reflexively adopt a framework of rational behavior.8
THINKING IS ABOUT MORE THAN THOUGHT
The implicit assumption that people are rational until proven otherwise is a hopeful, even enlightened, one that in general ought to be encouraged. Nevertheless, the exercise of rationalizing behavior glosses over an important difference between what we mean when we talk about “understanding” human behavior, as opposed to the behavior of electrons, proteins, or planets. When trying to understand the behavior of electrons, for example, the physicist does not start by imagining himself in the circumstances of the electrons in question. He may have intuitions concerning theories about electrons, which in turn help him to understand their behavior. But at no point would he expect to understand what it is actually like to be an electron—indeed, the very notion of such intuition is laughable. Rationalizing human behavior, however, is precisely an exercise in simulating, in our mind’s eye, what it would be like to be the person whose behavior we are trying to understand. Only when we can imagine this simulated version of ourselves responding in the manner of the individual in question do we really feel that we have understood the behavior in question.
So effortlessly can we perform this exercise of “understanding by simulation” that it rarely occurs to us to wonder how reliable it is. And yet, as the earlier example of the organ donors illustrates, our mental simulations have a tendency to ignore certain types of factors that turn out to be important. The reason is that when we think about how we think, we instinctively emphasize consciously accessible costs and benefits such as those associated with motivations, preferences, and beliefs—the kinds of factors that predominate in social scientists’ models of rationality. Defaults, by contrast, are a part of the environment in which the decision maker operates, and so affect behavior in a way that is largely invisible to the conscious mind, and therefore largely absent from our commonsense explanations of behavior.9 And defaults are just the proverbial tip of the iceberg. For several decades, psychologists and, more recently, behavioral economists have been examining human decision-making, often in controlled laboratory settings. Their findings not only undermine even the most basic assumptions of rationality but also require a whole new way of thinking about human behavior.10
In countless experiments, for example, psychologists have shown that an individual’s choices and behavior can be influenced by “priming” them with particular words, sounds, or other stimuli. Subjects in experiments who read words like “old” and “frail” walk more slowly down the corridor when they leave the lab. Consumers in wine stores are more likely to buy German wine when German music is playing in the background, and French wine when French music is playing. Survey respondents asked about energy drinks are more likely to name Gatorade when they are given a green pen in order to fill out the survey. And shoppers looking to buy a couch online are more likely to opt for an expensive, comfortable-looking couch when the background of the website is of fluffy white clouds, and more likely to buy the harder, cheaper option when the background consists of dollar coins.11
Our responses can also be skewed by the presence of irrelevant numerical information. In one experiment, for example, participants in a wine auction were asked to write down the last two digits of their social security numbers before bidding. Although these numbers were essentially random and certainly had nothing to do with the value a buyer should place on the wine, researchers nevertheless found that the higher the numbers, the more people were willing to bid. This effect, which psychologists call anchoring, affects all sorts of estimates that we make, from estimating the number of countries in the African Union to how much money we consider to be a fair tip or donation. Whenever you receive a solicitation from a charity with a “suggested” donation amount, in fact, or a bill with precomputed tip percentages, you should suspect that your anchoring bias is being exploited—because by suggesting amounts on the high side, the requestor is anchoring your initial estimate of what is fair. Even if you subsequently adjust your estimate downward—because, say, a 25 percent tip seems like too much—you will probably end up giving more than you would have without the initial suggestion.12
Individual preferences can also be influenced dramatically simply by changing the way a situation is presented. Emphasizing one’s potential to lose money on a bet, for example, makes people more risk averse while emphasizing one’s potential to win has the opposite effect, even when the bet itself is identical. Even more puzzling, an individual’s preferences between two items can be effectively reversed by introducing a third alternative. Say, for example, that option A is a high-quality, expensive camera while B is both much lower quality and also much cheaper. In isolation, this could be a difficult comparison to make. But if, as shown in the figure below, I introduce a third option, C1, that is clearly more expensive than A and around the same quality, the choice between A and C1 becomes unambiguous. In these situations people tend to pick A, which seems perfectly reasonable until you consider what happens if I introduce instead of C1 a third option, C2, that is about as expensive as B yet significantly lower quality. Now the choice between B and C2 is clear, and so people tend to pick B. Depending on which third option is introduced, in other words, the preference of the decision maker can effectively be reversed between A and B, even though nothing about either has changed. What’s even stranger is that the third option—the one that causes the switch in preferences—is never itself chosen.13
Illustration of preference reversal
Continuing this litany of irrationality, psychologists have found that human judgments are often affected by the ease with which different kinds of information can be accessed or recalled. People generally overestimate the likelihood of dying in a terrorist attack on a plane relative to dying on a plane from any cause, even though the former is strictly less likely than the latter, simply because terrorist attacks are such vivid events. Paradoxically, people rate themselves as less assertive when they are asked to recall instances where they have acted assertively—not because the information contradicts their beliefs, but rather because of the effort required to recall it. They also systematically remember their own past behavior and beliefs to be more similar to their current behavior and beliefs than they really were. And they are more likely to believe a written statement if the font is easy to read, or if they have read it before—even if the last time they read it, it was explicitly labeled as false.14
Finally, people digest new information in ways that tend to reinforce what they already think. In part, we do this by noticing information that confirms our existing beliefs more readily than information that does not. And in part, we do it by subjecting disconfirming information to greater scrutiny and skepticism than confirming information. Together, these two closely related tendencies—known as confirmation bias and motivated reasoning respectively—greatly impede our ability to resolve disputes, from petty disagreements over domestic duties to long-running political conflicts like those in Northern Ireland or Israel-Palestine, in which the different parties look at the same set of “facts” and come away with completely different impressions of reality. Even in science, confirmation bias and motivated reasoning play pernicious roles. Scientists, that is, are supposed to follow the evidence, even if it contradicts their own preexisting beliefs; and yet, more often then they should, they question the evidence instead. The result, as the physicist Max Planck famously acknowledged, is often that “A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die.”15
WHAT IS RELEVANT?
Taken together, the evidence from psychological experiments makes clear that there are a great many potentially relevant factors that affect our behavior in very real and tangible ways but that operate largely outside of our conscious awareness. Unfortunately, psychologists have identified so many of these effects—priming, framing, anchoring, availability, motivated reasoning, loss aversion, and so on—that it’s hard to see how they all fit together. By design, experiments emphasize one potentially relevant factor at a time in order to isolate its effects. In real life, however, many such factors may be present to varying extents in any given situation; thus it’s critical to understand how they interact with one another. It may be true, in other words, that holding a green pen makes you think of Gatorade, or that listening to German music predisposes you to German wine, or that thinking of your social security number affects how much you will bid for something. But what will you buy, and how much will you pay for it, when you are exposed to many, possibly conflicting, subconscious influences at once?
It simply isn’t clear. Nor is the profusion of unconscious psychological biases the only problem. To return to the ice cream example from before, although it may be true that I like ice cream as a general rule, how much I like it at a particular point in time might vary considerably, depending on the time of day, the weather, how hungry I am, and how good the ice cream is that I expect to get. My decision, moreover, doesn’t depend just on how much I like ice cream, or even just the relation between how much I like it versus how much it costs. It also depends on whether or not I know the location of the nearest ice cream shop, whether or not I have been there before, how much of a rush I’m in, who I’m with and what they want, whether or not I have to go to the bank to get money, where the nearest bank is, whether or not I just saw someone else eating an ice cream, or just heard a song that reminded me of a pleasurable time when I happened to be eating an ice cream, and so on. Even in the simplest situations, the list of factors that might turn out to be relevant can get very long very quickly. And with so many factors to worry about, even very similar situations may differ in subtle ways that turn out to be important. When trying to understand—or better yet predict—individual decisions, how are we to know which of these many factors are the ones to pay attention to, and which can be safely ignored?
The ability to know what is relevant to a given situation is of course the hallmark of commonsense knowledge that I discussed in the previous chapter. And in practice, it rarely occurs to us that the ease with which we make decisions disguises any sort of complexity. As the philosopher Daniel Dennett points out, when he gets up in the middle of the night to make himself a midnight snack, all he needs to know is that there is bread, ham, mayonnaise, and beer in the fridge, and the rest of the plan pretty much works itself out. Of course he also knows that “mayonnaise doesn’t dissolve knives on contact, that a slice of bread is smaller than Mount Everest, that opening the refrigerator doesn’t cause a nuclear holocaust in the kitchen” and probably trillions of other irrelevant facts and logical relations. But somehow he is able to ignore all these things, without even being aware of what it is that he’s ignoring, and focus on the few things that matter.16
But as Dennett argues, there is a big difference between knowing what is relevant in practice and being able to explain how it is that we know it. To begin with, it seems clear that what is relevant about a situation is just those features that it shares with other comparable situations—for example, we know that how much something costs is relevant to a purchase decision because cost is something that generally matters whenever people buy something. But how do we know which situations are comparable to the one we’re in? Well, that also seems clear: Comparable situations are those that share the same features. All “purchase” decisions are comparable in the sense that they involve a decision maker contemplating a number of options, such as cost, quality, availability, and so on. But now we encounter the problem. Determining which features are relevant about a situation requires us to associate it with some set of comparable situations. Yet determining which situations are comparable depends on knowing which features are relevant.
This inherent circularity poses what philosophers and cognitive scientists call the frame problem, and they have been beating their heads against it for decades. The frame problem was first noticed in the field of artificial intelligence, when researchers started trying to program computers and robots to solve relatively simple everyday tasks like, say, cleaning a messy room. At first they assumed that it couldn’t be that hard to write down everything that was relevant to a situation like this. After all, people manage to clean their rooms every day without even really thinking about it. How hard could it be to teach a robot? Very hard indeed, as it turned out. As I discussed in the last chapter, even the relatively straightforward activity of navigating the subway system requires a surprising amount of knowledge about the world—not just about subway doors and platforms but also about maintaining personal distance, avoiding eye contact, and getting out of the way of pushy New Yorkers. Very quickly AI researchers realized that virtually every everyday task is difficult for essentially the same reason—that the list of potentially relevant facts and rules is staggeringly long. Nor does it help that most of this list can be safely ignored most of the time—because it’s generally impossible to know in advance which things can be ignored and which cannot. So in practice, the researchers found that they had to wildly overprogram their creations in order to perform even the most trivial tasks.17
The intractability of the frame problem effectively sank the original vision of AI, which was to replicate human intelligence more or less as we experience it ourselves. And yet there was a silver lining to this defeat. Because AI researchers had to program every fact, rule, and learning process into their creations from scratch, and because their creations failed to behave as expected in obvious and often catastrophic ways—like driving off a cliff or trying to walk through a wall—the frame problem was impossible to ignore. Rather than trying to crack the problem, therefore, AI researchers took a different approach entirely—one that emphasized statistical models of data rather than thought processes. This approach, which nowadays is called machine learning, was far less intuitive than the original cognitive approach, but it has proved to be much more productive, leading to all kinds of impressive breakthroughs, from the almost magical ability of search engines to complete queries as you type them to building autonomous robot cars, and even a computer that can play Jeopardy!18
WE DON’T THINK THE WAY WE THINK WE THINK
The frame problem, however, isn’t just a problem for artificial intelligence—it’s a problem for human intelligence as well. As the psychologist Daniel Gilbert describes in Stumbling on Happiness, when we imagine ourselves, or someone else, confronting a particular situation, our brains do not generate a long list of questions about all the possible details that might be relevant. Rather, just as an industrious assistant might use stock footage to flesh out a drab PowerPoint presentation, our “mental simulation” of the event or the individual in question simply plumbs our extensive database of memories, images, experiences, cultural norms, and imagined outcomes, and seamlessly inserts whatever details are necessary in order to complete the picture. Survey respondents leaving restaurants, for example, readily described the outfits of the waiters inside, even in cases where the waitstaff had been entirely female. Students asked about the color of a classroom blackboard recalled it as being green—the normal color—even though the board in question was blue. In general, people systematically overestimate both the pain they will experience as a consequence of anticipated losses and the joy they will garner from anticipated gains. And when matched online with prospective dates, subjects report greater levels of liking for their matches when they are given less information about them. In all of these cases, a careful person ought to respond that he can’t answer the question accurately without being given more information. But because the “filling in” process happens instantaneously and effortlessly, we are typically unaware that it is even taking place; thus it doesn’t occur to us that anything is missing.19
The frame problem should warn us that when we do this, we are bound to make mistakes. And we do, all the time. But unlike the creations of the AI researchers, humans do not surprise us in ways that force us to rewrite our whole mental model of how we think. Rather, just as Paul Lazarsfeld’s imagined reader of the American Soldier found every result and its opposite is equally obvious, once we know the outcome we can almost always identify previously overlooked aspects of the situation that then seem relevant. Perhaps we expected to be happy after winning the lottery, and instead find ourselves depressed—obviously a bad prediction. But by the time we realize our mistake, we also have new information, say about all the relatives who suddenly appeared wanting financial support. It will then seem to us that if we had only had that information earlier, we would have anticipated our future state of happiness correctly, and maybe never bought the lottery ticket. Rather than questioning our ability to make predictions about our future happiness, therefore, we simply conclude that we missed something important—a mistake we surely won’t make again. And yet we do make the mistake again. In fact, no matter how many times we fail to predict someone’s behavior correctly, we can always explain away our mistakes in terms of things that we didn’t know at the time. In this way, we manage to sweep the frame problem under the carpet—always convincing ourselves that this time we are going to get it right, without ever learning what it is that we are doing wrong.
Nowhere is this pattern more evident, and more difficult to expunge, than in the relationship between financial rewards and incentives. It seems obvious, for example, that employee performance can be improved through the application of financial incentives, and in recent decades performance-based pay schemes have proliferated in the workplace, most notably in terms of executive compensation tied to stock price.20 Of course, it’s also obvious that workers care about more than just money—factors like intrinsic enjoyment, recognition, and a feeling of advancement in one’s career might all affect performance as well. All else equal, however, it seems obvious that one can improve performance with the proper application of financial rewards. And yet, the actual relationship between pay and performance turns out to be surprisingly complicated, as a number of studies have shown over the years.
Recently, for example, my Yahoo! colleague Winter Mason and I conducted a series of Web-based experiments in which subjects were paid at different rates to perform a variety of simple repetitive tasks, like placing a series of photographs of moving traffic into the correct temporal sequence, or uncovering words hidden in a rectangular grid of letters. All our participants were recruited from a website called Amazon’s Mechanical Turk, which Amazon launched in 2005 as a way to identify duplicate listings among its own inventory. Nowadays, Mechanical Turk is used by hundreds of businesses looking to “crowd-source” a wide range of tasks, from labeling objects in an image to characterizing the sentiment of a newspaper article or deciding which of two explanations is clearer. However, it is also an extremely effective way to recruit subjects for psychology experiments—much as psychologists have done over the years by posting flyers around college campuses—except that because workers (or “turkers”) are usually paid on the order of a few cents per task, it can be done for a fraction of the usual cost.21
In total, our experiments involved hundreds of participants who completed tens of thousands of tasks. In some cases they were paid as little as one cent per task—for example, sorting a single set of images or finding a single word—while in other cases they were paid five or even ten cents to do the same thing. A factor of ten is a pretty big difference in pay—by comparison, the average hourly rate of a computer engineer in the United States is only six times the federal minimum wage—so you’d expect it to have a pretty big effect on how people behave. And indeed it did. The more we paid people, the more tasks they completed before leaving the experiment. We also found that for any given pay rate, workers who were assigned “easy” tasks—like sorting sets of two images—completed more tasks than workers assigned medium or hard tasks (three and four images per set respectively). All of this, in other words, is consistent with common sense. But then the kicker: in spite of these differences, we found that the quality of their work—meaning the accuracy with which they sorted images—did not change with pay level at all, even though they were paid only for the tasks they completed correctly.22
What could explain this result? It’s not completely clear; however, after the subjects had finished their work we asked them some questions, including how much they thought they ought to have been paid for what they had just done. Interestingly, their responses depended less on the difficulty of the task than on how much they had been paid to do it. On average, subjects who were paid one cent per task thought they should have been paid five cents; subjects who were paid five cents thought they should have been paid eight cents; and subjects who were paid ten cents thought they should have been paid thirteen cents. In other words, no matter what they were actually paid—and remember that some of them were getting paid ten times as much as others—everyone thought they had been underpaid. What this finding suggested to us is that even for very simple tasks, the extra motivation to perform that we intuitively expect workers to experience with increased financial incentives is largely undermined by their increased sense of entitlement.
It’s hard to test this effect outside of a laboratory setting, because workers in most real environments have expectations about what they should be paid that are hard to manipulate. But consider, for example, that in the United States women get paid on average only 90 percent as much as men who do exactly the same jobs, or that European CEOs get paid considerably less than their US counterparts.23 In either case, could you really argue that the lower-paid group works less hard or does a worse job than the higher-paid group? Or imagine if next year, your boss unexpectedly doubled your annual pay—how much harder would you actually work? Or imagine a parallel universe in which bankers got paid half of what they get in ours. No doubt some of them might have chosen to go into other professions, but for those who remained in banking, would they really work less hard or do a worse job? The outcome of our experiment suggests that they would not. But if so, then you have to wonder how much influence employers can have on worker performance simply by changing financial incentives.
A number of studies, in fact, have found that financial incentives can actually undermine performance. When a task is multifaceted or hard to measure, for example, workers tend to focus only on those aspects of their jobs that are actively measured, thereby overlooking other important aspects of the job—like teachers emphasizing the material that will be covered in standardized tests at the expense of overall learning. Financial rewards can also generate a “choking” effect, when the psychological pressure of the reward cancels out the increased desire to perform. Finally, in environments where individual contributions are hard to separate from those of the team, financial rewards can encourage workers to ride on the coattails of the efforts of others, or to avoid taking risks, thereby hampering innovation. The upshot of all these confusing and often contradictory findings is that although virtually everyone agrees that people respond to financial incentives in some manner, it’s unclear how to use them in practice to elicit the desired result. Some management scholars have even concluded after decades of studies that financial incentives are largely irrelevant to performance.24
No matter how many times this lesson is pointed out, however, managers, economists, and politicians continue to act as if they can direct human behavior via the application of incentives. As Levitt and Dubner write, “The typical economist believes that the world has not yet invented a problem that he cannot fix if given a free hand to design the proper incentive scheme.… An incentive is a bullet, a lever, a key: an often tiny object with astonishing power to change a situation.”25 Well, maybe, but that doesn’t mean that the incentives we create will bring about the changes we intended. Indeed, one of Levitt and Dubner’s own vignettes—of the high-school teachers cheating on the tests—was an attempt by policy makers to improve teaching through explicit performance-based incentives. That it backfired, producing outright cheating and all manner of lesser gaming, like “teaching to the test,” and focusing exclusively on marginal students for whom a small improvement could generate an additional passing grade, should give one pause about the feasibility of designing incentive schemes to elicit desired behavior.26
And yet common sense does not pause. Rather, once we realize that some particular incentive scheme did not work, we conclude simply that it got the incentives wrong. Once they know the answer, in other words, policy makers can always persuade themselves that all they need to do is to design the correct incentive scheme—overlooking, of course, that this was precisely what they thought they were doing previously as well. Nor are policy makers uniquely susceptible to this particular oversight—we all are. For example, a recent news story about the perennial problem of politicians failing to take long-term fiscal responsibility seriously concluded blithely, “Like bankers, politicians respond to incentives.” The article’s solution? “To align the interests of the country with those of the politicians who are guiding it.” It all sounds so simple. But as the article itself concedes, the history of previous attempts to “fix” politics has been disappointing.27
Like rational choice theory, in other words, common sense insists that people have reasons for what they do—and this may be true. But it doesn’t necessarily allow us to predict in advance either what they will do or what their reasons will be for doing it.28 Once they do it, of course, the reasons will appear obvious, and we will conclude that had we only known about some particular factor that turned out to be important, we could have predicted the outcome. After the fact, it will always seem as if the right incentive system could have produced the desired result. But this appearance of after-the-fact predictability is deeply deceptive, for two reasons. First, the frame problem tells us that we can never know everything that could be relevant to a situation. And second, a huge psychological literature tells us that much of what could be relevant lies beyond the reach of our conscious minds. This is not to say that humans are completely unpredictable, either. As I’ll argue later (in Chapter 8), human behavior displays all sorts of regularities that can be predicted, often to useful ends. Nor is it to say that we shouldn’t try to identify the incentives that individuals respond to when making decisions. If nothing else, our inclination to rationalize the behavior of others probably helps us to get along with one another—a worthy goal in itself—and it may also help us to learn from our mistakes. What it does say, however, is that our impressive ability to make sense of behavior that we have observed does not imply a corresponding ability to predict it, or even that the predictions we can make reliably are best arrived at on the basis of intuition and experience alone. It is this difference between making sense of behavior and predicting it that is responsible for many of the failures of commonsense reasoning. And if this difference poses difficulties for dealing with individual behavior, the problem gets only more pronounced when dealing with the behavior of groups.
CHAPTER 3
The Wisdom (and Madness) of Crowds
In 1519, shortly before he died, the Italian artist, scientist, and inventor Leonardo da Vinci put the finishing touches on a portrait of a young Florentine woman, Lisa Gherardini del Giocondo, whose husband, a wealthy silk merchant, had commissioned the painting sixteen years earlier to celebrate the birth of their son. By the time he finished it, Leonardo had moved to France at the invitation of King François I, who eventually purchased the painting; thus apparently neither Ms. del Giocondo nor her husband ever got the chance to view Leonardo’s handiwork. Which is a pity really, because five hundred years later that painting has made her face about the most famous face in all of history.
The painting, of course, is the Mona Lisa, and for those who have lived their entire lives in a cave, it now hangs in a bulletproof, climate-controlled case on a wall all by itself in the Musée du Louvre in Paris. Louvre officials estimate that nearly 80 percent of their six million visitors each year come primarily to see it. Its current insurance value is estimated at nearly $700 million—far in excess of any painting ever sold—but it is unclear that any price could be meaningfully assigned to it. The Mona Lisa, it seems fair to say, is more than just a painting—it is a touchstone of Western culture. It has been copied, parodied, praised, mocked, co-opted, analyzed, and speculated upon more than any other work of art. Its origins, for centuries shrouded in mystery, have captivated scholars, and its name has leant itself to operas, movies, songs, people, ships—even a crater on Venus.1
Knowing all this, a naïve visitor to the Louvre might be forgiven for experiencing a sense of, well, disappointment upon first laying eyes on the most famous painting in the world. To start with, it is surprisingly small. And being enclosed in that bulletproof box, and invariably surrounded by mobs of picture-snapping tourists, it is irritatingly difficult to see. So when you do finally get up close, you’re really expecting something special—what the art critic Kenneth Clark called “the supreme example of perfection,” which causes viewers to “forget all our misgivings in admiration of perfect mastery.”2 Well, as they say, I’m no art critic. But when, on my first visit to the Louvre several years ago, I finally got my chance to bask in the glow of perfect mastery, I couldn’t help wondering about the three other da Vinci paintings I had just walked by in the previous chamber, and to which nobody seemed to be paying the slightest attention. As far as I could tell, the Mona Lisa looked like an amazing accomplishment of artistic talent, but no more so than those other three. In fact, if I hadn’t already known which painting was the famous one, I doubt that I could have picked it out of a lineup. For that matter, if you had put it in with any number of the other great works of art on display at the Louvre, I’m quite positive it wouldn’t have jumped out at me as the obvious contender for most-famous-painting award.
Now, Kenneth Clark might well reply that that’s why he’s the art critic and I’m not—that there are attributes of mastery that are evident only to the trained eye, and that neophytes like me would do better simply to accept what we’re told. OK, fair enough. But if that’s true, you would expect that the same perfection that is obvious to Clark would have been obvious to other art experts throughout history. And yet, as the historian Donald Sassoon relates in his illuminating biography of the Mona Lisa, nothing could be further from the case.3 For centuries, the Mona Lisa was a relatively obscure painting languishing in the private residences of kings—still a masterpiece, to be sure, but only one among many. Even when it was moved to the Louvre, after the French Revolution, it did not attract as much attention as the works of other artists, like Esteban Murillo, Antonio da Correggio, Paolo Veronese, Jean-Baptiste Greuze, and Pierre Paul Prud’hon, names that for the most part are virtually unheard of today outside of art history classes. And admired as he was, up until the 1850s, da Vinci was considered no match for the true greats of painting, like Titian and Rafael, some of whose works were worth almost ten times as much as the Mona Lisa. In fact, it wasn’t until the twentieth century that the Mona Lisa began its meteoric rise to global brand name. And even then it wasn’t the result of art critics suddenly appreciating the genius that had sat among them for so long, nor was it due to the efforts of museum curators, socialites, wealthy patrons, politicians, or kings. Rather, it all began with a burglary.
On August 21, 1911, a disgruntled Louvre employee named Vincenzo Peruggia hid in a broom closet until closing time and then walked out of the museum with the Mona Lisa tucked under his coat. A proud Italian, Peruggia apparently believed that the Mona Lisa ought rightly to be displayed in Italy, not France, and he was determined to repatriate the long-lost treasure personally. Like many art thieves, however, Peruggia discovered that it was much easier to steal a famous work of art than to dispose of it. After hiding it in his apartment for two years, he was arrested while attempting to sell it to the Uffizi Gallery in Florence. But although he failed in his mission, Peruggia succeeded in catapulting the Mona Lisa into a new category of fame. The French public was captivated by the bold theft and electrified by the painting’s unexpected recovery. The Italians, too, were thrilled by the patriotism of their countryman, and treated Peruggia more like a hero than a criminal—before the Mona Lisa was returned to its French owner, it was shown all over Italy.
From that point on, the Mona Lisa never looked back. The painting was to be the object of criminal activity twice more—first, when a vandal threw acid on it, and then when a young Bolivian, Ugo Ungaza Villegas, threw a rock at it. But primarily it became a reference point for other artists—most famously in 1919, when the Dadaist Marcel Duchamp parodied the painting and poked fun at its creator by adorning a commercial reproduction with a mustache, a goatee, and an obscene inscription. Salvador Dalí and Andy Warhol followed suit with their own interpretations, and so did many others—in all, it has been copied hundreds of times and incorporated into thousands of advertisements. As Sassoon points out, all these different people—thieves, vandals, artists, and advertisers, not to mention musicians, moviemakers, and even NASA (remember the crater on Venus?)—were using the Mona Lisa for their own purposes: to make a point, to increase their own fame, or simply to use a label they felt would convey meaning to other people. But every time they used the Mona Lisa, it used them back, insinuating itself deeper into the fabric of Western culture and the awareness of billions of people. It is impossible now to imagine the history of Western art without the Mona Lisa, and in that sense it truly is the greatest of paintings. But it is also impossible to attribute its unique status to anything about the painting itself.
This last point presents a problem because when we try to explain the success of the Mona Lisa, it is precisely its attributes on which we focus our attention. If you’re Kenneth Clark, you don’t need to know anything about the circumstances of the Mona Lisa’s rise to fame to know why it happened—everything you need to know is right there in front of you. To oversimplify only slightly, the Mona Lisa is the most famous painting in the world because it is the best, and although it might have taken us a while to figure this out, it was inevitable that we would. And that’s why so many people are puzzled when they first actually set eyes on the Mona Lisa. They’re expecting these intrinsic qualities to be apparent, and they’re not. Of course, most of us, when faced with this moment of dissonance, simply shrug our shoulders and assume that somebody wiser than us has seen things we can’t see. And yet as Sassoon deftly but relentlessly lays out, whatever attributes the experts cite as evidence—the novel painting technique that Leonardo employed to produce so gauzy a finish, the mysterious subject, her enigmatic smile, even da Vinci’s own fame—one can always find numerous other works of art that would seem as good, or even better.
Of course, one can always get around this problem by pointing out that it’s not any one attribute of the Mona Lisa that makes it so special, but rather the combination of all its attributes—the smile, and the use of light, and the fantastical background, and so on. There’s actually no way to beat this argument, because the Mona Lisa is of course a unique object. No matter how many similar portraits or paintings some pesky skeptic drags out of the dustbin of history, one can always find some difference between them and the one that we all know is the deserving winner. Unfortunately, however, this argument wins only at the cost of eviscerating itself. It sounds as if we’re assessing the quality of a work of art in terms of its attributes, but in fact we’re doing the opposite—deciding first which painting is the best, and only then inferring from its attributes the metrics of quality. Subsequently, we can invoke these metrics to justify the known outcome in a way that seems rational and objective. But the result is circular reasoning. We claim to be saying that the Mona Lisa is the most famous painting in the world because it has attributes X, Y, and Z. But really what we’re saying is that the Mona Lisa is famous because it’s more like the Mona Lisa than anything else.
CIRCULAR REASONING
Not everybody appreciates this conclusion. When I explained the argument to an English literature professor at a party once, she practically shouted, “Are you suggesting that Shakespeare might just be a fluke of history?” Well, as a matter of fact, that’s exactly what I was suggesting. Don’t get me wrong: I enjoy Shakespeare as much as any normal person. But I also know that I didn’t acquire my appreciation in a vacuum. Like just about everyone else in the Western world, I spent years of high school laboring over his plays and sonnets. And presumably, like many others, it wasn’t immediately obvious to me what all the fuss was about. Try reading Midsummer Night’s Dream and forget for a moment that you know it’s a work of genius. Right about the point where Titania is fawning over a man with the head of a donkey, you might just start to wonder what on earth Shakespeare was thinking. But I digress. The point is that no matter what my schoolboy brain thought of what it was reading, I was determined to appreciate the genius that my teachers assured us was there. And if I hadn’t, it would have been my failing, not Shakespeare’s—because Shakespeare, like da Vinci, defines genius. As with the Mona Lisa, this outcome may be perfectly justified. Nevertheless, the point remains that locating the source of his genius in the particular attributes of his work invariably leads us in circles: Shakespeare is a genius because he is more like Shakespeare than anyone else.
Although it is rarely presented as such, this kind of circular reasoning—X succeeded because X had the attributes of X—pervades commonsense explanations for why some things succeed and others fail. For example, an article on the success of the Harry Potter books explained it this way: “A Cinderella plot set in a novel type of boarding school peopled by jolly pupils already has a lot going for it. Add in some easy stereotypes illustrating meanness, gluttony, envy, or black-hearted evil to raise the tension, round off with a sound, unchallenging moral statement about the value of courage, friendship, and the power of love, and there already are some of the important ingredients necessary for a match-winning formula.” In other words, Harry Potter was successful because it had exactly the attributes of Harry Potter, and not something else.
Likewise, when Facebook first became popular, conventional wisdom held that its success lay in its exclusivity to college students. Yet by 2009, long after Facebook had opened itself to everyone, a report by Nielsen, the ratings company, attributed its success to its broad appeal, along with its “simple design” and “focus on connecting.” Facebook, in other words, was successful because it had exactly the attributes of Facebook, even as the attributes themselves changed completely. Or consider a news story reviewing 2009 movies that inferred from the success of The Hangover that “relatable, non-thinking comedies … are the perfect balm for the recession,” implying in effect that The Hangover succeeded because moviegoers wanted to see a movie like The Hangover, and not something else. In all these cases, we want to believe that X succeeded because it had just the right attributes, but the only attributes we know about are the attributes that X possesses; thus we conclude that these attributes must have been responsible for X’s success.4
Even when we are not explaining success, we still rely on circular reasoning to make sense of why certain things happen. For example, in another recent news story about an apparent downshift in postrecession consumer behavior, one expert explained the change with the helpful observation that “It’s simply less fun pulling up to the stoplight in a Hummer than it used to be. It’s a change in norms.” People do X, in other words, because X is the norm, and it is normal to follow norms. OK, great, but how do we know that something is a norm? We know because people are following it. And this is no isolated example. Once you start to pay attention, it’s amazing how often explanations contain this circularity. Whether it is women getting the vote, gay and lesbian couples being allowed to marry, or a black man being elected president, we routinely explain social trends in terms of what society “is ready for.” But the only way we know society is ready for something is because it happened. Thus, in effect, all we are really saying is that “X happened because that’s what people wanted; and we know that X is what they wanted because X is what happened.”5
THE MICRO-MACRO PROBLEM
The circularity evident in commonsense explanations is important to address because it derives from what is arguably the central intellectual problem of sociology—which sociologists call the micro-macro problem. The problem, in a nutshell, is that the outcomes that sociologists seek to explain are intrinsically “macro” in nature, meaning that they involve large numbers of people. Paintings, books, and celebrities can only be popular or unpopular to the extent that large numbers of people care about them. Firms, markets, governments, and other forms of political and economic organization all require large numbers of people to abide by their rules in order for anything to actually happen. And cultural institutions such as marriage, social norms, and even legal principles have relevance only to the extent that large numbers people believe that they do. At the same time, however, it is necessarily the case that all these outcomes are driven in some way by the “micro” actions of individual humans, who are making the kinds of choices that I discussed in the previous chapter. So how do we get from the micro choices of individuals to the macro phenomena of the social world? Where, in other words, do families, firms, markets, cultures, and societies come from, and why do they exhibit the particular features that they exhibit? This is the micro-macro problem.
As it turns out, something like the micro-macro problem comes up in every realm of science, often under the label “emergence.” How is it, for example, that one can lump together a collection of atoms and somehow get a molecule? How is it that one can lump together a collection of molecules and somehow get amino acids? How is it that one can lump together a collection of amino acids and other chemicals and somehow get a living cell? How is it that one can lump together a collection of living cells and somehow get complex organs like the brain? And how is it that one can lump together a collection of organs and somehow get a sentient being that wonders about its eternal self? Seen in this light, sociology is merely at the tip of the pyramid of complexity that begins with subatomic particles and ends with global society. And at each level of the pyramid, we have essentially the same problem—how do you get from one “scale” of reality to the next?
Historically, science has done its best to dodge this question, opting instead for a division of labor across the scales. Physics, therefore, is its own subject with its own set of facts, laws, and regularities, while chemistry is a different subject altogether, with an entirely different set of facts, laws, and regularities, and biology is a whole new ballgame all over again. At some level the laws that apply at different scales must be consistent—one cannot have chemistry that violates the laws of physics—but it is not generally possible to derive the laws that apply at one scale from those that govern the scale below it. Knowing everything about the behavior of individual neurons, for example, would be of little help in understanding human psychology, just as a complete knowledge of particle physics would be of little use in explaining the chemistry of synapses.6
Increasingly, however, the questions that scientists find most interesting—from the genomics revolution to the preservation of ecosystems to cascading failures in power grids—are forcing them to consider more than one scale at a time, and so to confront the problem of emergence head-on. Individual genes interact with each other in complex chains of activation and suppression to express phenotypic traits that are not reducible to the properties of any one gene. Individual plants and animals interact with each other in complex ways, via prey-predator relations, symbiosis, competition, and cooperation, to produce ecosystem-level properties that cannot be understood in terms of any individual species. And individual power generators and substations interact with each other via high-voltage transmission cables to produce system-level dynamics that cannot be understood in terms of any individual component.
Social systems are also replete with interactions—between individual people, between individuals and firms, between firms and other firms, between individuals, firms, and markets, and between everyone and the government. Individual people are influenced by what other people are doing or saying or wearing. Firms are affected by what individual consumers want and also by what their competitors are producing, or what their debt holders require of them. Markets are affected by government regulations as well as by the actions of individual firms, and sometimes even of individual people (think Warren Buffett or Ben Bernanke). And governments are swayed by all manner of influences, from corporate lobbyists to opinion polls to stock market indices. In the kinds of systems that sociologists study, in fact, the interactions come in so many forms and carry such consequence, that our own version of emergence—the micro-macro problem—is arguably more complex and intractable than in any other discipline.
Common sense, however, has a remarkable knack for papering over this complexity. Emergence, remember, is a hard problem precisely because the behavior of the whole cannot easily be related to the behavior of its parts, and in the natural sciences we implicitly acknowledge this difficulty. For example, we do not speak of the genome as if it behaves like a single gene, nor do we speak of brains as if they behave like individual neurons, or ecosystems like individual creatures. That would be ridiculous. When it comes to social phenomena, however, we do speak of “social actors” like families, firms, markets, political parties, demographic segments, and nation-states as if they act in more or less the same way as the individuals that comprise them. Families, that is, “decide” where to go on vacation, firms “choose” between business strategies, and political parties “pursue” legislative agendas. Likewise, advertisers speak of appealing to their “target demographic,” Wall Street traders dissect the sentiment of “the market,” politicians speak about “the will of the people,” and historians describe a revolution as a “fever gripping society.”
Everyone understands, of course, that corporations and political parties, even families, do not literally have feelings, form beliefs, or imagine the future the way individual people do. Nor are they subject to the same psychological quirks and biases that I discussed in the previous chapter. At some level, we know that the “behavior” of social actors is really a convenient shorthand for the aggregate behavior of large numbers of individuals. Nevertheless, it is so natural to talk this way that the shorthand has become indispensible to our ability to explain things. Imagine trying to recount the history of World War II without talking about the actions of the Allies or the Nazis. Imagine trying to understand the Internet without talking about the behavior of large Internet companies like Microsoft or Yahoo! or Google. Or imagine trying to analyze the debate over healthcare reform in the United States without talking about the interests of Democrats or Republicans, or “special interests.” Margaret Thatcher was famous for having said “There is no such thing as society. There are individual men and women, and there are families.”7 But if we actually tried to apply Thatcher’s doctrine to explaining the world, we wouldn’t even know where to start.
In social science, Thatcher’s philosophical position goes by the name of methodological individualism, which claims that until one has succeeded in explaining some social phenomenon—the popularity of the Mona Lisa or the relation between interest rates and economic growth—exclusively in terms of the thoughts, actions, and intentions of individual people, one has not fully succeeded in explaining it at all. Explanations that ascribe individual psychological motivations to aggregate entities like firms, markets, and governments might be convenient, but they are not, as the philosopher John Watkins put it, “rock bottom” explanations.8
Unfortunately, attempts to construct the kind of rock-bottom explanations that methodological individualists imagined have all run smack into the micro-macro problem. In practice, therefore, social scientists invoke what is called a representative agent, a fictitious individual whose decisions stand in for the behavior of the collective. To take a single example, albeit an important one, the economy is composed of many thousands of firms and millions of individuals all making decisions about what to buy, what to sell, and what to invest in. The end result of all this activity is what economists call the business cycle—in effect, a time series of aggregate economic activity that seems to exhibit periodic ups and downs. Understanding the dynamics of the business cycle is one of the central problems of macroeconomics, in no small part because it affects how policy makers deal with events like recessions. Yet the mathematical models that economists rely on do not attempt to represent the vast complexity of the economy at all. Rather, they specify a single “representative firm” and ask how that firm would rationally allocate its resources given certain information about the rest of the economy. Roughly speaking, the response of that firm is then interpreted as the response of the economy as a whole.9
By ignoring the interactions between thousands or millions of individual actors, the representative agent simplifies the analysis of business cycles enormously. It assumes, in effect, that as long as economists have a good model of how individuals behave, they effectively have a good model for how the economy behaves as well. In eliminating the complexity, however, the representative-agent approach effectively ignores the crux of the micro-macro problem—the very core of what makes macroeconomic phenomena “macro” in the first place. It was for precisely this reason, in fact, that the economist Joseph Schumpeter, who is often regarded as the founding father of methodological individualism, attacked the representative-agent approach as flawed and misleading.10
In practice, however, methodological individualists have lost the battle, and not just in economics. Pick up any work of history, sociology, or political science that deals with “macro” phenomena, like class, race, business, war, wealth, innovation, politics, law, or government, and you will find a world populated with representative agents. So common is their use in social science, in fact, that the substitution of a fictitious individual for what is in reality a collective typically happens without so much as an acknowledgment, like the magician placing the rabbit in the hat while the audience is looking elsewhere. No matter how it is done, however, the representative agent is only and always a convenient fiction. And no matter how we try to dress them up in mathematics or other finery, explanations that invoke representative agents are making essentially the same error as commonsense explanations that talk about firms, markets, and societies in the same terms that we use to describe individual people.11
GRANOVETTER’S RIOT MODEL
The sociologist Mark Granovetter highlighted this problem using a very simple mathematical model of a crowd poised on the brink of a riot. Say a crowd of a hundred students is gathered in a town square, protesting the government’s proposed increase in student fees. The students are angry about the new policy and frustrated with their lack of input to the political process. There’s a possibility of things getting out of hand. But being educated, civilized people, they also understand that reason and dialogue are preferable to violence. To oversimplify somewhat, each individual in the crowd is torn between two instincts—one to go berserk and smash things up, and the other to remain calm and protest peacefully. Everyone, whether they are conscious of it or not, has to make a choice between these two actions. But they are not making a choice between violence and peaceful protest independently—they are doing so, at least in part, in response to what other people are doing. The greater the number of individuals who engage in a riot, the more likely their efforts will force the politicians to pay attention, and the less likely that any one of them will be caught and punished. Also, riots have a primal energy of their own that can undermine otherwise strong social conventions against physical destruction, even skewing our psychological estimation of risk. In a riot, even sensible people can go crazy. For all these reasons, the choice about whether to remain calm or to engage in violence is subject to the general rule that the more other people are rioting, the more likely any particular individual is to join in.
Nevertheless, in this crowd, as everywhere, individual people have different tendencies toward violence. Perhaps those who are better off or who are less affected financially by the new policy are less inclined to risk jail time to make a point. Others are more persuaded that violence, although regrettable, is a useful political device. Some may have an unrelated gripe against the police or the politicians or society, and this event is giving them an excuse to vent. And perhaps some of them are just crazier than others. Whatever the reason—and the reasons can be as many and as complicated as you can imagine—each individual in the crowd can be thought of as having a “threshold,” a point at which, if enough other people join in the riot, they will too, but below which they will refrain. Some people—the “rabble rousers”—have very low thresholds, while others, like the president of the student society, have very high thresholds. But everyone has a threshold of social influence, above which they will “tip” from calm to violence. This might seem like a strange way to characterize individual behavior. But the benefit of describing people in the crowd in terms of their threshold is that the distribution of thresholds over the whole crowd, from crazy (“I will riot even if no one else does”) to Gandhi (“I will not riot even if everyone else does”) turns out to capture some interesting and surprising lessons about crowd behavior.12
To illustrate what could happen, Granovetter posited a very simple distribution in which each of the hundred people has a unique threshold. Exactly one person that is, has a threshold of zero, while another has a threshold of one other person, another has a threshold of two other people, and so on all the way up to the most conservative person, who will join in only after all ninety-nine others have. What will happen? Well, first Mr. Crazy—the one with the threshold of zero—will start throwing things, apropos of nothing. Then, his sidekick with the threshold of one (who needs only one other person to riot before joining in) joins him. Together, these two troublemakers prompt a third person—the guy with the threshold of two—to join in as well, and that’s enough to get the threshold-three person going, which is enough to … well, you get the idea: Given this particular threshold distribution, the entire crowd ends up joining the riot, one after the other. Chaos reigns.
Imagine, however, that in the next town over, a second crowd of students, of exactly the same size, has gathered for exactly the same reason. As unlikely as it may sound, let’s imagine that this crowd has almost exactly the same distribution of thresholds as the first one. So closely matched are these two crowds, in fact, that they differ with respect to just one person: Whereas in the first crowd each person had a unique threshold, in this one nobody has a threshold of three, and two people have a threshold of four. To an outside observer, this difference is so minute as to be undetectable. We know they’re different because we’re playing God here, but no feasible psychological test or statistical model could tell these two crowds apart. So what happens now to the crowd’s behavior? It starts out the same: Mr. Crazy leads off just as before, and his sidekick and the guy with a threshold of two join in like clockwork. But then it hits a snag, because nobody has a threshold of three. The next most susceptible individuals are the pair who both have thresholds of four; yet we have only three rioters. So the potential riot stops before it even gets started.
Now imagine, finally, what observers in these two neighboring towns would see. In town A, they would witness an all-out riot, complete with smashed shop windows and overturned cars. In town B, they would see a few loutish individuals jostling an otherwise orderly crowd. If these observers were to compare notes later, they would try to figure out what it was about the people or their circumstances that must have been different. Perhaps the students in town A were angrier or more desperate than those in town B. Perhaps the shops were less well protected, or perhaps the police were more aggressive, or perhaps the crowd in town A had a particularly inflammatory speaker. These are the kinds of explanations that common sense would suggest. Obviously something must have been different, or else how can we explain such dramatically divergent outcomes? But in fact we know that apart from the threshold of a single individual, nothing about the people or their circumstances was different at all. This last point is critical because the only way a representative agent model could account for the different outcomes observed in town A and town B would be if there were some critical difference between the average properties of the two populations, and the averages are for all intents and purposes the same.
The problem sounds similar to the one my students encountered when trying to explain the difference between organ-donor rates in Austria and Germany, but it’s actually quite different. In the organ-donor case, remember, the problem was that my students tried to understand the difference in terms of rational incentives, when in reality it was dominated by the default setting. In other words, they had the wrong model of individual behavior. But in the organ-donor case at least, once you understand how important the default bias is, it becomes clear why the donor rates are so wildly different. In Granovetter’s riot model, by contrast, it doesn’t matter what model of individual behavior you have—because in any reasonable sense the two populations are indistinguishable. To understand how the different outcomes emerge, you must take into account the interactions between individuals, which in turn requires that you follow the full sequence of individual decisions, each unfolding on top of the others. This is the micro-macro problem arriving in full force. And the minute you try to skip over it, say by substituting a representative agent for the behavior of the collective, you will have missed the whole essence of what is happening, no matter what you assume about the agent.
CUMULATIVE ADVANTAGE
Granovetter’s “riot model” makes a profound statement about the limits of what can be understood about collective behavior by thinking only about individual behavior. That said, the model is extremely—almost comically—simple, and is likely to be wrong in all sorts of ways. In most real-world choices, for example, we are choosing between potentially many options, not just the two—riot or don’t riot—in Granovetter’s model. Nor does it seem likely that the manner in which we influence one another in the real world is anything as simple as the threshold rule that Granovetter proposed. In many routine situations, when choosing, say, a new artist to listen to, a new book to read, or a new restaurant to visit, it often makes sense to ask other people for advice, or simply to pay attention to the choices they have made, on the grounds that if they like something you’re more likely to like it too. In addition, your friends may influence which music you choose to listen to or which books you choose to read not only because you assume that they have already done some work filtering out the various options but also because you will enjoy talking about them and sharing the same cultural references.13
Social influence of this general kind is likely ubiquitous. But unlike the simple threshold of Granovetter’s thought experiment, the resulting decision rule is neither binary nor deterministic. Rather, when people tend to like something that other people like, differences in popularity are subject to what is called cumulative advantage, meaning that once, say, a song or a book becomes more popular than another, it will tend to become more popular still. Over the years, researchers have studied a number of different types of cumulative advantage models, but they all have the flavor that even tiny random fluctuations tend to get bigger over time, generating potentially enormous differences in the long run, a phenomenon that is similar to the famous “butterfly effect” from chaos theory, which says that a butterfly fluttering its wings in China can lead to a hurricane months later and oceans away.14
As with Granovetter’s model, cumulative advantage models have disruptive implications for the kinds of explanations that we give of success and failure in cultural markets. Commonsense explanations, remember, focus on the thing itself—the song, the book, or the company—and account for its success solely in terms of its intrinsic attributes. If we were to imagine history being somehow “rerun” many times, therefore, explanations in which intrinsic attributes were the only things that mattered would predict that the same outcome would pertain every time. By contrast, cumulative advantage would predict that even identical universes, starting out with the same set of people and objects and tastes, would nevertheless generate different cultural or marketplace winners. The Mona Lisa would be popular in this world, but in some other version of history it would be just one of many masterpieces, while another painting that most of us have never heard of would be in its place. Likewise, the success of Harry Potter, Facebook, and The Hangover would turn out to be a product of chance and timing as much as of intrinsic quality.
In real life, however, we have only one world—the one that we are living in—thus it’s impossible to make the sort of “between world” comparisons that the models say we should. It may not surprise you, therefore, that when someone uses the output of a simulation model to argue that Harry Potter may not be as special as everyone thinks it is, Harry Potter fans tend not to be persuaded. Common sense tells us that Harry Potter must be special—even if the half dozen or so children’s book publishers who passed on the original manuscript didn’t know it at the time—because more than 350 million people bought it. And because any model necessarily makes all manner of simplifying assumptions, whenever we have to choose between questioning common sense and questioning a model, our tendency is to do the latter.
For exactly this reason, several years ago my collaborators Matthew Salganik and Peter Dodds and I decided to try a different approach. Instead of using computer models, we would run a controlled, laboratory-style experiment in which real people made more or less the same kinds of choices that they make in the real world—in this case, between a selection of songs. By randomly assigning different people to different experimental conditions, we would effectively create the “many worlds” situation imagined in the computer models. In some conditions, people would be exposed to information about what other people were doing, but it would be up to them to decide whether or not to be influenced by the information and how. In other conditions, meanwhile, participants would be faced with exactly the same set of choices, but without any information about other participants’ decisions; thus they would be forced to behave independently. By comparing the outcomes in the “social influence” conditions with those in the “independent” condition, we would be able to observe the effects of social influence on collective outcomes directly. In particular, by running many such worlds in parallel, we would be able to measure how much of a song’s success depended on its intrinsic attributes, and how much on cumulative advantage.
Unfortunately, running such experiments is easier said than done. In psychology experiments of the kind I discussed in the previous chapter, each “run” of the experiment involves at most a few individuals; thus conducting the entire experiment requires at most a few hundred subjects, typically undergraduate students who participate in exchange for money or course credit. The kind of experiment we had in mind, however, required us to observe how all these individual-level “nudges” added up to create differences at the collective level. In effect, we wanted to study the micro-macro problem in a lab. But to observe effects like these we would need to recruit hundreds of people for each run of the experiment, and we would need to conduct the experiment through many independent runs. Even for a single experiment, therefore, we would need thousands of subjects, and if we wanted to run multiple experiments under different conditions, we’d need tens of thousands.
In 1969, the sociologist Morris Zelditch described exactly this problem in a paper with the provocative title “Can You Really Study an Army in a Laboratory?” At the time, his conclusion was that you couldn’t—at least not literally. Therefore he advocated that sociologists should instead study how small groups worked, and rely on theory to generalize their findings to large groups. Macrosociology, in other words, like macroeconomics, couldn’t ever be an experimental discipline, simply because it would be impossible to run the relevant experiments. Coincidentally, however, the year 1969 also marked the genesis of the Internet, and in the years since, the world had changed in ways that would have been hard for Zelditch to imagine. With the social and economic activity of hundreds of millions of people migrating online, we wondered if it might be time to revisit Zelditch’s question. Perhaps, we thought, one could study an army in the laboratory—only this lab would be a virtual one.15
EXPERIMENTAL SOCIOLOGY
So that’s what we did. With the help of our resident computer programmer, a young Hungarian named Peter Hausel, and some friends at Bolt media, an early social networking site for teenagers, we set up a Web-based experiment designed to emulate a “market” for music. Bolt agreed to advertise our experiment, called Music Lab, on their site, and over the course of several weeks about fourteen thousand of its members clicked through on the banner ads and agreed to participate. Once they got to our site they were asked to listen to, rate, and if they chose to, download songs by unknown bands. Some of the participants saw only the names of the songs while others also saw how many times the songs had been downloaded by previous participants. People in the latter “social influence” category were further split into eight parallel “worlds” such that they could only see the prior downloads of people in their own world. Thus if a new arrival were to be allocated (randomly) to World #1, she might see the song “She Said” by the band Parker Theory in first place. But if she were allocated instead to World #4, Parker Theory might be in tenth place and “Lockdown” by 52 Metro might be first instead.16
We didn’t manipulate any of the rankings—all the worlds started out identically, with zero downloads. But because the different worlds were carefully kept separate, they could subsequently evolve independently of one another. This setup therefore enabled us to test the effects of social influence directly. If people know what they like regardless of what other people think, there ought not to be any difference between the social influence and independent conditions. In all cases, the same songs should win by roughly the same amount. But if people do not make decisions independently, and if cumulative advantage applies, the different worlds within the social influence condition should look very different from one another, and they should all look different from the independent condition.
What we found was that when people had information about what other people downloaded, they were indeed influenced by it in the way that cumulative advantage theory would predict. In all the “social influence” worlds, that is, popular songs were more popular (and unpopular songs were less popular) than in the independent condition. At the same time, however, which particular songs turned out to be the most popular—the “hits”—were different in different worlds. Introducing social influence into human decision making, in other words, increased not just inequality but unpredictability as well. Nor could this unpredictability be eliminated by accumulating more information about the songs any more than studying the surfaces of a pair of dice could help you predict the outcome of a roll. Rather, unpredictability was inherent to the dynamics of the market itself.
Social influence, it should be noted, didn’t eliminate quality altogether: It was still the case that, on average, “good” songs (as measured by their popularity in the independent condition) did better than “bad” ones. It was also true that the very best songs never did terribly, while the very worst songs never actually won. That said, even the best songs could fail to win sometimes, while the worst songs could do pretty well. And for everything in the middle—the majority of songs that were neither the best nor the worst—virtually any outcome was possible. The song “Lockdown” by 52 Metro, for example, ranked twenty-sixth out of forty-eight in quality; yet it was the no. 1 song in one social-influence world, and fortieth in another. The “average” performance of a particular song, in other words, is only meaningful if the variability that it exhibits from world to world is small. But it was precisely this random variability that turned out to be large. For example, by changing the format of the website from a randomly arranged grid of songs to a ranked list we found we could increase the effective strength of the social signal, thereby increasing both the inequality and unpredictability. In this “strong influence” experiment, the random fluctuations played a bigger role in determining a song’s ranking than even the largest differences in quality. Overall, a song in the Top 5 in terms of quality had only a 50 percent chance of finishing in the Top 5 of success.
Many observers interpreted our findings as a commentary on the arbitrariness of teenage music tastes or the vacuousness of contemporary pop music. But in principle the experiment could have been about any choice that people make in a social setting: whom we vote for, what we think about gay marriage, which phone we buy or social networking service we join, what clothes we wear to work, or how we deal with our credit card debt. In many cases designing these experiments is easier said than done, and that’s why we chose to study music. People like to listen to music and they’re used to downloading it from the Web, so by setting up what looked like a site for music downloads we could conduct an experiment that was not only cheap to run (we didn’t have to pay our subjects) but was also reasonably close to a “natural” environment. But in the end all that really mattered was that our subjects were making choices among competing options, and that their choices were being influenced by what they thought other people had chosen. Teenagers also were an expedient choice, because that’s mostly who was hanging around on social networking sites in 2004. But once again, there was nothing special about teenagers—as we showed in a subsequent version of the experiment for which we recruited mostly adult professionals. As you might expect, this population had different preferences than the teenagers, and so the average performance of the songs changed slightly. Nevertheless, they were just as influenced by one another’s behavior as the teenagers were, and so generated the same kind of inequality and unpredictability.17
What the Music Lab experiment really showed, therefore, was remarkably similar to the basic insight from Granovetter’s riot model—that when individuals are influenced by what other people are doing, similar groups of people can end up behaving in very different ways. This may not sound like a big deal, but it fundamentally undermines the kind of commonsense explanations that we offer for why some things succeed and others fail, why social norms dictate that we do some things and not others, or even why we believe what we believe. Commonsense explanations sidestep the whole problem of how individual choices aggregate to collective behavior simply by replacing the collective with a representative individual. And because we think we know why individual people do what they do, as soon as we know what happened, we can always claim that it was what this fictitious individual—“the people,” “the market,” whatever—wanted.
By pulling apart the micro-macro problem, experiments like Music Lab expose the fallacy that arises from this form of circular reasoning. Just as you can know everything about the behavior of individual neurons and still be mystified by the emergence of consciousness in the human brain, so too you could know everything about individuals in a given population—their likes, dislikes, experiences, attitudes, beliefs, hopes, and dreams—and still not be able to predict much about their collective behavior. To explain the outcome of some social process in terms of the preferences of some fictitious representative individual therefore greatly exaggerates our ability to isolate cause and effect.
For example, if you’d asked the 500 million people who currently belong to Facebook back in 2004 whether or not they wanted to post profiles of themselves online and share updates with hundreds of friends and acquaintances about their everyday goings-on, many of them would have likely said no, and they probably would have meant it. The world, in other words, wasn’t sitting around waiting for someone to invent Facebook so that we could all join it. Rather, a few people joined it for whatever reasons and began to play around with it. Only then, because of what those people experienced through using the service as it existed back then—and even more so because of the experiences they created for one another in the course of using it—did other people began to join. And then other people joined because those people joined, and so on, until here we are today. Yet now that Facebook is tremendously popular, it just seems obvious that it must have been what people wanted—otherwise, why would they be using it?
This is not to say that Facebook, the company, hasn’t made a lot of smart moves over the years, or doesn’t deserve to be as successful as it is. Rather, the point is just that the explanations we give for its success are less relevant than they seem. Facebook, that is, has a particular set of features, just as Harry Potter and the Mona Lisa have their own particular sets of features, and all of them have experienced their own particular outcomes. But it does not follow that those features caused the outcomes in any meaningful way. Ultimately, in fact, it may simply not be possible to say why the Mona Lisa is the most famous painting in the world or why the Harry Potter books sold more than 350 million copies within ten years, or why Facebook has attracted more than 500 million users. In the end, the only honest explanation may be the one given by the publisher of Lynne Truss’s surprise bestseller, Eats, Shoots and Leaves, who, when asked to explain its success, replied that “it sold well because lots of people bought it.”
It may not surprise you to learn that many people do not particularly like this conclusion. Most of us would be prepared to admit that our decisions are influenced by what other people think—sometimes, anyway. But it’s one thing to acknowledge that once in a while our behavior gets nudged this way or that by what other people are doing, and it’s quite another to concede that as a consequence, true explanations for the success of an author or a company, unexpected changes in social norms, or the sudden collapse of a seemingly impregnable political regime may simply lie beyond our reach. When faced with the prospect that some outcome of interest cannot be explained in terms of special attributes or conditions, therefore, a common fallback is to assume that it was instead determined by a small number of important or influential people. So it is to this topic that we turn next.
CHAPTER 4
Special People
It may seem hard to believe in a time when “social networking” has become so commonplace an idea that it shows up in everything from feature films to Foster’s beer commercials, but it wasn’t that long ago—as recently as the mid-1990s—that the study of social networks was relatively obscure, pursued mostly by a small cadre of mathematically inclined sociologists interested in mapping the social interactions among individuals.1 The field has exploded in recent years, in large part because fast computers, along with communication technologies like e-mail, cell phones, and social networking sites such as Facebook have made it possible to record and analyze these interactions with great precision, even for hundreds of millions of people at a time. Nowadays, thousands of computer scientists, physicists, mathematicians, and even biologists count themselves as “network scientists,” and new discoveries about the structure and dynamics of networked systems arrive daily.2
SIX DEGREES OF SEPARATION
Back in 1995, however, when I was a graduate student at Cornell studying the synchronization of chirping crickets, all this was in the future. Back then, in fact, the idea that everyone in the world is connected through a giant social network through which information, ideas, and influence might flow, was still sufficiently novel that when my father asked me during one of our regular phone conversations if I’d ever heard of the notion that “everyone in the world is only six handshakes away from the president of the United States,” I assumed it was folklore. And in some sense it was. People have been fascinated with what sociologists call the small-world problem for nearly a century, since the Hungarian poet Frigyes Karinthy published a short story called “Chains” in which his protagonist boasts that he can connect himself to any other person in the world, whether a Nobel Prize winner or a worker in a Ford Motor factory, through a chain of no more than five acquaintances. Four decades later, in her polemic on urban planning The Death and Life of Great American Cities, the journalist Jane Jacobs described a similar game, called messages, that she used to play with her sister when they first moved to New York:
The idea was to pick two wildly dissimilar individuals—say a headhunter in the Solomon Islands and a cobbler in Rock Island, Illinois—and assume that one had to get a message to the other by word of mouth; then we would each silently figure out a plausible, or at least possible, chain of persons through whom the message could go. The one who could make the shortest plausible chain of messages won.
But how long are these chains in reality? One way to answer the question would be to map out all the links in the social network of the whole world and then simply count by brute force how many people you can reach in one “degree of separation,” how many at “two degrees,” and so on, until you have reached everyone. In Jacobs’s day that was impossible, but in 2008 two computer scientists at Microsoft Research got somewhat close when they computed the length of paths connecting pairs of individuals in Microsoft’s 240-million-strong instant messenger network, where being “friends” in this case meant being on each other’s buddy lists.3 On average they found that people were separated by about seven steps—remarkably close to the six handshakes that my father had mentioned. Yet this can’t be the real answer to the question. The characters in Jacobs’s fictional game didn’t have access to this network, so they couldn’t have computed the paths the way the Microsoft researchers did even if they had the computing power to do so. Clearly they must have used some other method to direct their messages. And indeed, according to Jacobs, they did:
The headhunter would speak to the headman of his village, who would speak to the trader who came to buy copra, who would speak to the Australian patrol officer when he came through, who would tell the man who was next slated to go to Melbourne on leave, etc. Down at the other end, the cobbler would hear from his priest, who got it from the mayor, who got it from the state senator, who got it from the governor, etc. We soon had these close-to-home messengers down to a routine for almost everybody we could conjure up, but we would get tangled up in long chains at the middle until we began employing Mrs. Roosevelt. Mrs. Roosevelt made it suddenly possible to skip whole chains of intermediate connections. She knew the most unlikely people. The world shrank remarkably.4
Jacobs’s solution, in other words, assumes that social networks are organized in a hierarchy: Messages flow up the hierarchy from the periphery and then back down again, with high-status figures like Mrs. Roosevelt occupying the critical center. We are so used to a world of hierarchies—whether inside formal organizations, across the economy, or in society—that it is natural to assume that social networks should be hierarchical as well. Karinthy, in fact, used a similar line of reasoning to Jacobs’s, where in place of Mrs. Roosevelt he invoked Mr. Ford, writing that “to find a chain of contacts linking myself with an anonymous riveter at the Ford Motor Company … The worker knows his foreman, who knows Mr. Ford himself, who in turn is on good terms with the director general of the Hearst publishing empire. It would take but one word from my friend to send a cable to the general director of Hearst asking him to contact Ford who could in turn contact the foreman, who could then contact the riveter, who could then assemble a new automobile for me, should I need one.”
As plausible as this method sounds, however, it is not how messages actually propagate through social networks, as we know now from a series of “small-world experiments” that began not long after Jacobs was writing. The first of these experiments was conducted by none other than Stanley Milgram, the social psychologist whose subway experiment I discussed in Chapter 1. Milgram recruited three hundred people, two hundred from Omaha, Nebraska, and the other hundred from around Boston, to play a version of the messages game with a Boston stockbroker who was a friend of Milgram’s and who had volunteered to serve as the “target” of the exercise. Much as in Jacobs’s imaginary version, participants in Milgram’s experiment knew whom they were trying to reach, but could only send the message to someone whom they knew on a first-name basis; thus each of the three hundred “starters” would send it to a friend, who would send it to a friend, and so on, until someone either refused to participate or else the message chain reached the target. As luck would have it, sixty-four of the initial chains made it all the way to their destination, and the average length of those that did was indeed about six; hence the famous phrase “six degrees of separation.”5
But although Milgram’s subjects were able to find paths as short as those hypothesized by Karinthy and Jacobs, it wasn’t because they employed Mrs. Roosevelt or anyone like her. Instead, ordinary people passed messages to other ordinary people, tracking along the same social stratum rather than going up and down the hierarchy as both Karinthy and Jacobs imagined. Nor did the chains get tangled up in the middle as Jacobs worried they might. Instead they experienced their greatest difficulties after they had already gotten close to their targets. Social networking, it seems, is less like a pyramid than it is like a game of golf—where, the old adage goes, you “drive for show, putt for dough.” When you are far away from the target, that is, it’s relatively easy to jump large distances simply by sending the message to someone in the right country, and from there to someone in the right city, and then to someone in the right profession. But once you get close to the target, big jumps don’t help you anymore and messages have a tendency to bounce around until they find someone who knows the target.
Nevertheless, Milgram still found that not all message handlers are created equal. In fact, of the sixty-four messages that got through, nearly half of them were delivered to the target by one of three people, and half of those—sixteen chains—were delivered by a single person, “Mr. Jacobs,” a clothing merchant who was a neighbor of the target. Struck by this concentration of messages into the hands of a few individuals, Milgram speculated that what he called sociometric stars might be important to understanding how the small-world phenomenon worked.6 Milgram himself didn’t conclude much more than that, but three decades later, in an essay called “Six Degrees of Lois Weisberg,” New Yorker writer Malcolm Gladwell used Milgram’s finding about Mr. Jacobs to make the argument that “a very small number of people [like Mrs. Weisberg] are linked to everyone else in a few steps, and the rest of us are linked to the world through those few.”7 In other words, even though Mr. Jacobs and Ms. Weisberg are not “important” in the same way that Mrs. Roosevelt or Mr. Ford were important, from a network perspective they end up serving the same kind of function—like hubs in an airline network that we necessarily pass through in order to get from one part of the world to another.
Like Jacobs’s hierarchy, the airline network metaphor is an appealing one, but it says more about how we would organize the world if given the opportunity to do so than it says about how the world is actually organized. If you think about it for minute, in fact, the metaphor is actually quite implausible. Some people clearly have more friends than others. But people are not like airports—they can’t just tack on an extra wing when they need to handle more traffic. As a result, the number of friends that people have doesn’t vary by nearly as much as the traffic in airports. An average person, for example, has a few hundred friends, while the most gregarious top out around a couple of thousand—roughly ten times as many. That is a big difference, but not remotely comparable to a true hub like O’Hare, which handles thousands of times as many passengers as a small airport. So how is it that connectors in social networks can nevertheless act like hubs in airline networks?8
In fact, they do not, as my collaborators Roby Muhamad and Peter Dodds and I found several years ago when we replicated Milgram’s original experiment—only this time we used e-mail in place of physical packets, allowing us to work on a much larger scale. Whereas Milgram had three hundred initial senders in two cities attempting to reach a single target in Boston, we had more than twenty thousand chains in search of one of eighteen targets in thirteen different countries around the world. By the time the experiment had ended, the chains had passed through over 60,000 people in 166 countries. Using some more up-to-date statistical analysis than Milgram had available to him, we were also able to estimate not only the length of the chains that made it to their targets, but also how long the chains that failed would have been had they continued. Our main finding was remarkably close to Milgram’s—roughly half of all chains should be expected to reach their targets in seven steps or fewer. Given the differences between the two experiments, which were conducted on very different scales using different technologies and nearly forty years apart, it is actually sort of amazing that the results accorded so closely, and provides strong support for the claim that many people—although certainly not all people—can connect to one another through short chains.9
Unlike Milgram’s findings, however, we discovered no “hubs” in the delivery process. Rather, messages reached their targets through almost as many recipients as there were chains. We also asked people why they chose the next person in the chain, and here, too, we discovered little evidence of hubs or stars. Subjects in small-world experiments, it turns out, do not typically pass messages to their highest-status or most-connected friends. Instead, they pass them to people they think have something in common with the target, like geographic proximity or a similar occupation, or they simply pass them to people they think will be likely to continue passing it along. Ordinary individuals, in other words, are just as capable of spanning critical divides between social and professional circles, between different nations, or between different neighborhoods, as exceptional people. When you want to get a message to a graduate student in Novosibirsk, Russia, for example, you don’t think about whom you know who has a lot of friends, or goes to lots of parties, or has connections to the White House. You think about whether you know any Russians. And if you don’t know any Russians, then maybe you know someone from Eastern Europe, or someone who has traveled to Eastern Europe, or has studied Russian, or who lives in a part of your city that is known for its Eastern European immigrants. Mrs. Roosevelt, or Lois Weisberg for that matter, may indeed connect many people. But those same people have many other ways of connecting as well. And it is these other, less obvious ways that they tend to actually use, if only because there are so many more of them.
The overall message here is that real social networks are connected in more complex and more egalitarian ways than Jacobs or even Milgram imagined—a result that has now been confirmed with many experiments, empirical studies, and theoretical models.10 In spite of all this evidence, however, when we think about how social networks work, we continue to be drawn to the idea that certain “special people,” whether famous wives of presidents or gregarious local businessmen, are disproportionately responsible for connecting the rest of us. Evidence, in fact, seems to have very little to do with why we think this way. After all, Jacobs was writing years before Milgram’s experiments and long before anyone had the kind of data that might have supported her claim about Mrs. Roosevelt. So wherever she got the idea from, it obviously wasn’t based on any actual evidence. Rather, it seems that Jacobs was drawn to the idea that a few special people connect everyone else simply because without invoking such people it’s hard to come with any explanation at all. The result is that no matter how many times the evidence rules out one kind of special person, we simply insert another. If it’s not Mrs. Roosevelt, then it must be Lois Weisberg, and if it’s not Lois Weisberg, then it must be Mr. Jacobs the clothing merchant. And if it’s not him, then it must be our friend Ed who seems to know everyone. “It’s got to be someone special.” We feel compelled to conclude: “How else could it work?”
Nor is the intuitive appeal of special-people explanations restricted to problems to do with networks. The “great man” view of history explains important historical events in terms of the actions of a few critical leaders. Conspiracy theorists imbue shadowy government agents or secret cabals with near infinite capabilities to meddle with society. Media analysts credit high-profile celebrities with setting fashion trends or selling products. Corporate boards pay exorbitant amounts for a CEO whose decisions will shape the fate of the entire company. Epidemiologists worry that a few “superspreaders” can trigger an epidemic. And marketers extol the power of “influencers” to make or break a brand, change social norms, or otherwise shift public opinion.11 In his book The Tipping Point, for example, Gladwell explains the origins of what he calls social epidemics, meaning everything from fads and fashions to shifts in cultural norms and sudden drops in crime rates, in terms of what he calls the law of the few. Just as superspreaders drive real epidemics and great men drive history, so too the law of the few claims that social epidemics are “driven by the efforts of a handful of exceptional people.” For example, in discussing the mysterious resurgence of Hush Puppies in the mid-1990s, Gladwell explains that
the great mystery is how those shoes went from something worn by a few fashion-forward downtown Manhattan hipsters to being sold in malls across the country. What was the connection between the East Village and Middle America? The Law of the Few says the answer is that one of these exceptional people found out about the trend, and through social connections and energy and enthusiasm and personality spread the word about Hush Puppies just as people like Gaeten Dugas and Nushawn Williams were able to spread HIV.12
Gladwell’s law of the few is catnip to marketers and businessmen and community organizers and just about anyone else in the business of shaping or manipulating people. And it’s easy to see why. If you can just find these special people and influence them, their connections and energy and enthusiasm and personality would be put to work for you. It’s a plausible-sounding story, and yet as with so many appealing ideas about human behavior, the law of the few turns out to be more a matter of perception than reality.
THE INFLUENCERS
The culprit again is common sense. As marketing consultants Ed Keller and Jon Berry argue, “Some people are better connected, better read, and better informed. You probably know this from your own experience. You don’t turn to just anyone when you’re deciding what neighborhood to live in, how to invest for retirement, or what kind of car or computer to buy.”13 As a description of our perceptions, this statement is probably accurate—when we think about what we’re doing when we seek out information, access, or advice, it does indeed seem that we focus on some people over others. But as I’ve already discussed, our perceptions of how we behave are far from a perfect reflection of reality. A number of studies, for example, have suggested that social influence is mostly subconscious, arising out of subtle cues that we receive from our friends and neighbors, not necessarily by “turning to them” at all.14 Nor is it clear that when we are influenced in these other, less conscious ways, we recognize that we have been influenced. Employees, for example, may well influence their bosses as much as their bosses influence them, but they are not equally likely to name each other as sources of influence—simply because bosses are supposed to be influential, whereas employees are not. In other words, our perceptions of who influences us may say more about social and hierarchical relations than influence per se.
One of the most confusing aspects of the influencer debate, in fact, is that no one can really agree on who the influencers are in the first place. Originally the term referred to “ordinary” people who just happened to exert extraordinary influence over their friends and neighbors. But in practice all sorts of people are referred to as influencers: media giants like Oprah Winfrey; gatekeepers like Anna Wintour, the editor of Vogue; celebrity actors and socialites; popular bloggers; and so on. All of these people may or may not be influential in their own way, but the kind of influence they exert varies tremendously. Oprah Winfrey’s advocacy of an unknown book, for example, may dramatically improve its chances of appearing on the bestseller lists, but that is mostly because her individual influence is magnified enormously by the media empire that she runs. Likewise, a fashion designer might be well advised to have a famous actress arrive at the Oscars wearing his dress, but that is again because her arrival is being recorded, broadcast, and commented upon by the mass media. And when a popular blogger expresses his enthusiasm for a particular product, potentially thousands of people read his opinion. But is his or her influence analogous to that of an Oprah endorsement, a personal recommendation from a friend, or something else?
Even if we narrow down the problem to direct, interpersonal influence of the kind that excludes the media, celebrities, and bloggers of the world, measuring influence is a lot more difficult than simply measuring the length of message chains. For example, to demonstrate just one incident of influence between two friends, Anna and Bill, you need to demonstrate that whenever Anna adopts a certain idea or product, Bill is more likely to adopt the same idea or product as well.15 Even keeping track of just one such relationship would not be easy. And as researchers quickly discovered, doing it for many people simultaneously is prohibitively difficult. In place of observing influence directly, therefore, researchers have proposed numerous proxies for influence, such as how many friends an individual has, or how many opinions they voice, or how expert or passionate they are about a topic, or how highly they score on some personality test—things that are easier to measure than influence itself. Unfortunately, while all these measures are plausible substitutes for influence, they all derive from assumptions about how people are influenced, and no one has ever tested these assumptions. In practice, therefore, nobody really knows who is an influencer and who isn’t.16
This ambiguity is confusing, but it’s still not the real source of the problem. If we could invent a perfect instrument for measuring influence, presumably we would find that some people are indeed more influential than others. Yet some people are also taller than others and that is not necessarily something about which marketers should care. So why are they so excited about influencers? Consider, for example, that many studies count someone as an influencer if at least three acquaintances named them as someone to whom they would turn for advice. Now, in a world where the average person influences just one other person, influencing three others makes you 300 percent as influential as average—a big difference. But on its own it doesn’t solve the kinds of problems that marketers care about, like generating a hit product, driving public health awareness, or influencing a political candidate’s election chances. All these problems require influencing millions of individuals. So even if each one of your influencers can influence three other ordinary people, you will still need to find and influence a million of them, which is rather different from what the law of the few promises. As it turns out, there’s a solution to this problem as well, but it requires that we incorporate another related but distinct idea from network theory—that of social contagion.
THE ACCIDENTAL INFLUENTIALS
Contagion—the idea that information, and potentially influence, can spread along network ties like an infectious disease—is one of the most intriguing ideas in network science. As we saw in the last chapter, when everyone is being influenced by what other people are doing, surprising things can happen. But contagion also has important implications for influencers—because once you include the effects of contagion, the ultimate importance of an influencer is not just the individuals he or she influences directly but also all those influenced indirectly, via his neighbors, his neighbors’ neighbors, and so on. It is through contagion, in fact, that the law of the few gets its real power. Because if just the right influencers can trigger a social epidemic, then influencing four million people may in fact require only a few of them. That’s not a good deal—that’s a great deal. And because finding and influencing just a few people is quite different from finding and influencing a million, it qualitatively changes the nature of influence.17
What it means, though, is that the law of the few is not one, but two hypotheses that have been mashed together: first that some people are more influential than others; and second, that the influence of these people is greatly magnified by some contagion process that generates social epidemics.18 It was therefore this combination of claims that Peter Dodds and I set out to test a few years ago in a series of computer simulations. Because these simulations required us to write down explicit mathematical models of how influence spreads, we had to specify all the assumptions that are typically left unstated in anecdotal descriptions of influencers. How should an influencer be defined? Who influences whom? What kinds of choices are individuals making? And how are these choices influenced by others? As I’ve discussed, no one really knows the answers to any of these questions; thus it’s necessary, as in any modeling exercise, to make a number of assumptions, which could of course be wrong. Nevertheless, to cover our bases as much as possible, we considered two very different classes of models, each of which has been studied for decades by social and marketing scientists.19
The first was a version of Granovetter’s riot model from the previous chapter. Unlike Granovetter’s model, however, where everyone in the crowd observed everyone else, the interactions among individuals were specified by a network in which each individual got to observe only some relatively small circle of friends or acquaintances. The second model was a version of the “Bass model,” named for Frank Bass, the marketing scientist who first proposed it as a model of product adoption, but closely related to an even older model used by mathematical epidemiologists to study the spread of biological diseases. In other words, whereas Granovetter’s model assumes that individuals adopt something when a certain fraction of their neighbors do, the Bass model assumes that adoption works like an infection process, with “susceptible” and “infected” individuals interacting along network ties.20 The two models sound similar, but they’re actually very different—which was important, because we didn’t want our conclusions about the effect of influencers to depend too much on the assumptions of any one model.
What we found was that under most conditions, highly influential individuals were indeed more effective than the average person in triggering social epidemics. But their relative importance was much less than what the law of the few would suggest. To illustrate, consider an “influencer” who directly influences three times as many of his peers as the average person. Intuitively, one would expect that, all other things being equal, the influencer would also influence three times as many people indirectly as well. In other words, the influencer would exhibit a “multiplier effect” of three. The law of the few, it bears noting, claims that the effect would be much greater—that the disproportionality should be “extreme”—but what we found was the opposite.21 Typically the multiplier effect for an influencer like this was less than three, and in many cases, they were not any more effective at all. Influencers may exist, in other words, but not the kind of influencers posited by the law of the few.
The reason is simply that when influence is spread via some contagious process, the outcome depends far more on the overall structure of the network than on the properties of the individuals who trigger it. Just as forest fires require a conspiracy of wind, temperature, low humidity, and combustible fuel to rage out of control over large tracts of land, social epidemics require just the right conditions to be satisfied by the network of influence. And as it turned out, the most important condition had nothing to do with a few highly influential individuals at all. Rather, it depended on the existence of a critical mass of easily influenced people who influence other easy-to-influence people. When this critical mass existed, even an average individual was capable of triggering a large cascade—just as any spark will suffice to trigger a large forest fire when the conditions are primed for it. Conversely, when the critical mass did not exist, not even the most influential individual could trigger any more than a small cascade. The result is that unless one can see where particular individuals fit into the entire network, one cannot say much about how influential they will be—no matter what you can measure about them.
When we hear about a large forest fire, of course, we don’t think that there must have been anything special about the spark that started it. Indeed, such an idea would be laughable. Yet when we see something special happen in the social world, we are instantly drawn to the idea that whoever started it must have been special also. And of course, whenever a large cascade did take place in our simulations, it was necessarily the case that someone had to have started it. However unexceptional that person might have seemed in advance, in retrospect they would seem to fit exactly the description of the law of the few: the “tiny percentage of people who do the majority of the work.” What we knew from our simulations, however, was that there really was nothing special about these individuals—because we had created them that way. The majority of the work was being done not by a tiny percentage of people who acted as the triggers, but rather by the much larger critical mass of easily influenced people. What we concluded, therefore, is that the kind of influential person whose energy and connections can turn your book into a bestseller or your product into a hit is most likely an accident of timing and circumstances. An “accidental influential” as it were.22
“ORDINARY INFLUENCERS” ON TWITTER
As many people immediately pointed out, this conclusion was based entirely on computer simulations. And as I’ve already mentioned, these simulations were highly simplified versions of reality, and made a large number of assumptions, any of which could have been wrong. Computer simulations are useful tools that can generate great insight. But in the end they are more like thought experiments than real experiments, and as such are better suited to provoking new questions than to answering them. So if we really want to know whether particular individuals are capable of stimulating the diffusion of ideas, information, and influence—and if these influencers exist, which attributes distinguish them from ordinary people—then we need to run experiments in the real world. But studying the relationship between individual influence and large-scale impact in the real world is easier said than done.
The main problem is that you need an enormous amount of data, and most of it is very hard to collect. Just demonstrating that one person has influenced another is difficult enough. And if you wanted to make the connection to how they influence larger populations, you need to gather similar information for whole chains of influence, in which one person influences another who in turn influences another, and so on. Pretty soon, you’re talking about thousands or even millions of relationships, just to track how a single piece of information was spread. And ideally you would want to study many such cases. It’s an over-whelming amount of data to test what seems to be a relatively straightforward claim—that some people matter more than others—but there’s no getting around it. It also helps explain why diffusion research, as it is known, has remained such a myth-laden business for so long: when it’s impossible to prove anything, everyone is free to propose whatever plausible story they like. There’s no way to decide who is right.
As with experiments like Music Lab, however, the Internet is starting to change this picture in important ways. A handful of recent studies have begun to explore diffusion in social networks on a scale that would have been unimaginable just a decade ago. Blog postings diffuse among networks of bloggers. Fan pages diffuse among networks of friends on Facebook. Special capabilities called “gestures” diffuse among players on the online game Second Life. And premium voice services have been shown to diffuse among networks of IM buddies.23 Inspired by these studies, my Yahoo! colleagues Jake Hofman and Winter Mason and I, along with Eytan Bakshy, a talented graduate student at the University of Michigan, decided to look for the diffusion of information in the largest communication network we could get our hands on: Twitter. In the process, we would look for influencers.24
In many respects, Twitter is ideally suited to this objective. Unlike Facebook, say, where people connect to one another for a multitude of reasons, the whole point of Twitter is to broadcast information to other people—your “followers”—who have explicitly indicated that they want to hear from you. Getting people to pay attention to you—influencing them, in other words—is what Twitter is all about. Second, Twitter is remarkably diverse. Many users are regular people whose followers are mostly friends interested in hearing from them. But many of the most followed users on Twitter are public figures, including bloggers, journalists, celebrities (Ashton Kutcher, Shaquille O’Neal, Oprah), media organizations such as CNN, and even government agencies and nonprofits (the Obama administration, No. 10 Downing Street, the World Economic Forum). This diversity is helpful because it allowed us to compare the influence of all manner of would-be influencers—ordinary people all the way up to Oprah and Ashton—in a consistent way.
Finally, although many tweets are mundane updates (“Having coffee at Starbucks on Broadway! It’s a beautiful day!!”), many of them refer either to other online content, like breaking news stories and funny videos, or to other things in the world, like books, movies, and so on, about which Twitter users wish to express their opinions. And because the format of Twitter forces users to keep every message to no more than 140 characters, users often make use of “URL shorteners,” such as bit.ly, to replace the long, messy URL of the original website with something like http://bit.ly/beRKJo. The nice thing about these shortened URLs is that they effectively assign a unique code to every piece of content broadcast on Twitter. Thus when a user wishes to “retweet” something, it’s possible to see whom it came from originally, and thereby trace chains of diffusion across the follower graph.
In total, we tracked more than 74 million of these diffusion chains initiated by more than 1.6 million users, over a two-month interval in late 2009. For each event, we counted how many times the URL in question was retweeted—first by the original “seed” user’s immediate followers, then by their followers, and their followers’ followers, and so on—thereby tracing out the full “cascade” of retweets triggered by each original tweet. As the figure on this page shows, some of these cascades were broad and shallow, while others were narrow and deep. Others still were very large, with complex structure, starting out small and trickling along before gaining momentum somewhere else in the network. Most of all, however, we found that the vast majority of attempted cascades—roughly 98 percent of the total—didn’t actually spread at all.
Cascades on Twitter
This result is important because, as I’ll discuss in more detail in the next chapter, if you want to understand why some things “go viral”—those occasional YouTube videos that attract millions of downloads, or funny messages that circulate wildly through e-mail or on Facebook—it’s a mistake to consider only the rare few that actually succeed. In most settings, unfortunately, it is only possible to study the “successes” for the simple reason that nobody bothers to keep track of all the failures, which have a tendency to get swept under the rug. On Twitter, however, we can keep track of every single event, no matter how small, thereby enabling us to learn who is influential, how much more influential than average they really are, and whether or not it is possible to tell the differences between individuals in a way that could potentially be exploited.
The way we went about this exercise was to imitate what a hypothetical marketer might try to do—that is, using everything known about the attributes and past performance of a million or so individuals, to predict how influential each of them will be in the future. Based on these predictions, the marketer could then “sponsor” some group of individuals to tweet whatever information it is trying to disseminate, thereby generating a series of cascades. The better the marketer can predict how large a cascade any particular individual can trigger, the more efficiently it can allocate its budget for sponsored tweets. Actually running such an experiment is still extremely difficult in practice, so we instead did our best to approximate it using the data we had already collected. Specifically, we divided our data in two, artificially setting the first month of our time period as our “history” and the second half as the “future.” We then fed all our “historical” data into a statistical model, including how many followers each user had, how many others they were following, how frequently they tweeted, when they had joined, and how successful they had been at triggering cascades during this period. Finally, we used the model to “predict” how influential each user would be in our “future” data and checked the model’s performance against what actually transpired.
In a nutshell, what we found was that individual-level predictions are extremely noisy. Even though it was the case that on average, individuals with many followers who had been successful at triggering cascades of retweets in the past were more likely to be successful in the future, individual cases fluctuated wildly at random. Just as with the Mona Lisa, for every individual who exhibited the attributes of a successful influencer, there were many other users with indistinguishable attributes who were not successful. Nor did this uncertainty arise simply because we weren’t able to measure the right attributes—in reality we had more data than any marketer would normally have—or to measure them accurately. Rather, the problem was that, like the simulations above, much of what drives successful diffusion depends on factors outside the control of the individual seeds. What this result suggests, in other words, is that marketing strategies that focus on targeting a few “special” individuals are bound to be unreliable. Like responsible financial managers, therefore, marketers should adopt a “portfolio” approach, targeting a large number of potential influencers and harnessing their average effect, thereby effectively reducing the individual-level randomness.24
Although promising in theory, a portfolio approach also raises a new issue, of cost effectiveness. To illustrate the point, consider a recent story in the New York Times that claimed that Kim Kardashian, the reality TV actress, was getting paid $10,000 per tweet by various sponsors who wanted her to mention their products. Kardashian at the time had well over a million followers, so it seems plausible that paying someone like her would generate more attention than paying some ordinary person with only a few hundred followers. But how did they come up with that particular figure? Ordinary people, that is, might be prepared to tweet about their products for much less than $10,000. Assuming, therefore, that more visible individuals “cost” more than less visible ones, should marketers be targeting a relatively small number of more influential, more expensive, individuals or a larger number of less influential, less expensive individuals? Better yet, how should one strike the optimal balance?25
Ultimately, the answer to this question will depend on the specifics of how much different Twitter users would charge prospective marketers to sponsor their tweets—if indeed, they would agree to such an arrangement at all. Nevertheless, as a speculative exercise, we tested a range of plausible assumptions, each corresponding to a different hypothetical “influencer-based” marketing campaign, and measured their return on investment using the same statistical model as before. What we found was surprising even to us: Even though the Kim Kardashians of the world were indeed more influential than average, they were so much more expensive that they did not provide the best value for the money. Rather, it was what we called ordinary influencers, meaning individuals who exhibit average or even less-than-average influence, who often proved to be the most cost-effective means to disseminate information.
CIRCULAR REASONING AGAIN
Before you rush out to short stock in Kim Kardashian, I should emphasize that we didn’t actually run the experiment that we imagined. Even though we were studying data from the real world, not a computer simulation, our statistical models still made a lot of assumptions. Assuming, for example, that our hypothetical marketer could persuade a few thousand ordinary influencers to tweet about their product, it is not at all obvious that their followers would respond as favorably as they do to normal tweets. As anyone whose friend has tried to sell them on Amway products would know, there is something a little icky about a sales message embedded in a personal communication. People who follow Kim Kardashian, however, might have no such concerns; thus she may be far more effective in real life than our study could determine. Or perhaps our measure of influence—the number of retweets—was the wrong measure. We measured retweets because that’s what we could measure, and that was definitely better than nothing. But presumably what you really care about is how many people click through to a story, or donate money to a charitable cause, or buy your product. Possibly Kardashian followers act on her tweets even when they don’t retweet them to their friends—in which case, once again, we would have underestimated her influence.
Then again, we may not have. In the end, we simply don’t know who is influential or what influencers, however defined, can accomplish. Until it is possible to measure influence with respect to some outcome that we actually care about, and until someone runs the real-world experiments that can measure the influence of different individuals, every result—including ours—ought to be taken with a grain of salt. Nevertheless, the findings I have discussed—from the small-world experiment, from the simulation studies of influence spreading on networks, and from the Twitter study—ought to raise some serious doubts about claims like the law of the few that explain social epidemics as the work of a tiny minority of special people.
It’s not even clear, in fact, that social epidemics are the right way to think about social change to begin with. Although our Twitter study found that epidemic-like events do occur, we also found that they are incredibly rare. Of 74 million events in our data, only a few dozen generated even a thousand retweets, and only one or two got to ten thousand. In a network of tens of millions of users, ten thousand retweets doesn’t seem like that big a number, but what our data showed is that even that is almost impossible to achieve. For practical purposes, therefore, it may be better to forget about the large cascades altogether and instead try to generate lots of small ones. And for that purpose, ordinary influencers may work just fine. They don’t accomplish anything dramatic, so you may need a lot of them, but in harnessing many such individuals, you can also average out much of the randomness, generating a consistently positive effect.
Finally, and quite apart from any specific findings, these studies help us to see a major shortcoming of commonsense thinking. It is ironic in a way that the law of the few is portrayed as a counterintuitive idea because in fact we’re so used to thinking in terms of special people that the claim that a few special people do the bulk of the work is actually extremely natural. We think that by acknowledging the importance of interpersonal influence and social networks, we have somehow moved beyond the circular claim from the previous chapter that “X happened because that’s what people wanted.” But when we try to imagine how a complex network of millions of people is connected—or worse still, how influence propagates through it—our intuition is immediately defeated. By effectively concentrating all the agency into the hands of a few individuals, “special people” arguments like the law of the few reduce the problem of understanding how network structure affects outcomes to the much simpler problem of understanding what it is that motivates the special people. As with all commonsense explanations, it sounds reasonable and it might be right. But in claiming that “X happened because a few special people made it happen,” we have effectively replaced one piece of circular reasoning with another.
CHAPTER 5
History, the Fickle Teacher
The message of the previous three chapters is that commonsense explanations are often characterized by circular reasoning. Teachers cheated on their students’ tests because that’s what their incentives led them to do. The Mona Lisa is the most famous painting in the world because it has all the attributes of the Mona Lisa. People have stopped buying gas-guzzling SUVs because social norms now dictate that people shouldn’t buy gas-guzzling SUVs. And a few special people revived the fortunes of the Hush Puppies shoe brand because a few people started buying Hush Puppies before everyone else did. All of these statements may be true, but all they are really telling us is that what we know happened, happened, and not something else. Because they can only be constructed after we know the outcome itself, we can never be sure how much these explanations really explain, versus simply describe.
What’s curious about this problem, however, is that even once you see the inherent circularity of commonsense explanations, it’s still not obvious what’s wrong with them. After all, in science we don’t necessarily know why things happen either, but we can often figure it out by doing experiments in a lab or by observing systematic regularities in the world. Why can’t we learn from history the same way? That is, think of history as a series of experiments in which certain general “laws” of cause and effect determine the outcomes that we observe. By systematically piecing together the regularities in our observations, can we not infer these laws just as we do in science? For example, imagine that the contest for attention between great works of art is an experiment designed to identify the attributes of great art. Even if it’s true that prior to the twentieth century, it might not have been obvious that the Mona Lisa was going to become the most famous painting in the world, we have now run the experiment, and we have the answer. We may still not be able to say what it is about the Mona Lisa that makes it uniquely great, but we do at least have some data. Even if our commonsense explanations have a tendency to conflate what happened with why it happened, are we not simply doing our best to act like good experimentalists?1
In a sense, the answer is yes. We probably are doing our best, and under the right circumstances learning from observation and experience can work pretty well. But there’s a catch: In order to be able to infer that “A causes B,” we need to be able to run the experiment many times. Let’s say, for example, that A is a new drug to reduce “bad” cholesterol and B is a patient’s chance of developing heart disease in the next ten years. If the manufacturer can show that a patient who receives drug A is significantly less likely to develop heart disease than one who doesn’t, they’re allowed to claim that the drug can help prevent heart disease; otherwise they can’t. But because any one person can only either receive the drug or not receive it, the only way to show that the drug is causing anything is to run the “experiment” many times, where each person’s experience counts as a single run. A drug trial therefore requires many participants, each of whom is randomly assigned either to receive the treatment or not. The effect of the drug is then measured as the difference in outcomes between the “treatment” and the “control” groups, where the smaller the effect, the larger the trial needs to be in order to rule out random chance as the explanation.
In certain everyday problem-solving situations, where we encounter more or less similar circumstances over and over again, we can get pretty close to imitating the conditions of the drug trial. Driving home from work every day, for example, we can experiment with different routes or with different departure times. By repeating these variations many times, and assuming that traffic on any given day is more or less like traffic on any other day, we can effectively bypass all the complex cause-and-effect relationships simply by observing which route results in the shortest commute time, on average. Likewise, the kind of experience-based expertise that derives from professional training, whether in medicine, engineering, or the military, works in the same way—by repeatedly exposing trainees to situations that are as similar as possible to those they will be expected to deal with in their eventual careers.2
HISTORY IS ONLY RUN ONCE
Given how well this quasi-experimental approach to learning works in everyday situations and professional training, it’s perhaps not surprising that our commonsense explanations implicitly apply the same reasoning to explain economic, political, and cultural events as well. By now, however, you probably suspect where this is heading. For problems of economics, politics, and culture—problems that involve many people interacting over time—the combination of the frame problem and the micro-macro problem means that every situation is in some important respect different from the situations we have seen before. Thus, we never really get to run the same experiment more than once. At some level, we understand this problem. Nobody really thinks that the war in Iraq is directly comparable to the Vietnam War or even the war in Afghanistan, and one must therefore be cautious in applying the lessons from one to another. Likewise, nobody thinks that by studying the success of the Mona Lisa we can realistically expect to understand much about the success and failure of contemporary artists. Nevertheless, we do still expect to learn some lessons from history, and it is all too easy to persuade ourselves that we have learned more than we really have.
For example, did the so-called surge in Iraq in the fall of 2007 cause the subsequent drop in violence in the summer of 2008? Intuitively the answer seems to be yes—not only did the drop in violence take place reasonably soon after the surge was implemented, but the surge was specifically intended to have that effect. The combination of intentionality and timing strongly suggests causality, as did the often-repeated claims of an administration looking for something good to take credit for. But many other things happened between the fall of 2007 and the summer of 2008 as well. Sunni resistance fighters, seeing an even greater menace from hard-core terrorist organizations like Al Qaeda than from American soldiers, began to cooperate with their erstwhile occupiers. The Shiite militia—most importantly Moktada Sadr’s Mahdi Army—also began to experience a backlash from their grassroots, possibly leading them to moderate their behavior. And the Iraqi Army and police forces, finally displaying sufficient competence to take on the militias, began to assert themselves, as did the Iraqi government. Any one of these other factors might have been at least as responsible for the drop in violence as the surge. Or perhaps it was some combination. Or perhaps it was something else entirely. How are we to know?
One way to be sure would be to “rerun” history many times, much as we did in the Music Lab experiment, and see what would have happened both in the presence and also the absence of the surge. If across all of these alternate versions of history, violence drops whenever there is a surge and doesn’t drop whenever there isn’t, then we can say with some confidence that the surge is causing the drop. And if instead we find that most of the time we have a surge, nothing happens to the level of violence, or alternatively we find that violence drops whether we have a surge or not, then whatever it is that is causing the drop, clearly it isn’t the surge. In reality, of course, this experiment got run only once, and so we never got to see all the other versions of it that may or may not have turned out differently. As a result, we can’t ever really be sure what caused the drop in violence. But rather than producing doubt, the absence of “counterfactual” versions of history tends to have the opposite effect—namely that we tend to perceive what actually happened as having been inevitable.
This tendency, which psychologists call creeping determinism, is related to the better-known phenomenon of hindsight bias, the after-the-fact tendency to think that we “knew it all along.” In a variety of lab experiments, psychologists have asked participants to make predictions about future events and then reinterviewed them after the events in question had taken place. When recalling their previous predictions, subjects consistently report being more certain of their correct predictions, and less certain of their incorrect predictions, than they had reported at the time they made them. Creeping determinism, however, is subtly different from hindsight bias and even more deceptive. Hindsight bias, it turns out, can be counteracted by reminding people of what they said before they knew the answer or by forcing them to keep records of their predictions. But even when we recall perfectly accurately how uncertain we were about the way events would transpire—even when we concede to have been caught completely by surprise—we still have a tendency to treat the realized outcome as inevitable. Ahead of time, for example, it might have seemed that the surge was just as likely to have had no effect as to lead to a drop in violence. But once we know that the drop in violence is what actually happened, it doesn’t matter whether or not we knew all along that it was going to happen (hindsight bias). We still believe that it was going to happen, because it did.3
SAMPLING BIAS
Creeping determinism means that we pay less attention than we should to the things that don’t happen. But we also pay too little attention to most of what does happen. We notice when we just miss the train, but not all the times when it arrives shortly after we do. We notice when we unexpectedly run into an acquaintance at the airport, but not all the times when we do not. We notice when a mutual fund manager beats the S&P 500 ten years in a row or when a basketball player has a “hot hand” or when a baseball player has a long hitting streak, but not all the times when fund managers and sportsmen alike do not display streaks of any kind. And we notice when a new trend appears or a small company becomes phenomenally successful, but not all the times when potential trends or new companies disappear before even registering on the public consciousness.
Just as with our tendency to emphasize the things that happened over those that didn’t, our bias toward “interesting” things is completely understandable. Why would we be interested in uninteresting things? Nevertheless, it exacerbates our tendency to construct explanations that account for only some of the data. If we want to know why some people are rich, for example, or why some companies are successful, it may seem sensible to look for rich people or successful companies and identify which attributes they share. But what this exercise can’t reveal is that if we instead looked at people who aren’t rich or companies that aren’t successful, we might have found that they exhibit many of the same attributes. The only way to identify attributes that differentiate successful from unsuccessful entities is to consider both kinds, and to look for systematic differences. Yet because what we care about is success, it seems pointless—or simply uninteresting—to worry about the absence of success. Thus we infer that certain attributes are related to success when in fact they may be equally related to failure.
This problem of “sampling bias” is especially acute when the things we pay attention to—the interesting events—happen only rarely. For example, when Western Airlines Flight 2605 crashed into a truck that had been left on an unused runway at Mexico City on October 31, 1979, investigators quickly identified five contributing factors. First, both the pilot and the navigator were fatigued, each having had only a few hours’ sleep in the past twenty-four hours. Second, there was a communication mix-up between the crew and the air traffic controller, who had instructed the plane to come in on the radar beam that was oriented on the unused runway, and then shift to the active runway for the landing. Third, this mix-up was compounded by a malfunctioning radio, which failed for a critical part of the approach, during which time the confusion might have been clarified. Fourth, the airport was shrouded in heavy fog, obscuring both the truck and the active runway from the pilot’s view. And fifth, the ground controller got confused during the final approach, probably due to the stressful situation, and thought that it was the inactive runway that had been lit.
As the psychologist Robyn Dawes explains in his account of the accident, the investigation concluded that although no one of these factors—fatigue, communication mix-up, radio failure, weather, and stress—had caused the accident on its own, the combination of all five together had proven fatal. It seems like a pretty reasonable conclusion, and it’s consistent with the explanations we’re familiar with for plane crashes in general. But as Dawes also points out, these same five factors arise all the time, including many, many instances where the planes did not crash. So if instead of starting with the crash and working backward to identify its causes, we worked forward, counting all the times when we observed some combination of fatigue, communication mix-up, radio failure, weather, and stress, chances are that most of those events would not result in crashes either.4
The difference between these two ways of looking at the world is illustrated in the figure below. In the left-hand panel, we see the five risk factors identified by the Flight 2605 investigation and all the corresponding outcomes. One of those outcomes is indeed the crash, but there are many other noncrash outcomes as well. These factors, in other words, are “necessary but not sufficient” conditions: Without them, it’s extremely unlikely that we’d have a crash; but just because they’re present doesn’t mean that a crash will happen, or is even all that likely. Once we do see a crash, however, our view of the world shifts to the right-hand panel. Now all the “noncrashes” have disappeared, because we’re no longer trying to explain them—we’re only trying to account for the crash—and all the arrows from the factors to the noncrashes have disappeared as well. The result is that the very same set of factors that in the left-hand panel appeared do a poor job of predicting the crash now seems to do an excellent job.
By identifying necessary conditions, the investigations that follow plane crashes help to keep them rare—which is obviously a good thing—but the resulting temptation to treat them as sufficient conditions nevertheless plays havoc with our intuition for why crashes happen when they do. And much the same is true of other rare events, like school shootings, terrorist attacks, and stock market crashes. Most school shooters, for example, are teenage boys who have distant or strained relationships with their parents, have been exposed to violent TV and video games, are alienated from their peers, and have fantasized about taking revenge. But these same attributes describe literally thousands of teenage boys, almost all of whom do not go on to hurt anyone, ever.5 Likewise, the so-called systemic failure that almost allowed Umar Farouk Abdulmutallab, a twenty-three-year-old Nigerian, to bring down a Northwest Airlines flight landing in Detroit on Christmas Day 2009 comprised the sorts of errors and oversights that likely happen in the intelligence and homeland security agencies thousands of times every year—almost always with no adverse consequences. And for every day in which the stock market experiences a wild plunge, there are thousands of days in which roughly the same sorts of circumstances produce nothing remarkable at all.
IMAGINED CAUSES
Together, creeping determinism and sampling bias lead commonsense explanations to suffer from what is called the post-hoc fallacy. The fallacy is related to a fundamental requirement of cause and effect—that in order for A to be said to cause B, A must precede B in time. If a billiard ball starts to move before it is struck by another billiard ball, something else must have caused it to move. Conversely, if we feel the wind blow and only then see the branches of a nearby tree begin to sway, we feel safe concluding that it was the wind that caused the movement. All of this is fine. But just because B follows A doesn’t mean that A has caused B. If you hear a bird sing or see a cat walk along a wall, and then see the branches start to wave, you probably don’t conclude that either the bird or the cat is causing the branches to move. It’s an obvious point, and in the physical world we have good enough theories about how things work that we can usually sort plausible from implausible. But when it comes to social phenomena, common sense is extremely good at making all sorts of potential causes seem plausible. The result is that we are tempted to infer a cause-and-effect relationship when all we have witnessed is a sequence of events. This is the post-hoc fallacy.
Malcolm Gladwell’s “law of the few,” discussed in the last chapter, is a poster child for the post-hoc fallacy. Any time something interesting happens, whether it is a surprise best seller, a breakout artist, or a hit product, it will invariably be the case that someone was buying it or doing it before everyone else, and that person is going to seem influential. The Tipping Point, in fact, is replete with stories about interesting people who seem to have played critical roles in important events: Paul Revere and his famous midnight ride from Boston to Lexington that energized the local militias and triggered the American Revolution. Gaëtan Dugas, the sexually voracious Canadian flight attendant who became known as Patient Zero of the American HIV epidemic. Lois Weisberg, the title character of Gladwell’s earlier New Yorker article, who seems to know everyone, and has a gift for connecting people. And the group of East Village hipsters whose ironic embrace of Hush Puppies shoes preceded a dramatic revival in the brand’s fortunes.
These are all great stories, and it’s hard to read them and not agree with Gladwell that when something happens that is as surprising and dramatic as the Minutemen’s unexpectedly fierce defense of Lexington on April 17, 1775, someone special—someone like Paul Revere—must have helped it along. Gladwell’s explanation is especially convincing because he also relates the story of William Dawes, another rider that night who also tried to alert the local militia, but who rode a different route than Revere. Whereas the locals along Revere’s route turned out in force the next day, the townsfolk in places like Waltham, Massachusetts, which Dawes visited, seemed not to have found out about the British movements until it was too late. Because Revere rode one route and Dawes rode the other, it seems clear that the difference in outcomes can be attributed to differences between the two men. Revere was a connector, and Dawes wasn’t.6
What Gladwell doesn’t consider, however, is that many other factors were also different about the two rides: different routes, different towns, and different people who made different choices about whom to alert once they had heard the news themselves. Paul Revere may well have been as remarkable and charismatic as Gladwell claims, while William Dawes may not have been. But in reality there was so much else going on that night that it’s no more possible to attribute the outcomes the next day to the intrinsic attributes of the two men than it is to attribute the success of the Mona Lisa to its particular features, or the drop in violence in the Sunni Triangle of Iraq in 2008 to the surge. Rather, people like Revere, who after the fact seem to have been influential in causing some dramatic outcome, may instead be more like the “accidental influentials” that Peter Dodds and I found in our simulations—individuals whose apparent role actually depended on a confluence of other factors.
To illustrate how easily the post-hoc fallacy can generate accidental influentials, consider the following example from a real epidemic: the SARS epidemic that exploded in Hong Kong in early 2003. One of the most striking findings of the subsequent investigation was that a single patient, a young man who had traveled to Hong Kong by train from mainland China, and had been admitted to the Prince of Wales Hospital, had directly infected fifty others, leading eventually to 156 cases in the hospital alone. Subsequently the Prince of Wales outbreak led to a second major outbreak in Hong Kong, which in turn led to the epidemic’s spread to Canada and other countries. Based on examples like the SARS epidemic, a growing number of epidemiologists have become convinced that the ultimate seriousness of the epidemic depends disproportionately on the activities of superspreaders—individuals like Gaëtan Dugas and the Prince of Wales patient who single-handedly infect many others.7
But how special are these people really? A closer look at the SARS case reveals that the real source of the problem was a misdiagnosis of pneumonia when the patient checked into the hospital. Instead of being isolated—the standard procedure for a patient infected with an unknown respiratory virus—the misdiagnosed SARS victim was placed in an open ward with poor air circulation. Even worse, because the diagnosis was pneumonia, a bronchial ventilator was placed into his lungs, which then proceeded to spew vast numbers of viral particles into the air around him. The conditions in the crowded ward resulted in a number of medical workers as well as other patients becoming infected. The event was important in spreading the disease—at least locally. But what was important about it was not the patient himself so much as the particular details of how he was treated. Prior to that, nothing you could have known about the patient would have led you to suspect that there was anything special about him, because there was nothing special about him.
Even after the Prince of Wales outbreak, it would have been a mistake to focus on superspreading individuals rather than the circumstances that led to the virus being spread. The next major SARS outbreak, for example, took place shortly afterward in a Hong Kong apartment building, the Amoy Gardens. This time the responsible person, who had become infected at the hospital while being treated for renal failure, also had a bad case of diarrhea. Unfortunately, the building’s plumbing system was also poorly maintained, and the infection spread to three hundred other individuals in the building via a leaking drain, where none of these victims were even in the same room. Whatever lessons one might have inferred about superspreaders by studying the particular characteristics of the patient in the Prince of Wales Hospital, therefore, would have been next to useless in the Amoy Gardens. In both cases, the so-called superspreaders were simply accidental by-products of other, more complicated circumstances.
We’ll never know what would have happened at Lexington on July 17, 1775, had Paul Revere instead ridden William Dawes’s midnight ride and Dawes ridden Revere’s. But it’s entirely possible that it would have worked out the same way, with the exception that it would have been William Dawes’s name that was passed down in history, not Paul Revere’s. Just as the outbreaks at the Prince of Wales Hospital and the Amoy Gardens happened for a complex combination of reasons, so too the victory at Lexington depended on the decisions and interactions of thousands of people, not to mention other accidents of fate. In other words, although it is tempting to attribute the outcome to a single special person, we should remember that the temptation arises simply because this is how we’d like the world to work, not because that is how it actually works. In this example, as in many others, common sense and history conspire to generate the illusion of cause and effect where none exists. On the one hand, common sense excels in generating plausible causes, whether special people, or special attributes, or special circumstances. And on the other hand, history obligingly discards most of the evidence, leaving only a single thread of events to explain. Commonsense explanations therefore seem to tell us why something happened when in fact all they’re doing is describing what happened.
HISTORY CANNOT BE TOLD WHILE IT’S HAPPENING
The inability to differentiate the “why” from the “what” of historical events presents a serious problem to anyone hoping to learn from the past. But surely we can at least be confident that we know what happened, even if we can’t be sure why. If anything seems like a matter of common sense, it is that history is a literal description of past events. And yet as the Russian-British philosopher Isaiah Berlin argued, the kinds of descriptions that historians give of historical events wouldn’t have made much sense to the people who actually participated in them. Berlin illustrated this problem with a scene from Tolstoy’s War and Peace, in which “Pierre Bezukhov wanders about, ‘lost’ on the battlefield of Borodino, looking for something which he imagines as a kind of set-piece; a battle as depicted by the historians or the painters. But he finds only the ordinary confusion of individual human beings haphazardly attending to this or that human want … a succession of ‘accidents’ whose origins and consequences are, by and large, untraceable and unpredictable; only loosely strung groups of events forming an ever-varying pattern, following no discernable order.”8
Faced with such an objection, a historian might reasonably respond that Bezukhov simply lacked the ability to observe all the various parts of the battlefield puzzle, or else the wherewithal to put all the pieces together in his mind in real time. Perhaps, in other words, the only difference between the historian’s view of the battle and Bezukhov’s is that the historian has had the time and leisure to gather and synthesize information from many different participants, none of who was in a position to witness the whole picture. Viewed from this perspective, it may indeed be difficult or even impossible to understand what is happening at the time it is happening. But the difficulty derives solely from a practical problem about the speed with which one can realistically assemble the relevant facts. If true, this response implies that it ought to be possible for someone like Bezukhov to have known what was going on at the battle of Borodino in principle, even if not in practice.9
But let’s imagine for a moment that we could solve this practical problem. Imagine that we could summon up a truly panoptical being, able to observe in real time every single person, object, action, thought, and intention in Tolstoy’s battle, or any other event. In fact, the philosopher Arthur Danto proposed precisely such a hypothetical being, which he called the Ideal Chronicler, or IC. Replacing Pierre Bezukhov with Danto’s Ideal Chronicler, one could then ask the question, What would the IC observe? To begin with, the Ideal Chronicler would have a lot of advantages over poor Bezukhov. Not only could it observe every action of every combatant at Borodino, but it could also observe everything else going on in the world as well. Having been around forever, moreover, the Ideal Chronicler would also know everything that had happened right up to that point, and would have the power to synthesize all that information, and even make inferences about where it might be leading. The IC, in other words, would have far more information, and infinitely greater ability to process it, than any mortal historian.
Amazingly, in spite of all that, the Ideal Chronicler would still have essentially the same problem as Bezukhov; it could not give the kind of descriptions of what was happening that historians provide. The reason is that when historians describe the past, they invariably rely on what Danto calls narrative sentences, meaning sentences that purport to be describing something that happened at a particular point in time but do so in a way that invokes knowledge of a later point. For example, consider the following sentence: “One afternoon about a year ago, Bob was out in his garden planting roses.” This is what Danto calls a normal sentence, in that it does nothing more than describe what was happening at the time. But consider now the same sentence, slightly modified: “One afternoon about a year ago, Bob was out in his garden planting his prize-winning roses.” This is a narrative sentence, because it implicitly refers to an event—Bob’s roses winning a prize—that hadn’t happened at the time of the planting.
The difference between the two sentences seems negligible. But what Danto points out is that only the first kind of sentence—the normal one—would have made sense to the participants at the time. That is, Bob might have said at the time “I am planting roses” or even “I am planting roses and they are going to be prizewinners.” But it would be very strange for him to have said “I am planting my prize-winning roses” before they’d actually won any prizes. The reason is that while the first two statements make predictions about the future—that the roots Bob is putting in the ground will one day bloom into a rosebush, or that he intends to submit them to a contest and thinks he will win—the third is something different: It assumes foreknowledge of a very specific event that will only color the events of the present after it has actually happened. It’s the kind of thing that Bob could say only if he were a prophet—a character who sees the future with sufficient clarity that he can speak about the present as though looking back on it.
Danto’s point is that the all-knowing, hypothetical Ideal Chronicler can’t use narrative sentences either. It knows everything that is happening now, as well as everything that has led up to now. It can even make inferences about how all the events it knows about might fit together. But what it can’t do is foresee the future; it cannot refer to what is happening now in light of future events. So when English and French ships began to skirmish in the English Channel in 1337, the Ideal Chronicler might have noted that a war of some kind seemed likely, but it could not have recorded the observation “The Hundred Years War began today.” Not only was the extent of the conflict between the two countries unknown at the time, but the term “Hundred Years War” was only invented long after it ended as shorthand to describe what was in actuality a series of intermittent conflicts from 1337 to 1453. Likewise, when Isaac Newton published his masterpiece, Principia, the Ideal Chronicler might have been able to say it was a major contribution to celestial mechanics, and even predicted that it would revolutionize science. But to claim that Newton was laying the foundation for what became modern science, or was playing a key role in the Enlightenment, would be beyond the IC. These are narrative sentences that could only be uttered after the future events had taken place.10
This may sound like a trivial argument over semantics. Surely even if the Ideal Chronicler can’t use exactly the words that historians use, it can still perceive the essence of what is happening as well as they do. But in fact Danto’s point is precisely that historical descriptions of “what is happening” are impossible without narrative sentences—that narrative sentences are the very essence of historical explanations. This is a critical distinction, because historical accounts do often claim to be describing “only” what happened in detached, dispassionate detail. Yet as Berlin and Danto both argue, literal descriptions of what happened are impossible. Perhaps even more important, they would also not serve the purpose of historical explanation, which is not to reproduce the events of the past so much as to explain why they mattered. And the only way to know what mattered, and why, is to have been able to see what happened as a result—information that, by definition, not even the impossibly talented Ideal Chronicler possesses. History cannot be told while it is happening, therefore, not only because the people involved are too busy or too confused to puzzle it out, but because what is happening can’t be made sense of until its implications have been resolved. And when will that be? As it turns out, even this innocent question can pose problems for commonsense explanations.
IT’S NOT OVER TILL IT’S OVER
In the classic movie Butch Cassidy and the Sundance Kid, Butch, Sundance, and Etta decide to escape their troubles in the United States by fleeing to Bolivia, where, according to Butch, the gold is practically digging itself out of the ground. But when they finally arrive, after a long and glamorous journey aboard a steamer from New York, they are greeted by a dusty yard filled with pigs and chickens and a couple of run-down stone huts. The Sundance Kid is furious and even Etta looks depressed. “You get much more for your money in Bolivia,” claims Butch optimistically. “What could they possibly have that you could possibly want to buy?” replies the Kid in disgust. Of course we know that things will soon be looking up for our pair of charming bank robbers. And sure enough, after some amusing misadventures with the language, they are. But we also know that it is eventually going to end in tears, with Butch and Sundance frozen in that timeless sepia image, bursting out of their hiding place, pistols drawn, into a barrage of gunfire.
So was the decision to go to Bolivia a good decision or a bad one? Intuitively, it seems like the latter because it led inexorably to Butch and the Kid’s ultimate demise. But now we know that that way of thinking suffers from creeping determinism—the assumption that because we know things ended badly, they had to have ended badly. To avoid this error, therefore, we need to imagine “running” history many times, and comparing the different potential outcomes that Butch and the Kid might have experienced had they made different decisions. But at what point in these various histories should we make our comparison? At first, leaving the United States seemed like a great idea—they were escaping what seemed like certain death at the hands of the lawman Joe Lefors and his posse, and the journey was all fun and games. Later in the story, the decision seemed like a terrible idea—of all the many places they might have escaped to, why this godforsaken wasteland? Then it seemed like a good decision again—they were making loads of easy money robbing small-town banks. And then, finally, it seemed like a bad idea again as their exploits caught up to them. Even if you granted them the benefit of foresight, in other words—something we already know is impossible—they may still have reached very different conclusions about their choice, depending on which point in the future they chose to evaluate it. Which one is right?
Within the narrow confines of a movie narrative, it seems obvious that the right time to evaluate everything should be at the end. But in real life, the situation is far more ambiguous. Just as the characters in a story don’t know when the ending is, we can’t know when the movie of our own life will reach its final scene. And even if we did, we could hardly go around evaluating all choices, however trivial, in light of our final state on our deathbed. In fact, even then we couldn’t be sure of the meaning of what we had accomplished. At least when Achilles decided to go to Troy, he knew what the bargain was: his life, in return for everlasting fame. But for the rest of us, the choices we make are far less certain. Today’s embarrassment may become tomorrow’s valuable lesson. Or yesterday’s “mission accomplished” may become today’s painful irony. Perhaps that painting we picked up at the market will turn out to be an old master. Perhaps our leadership of the family firm will be sullied by the unearthing of some ethical scandal, about which we may not have known. Perhaps our children will go on to achieve great things and attribute their success to the many small lessons we taught them. Or perhaps we will have unwittingly pushed them into the wrong career and undermined their chances of real happiness. Choices that seem insignificant at the time we make them may one day turn out to be of immense import. And choices that seem incredibly important to us now may later seem to have been of little consequence. We just won’t know until we know. And even then we still may not know, because it may not be entirely up to us to decide.
In much of life, in other words, the very notion of a well-defined “outcome,” at which point we can evaluate, once and for all, the consequences of an action is a convenient fiction. In reality, the events that we label as outcomes are never really endpoints. Instead, they are artificially imposed milestones, just as the ending of a movie is really an artificial end to what in reality would be an ongoing story. And depending on where we choose to impose an “end” to a process, we may infer very different lessons from the outcome. Let’s say, for example, that we observe that a company is hugely successful and we want to emulate that success with our own company. How should we go about doing that? Common sense (along with a number of bestselling business books) suggests that we should study the successful company, identify the key drivers of its success, and then replicate those practices and attributes in our own organization. But what if I told you that a year later this same company has lost 80 percent of its market value, and the same business press that is raving about it now will be howling for blood? Common sense would suggest that perhaps you should look somewhere else for a model of success. But how will you know that? And how will you know what will happen the year after, or the year after that?
Problems like this actually arise in the business world all the time. In the late 1990s, for example, Cisco Systems—a manufacturer of Internet routers and telecommunications switching equipment—was a star of Silicon Valley and the darling of Wall Street. It rose from humble beginnings at the dawn of the Internet era to become, in March 2000, the most valuable company in the world, with a market capitalization of over $500 billion. As you might expect, the business press went wild. Fortune called Cisco “computing’s new superpower” and hailed John Chambers, the CEO, as the best CEO of the information age. In 2001, however, Cisco’s stock plummeted, and in April of 2001, it bottomed out at $14, down from its high of $80 just over a year earlier. The same business press that had fallen over itself to praise the firm now lambasted its strategy, its execution, and its leadership. Was it all a sham? It seemed so at the time, and many articles were written explaining how a company that had seemed so successful could have been so flawed. But not so fast: by late 2007, the stock had more than doubled to over $33, and the company, still guided by the same CEO, was handsomely profitable.11
So was Cisco the great company that it was supposed to have been in the late 1990s after all? Or was it still the house of cards that it appeared to be in 2001? Or was it both, or neither? Following the stock price since 2007, you couldn’t tell. At first, Cisco dropped again to $14 in early 2009 in the depths of the financial crisis. But by 2010, it had recovered yet again to $24. No one knows where Cisco’s stock price will be a year from now, or ten years from now. But chances are that the business press at the time will have a story that “explains” all the ups and downs it has experienced to that point in a way that leads neatly to whatever the current valuation is. Unfortunately, these explanations will suffer from exactly the same problem as all the explanations that went before them—that at no point in time is the story ever really “over.” Something always happens afterward, and what happens afterward is liable to change our perception of the current outcome, as well as our perception of the outcomes that we have already explained. It’s actually quite remarkable in a way that we are able to completely rewrite our previous explanations without experiencing any discomfort about the one we are currently articulating, each time acting as if now is the right time to evaluate the outcome. Yet as we can see from the example of Cisco, not to mention countless other examples from business, politics, and planning, there is no reason to think that now is any better time to stop and evaluate than any other.
WHOEVER TELLS THE BEST STORY WINS
Historical explanations, in other words, are neither causal explanations nor even really descriptions—at least not in the sense that we imagine them to be. Rather, they are stories. As the historian John Lewis Gaddis points out, they are stories that are constrained by certain historical facts and other observable evidence.12 Nevertheless, like a good story, historical explanations concentrate on what’s interesting, downplaying multiple causes and omitting all the things that might have happened but didn’t. As with a good story, they enhance drama by focusing the action around a few events and actors, thereby imbuing them with special significance or meaning. And like good stories, good historical explanations are also coherent, which means they tend to emphasize simple, linear determinism over complexity, randomness, and ambiguity. Most of all, they have a beginning, a middle, and an end, at which point everything—including the characters identified, the order in which the events are presented, and the manner in which both characters and events are described—all has to make sense.
So powerful is the appeal of a good story that even when we are trying to evaluate an explanation scientifically—that is, on the basis of how well it accounts for the data—we can’t help judging it in terms of its narrative attributes. In a range of experiments, for example, psychologists have found that simpler explanations are judged more likely to be true than complex explanations, not because simpler explanations actually explain more, but rather just because they are simpler. In one study, for example, when faced with a choice of explanations for a fictitious set of medical symptoms, a majority of respondents chose an explanation involving only one disease over an alternative explanation involving two diseases, even when the combination of the two diseases was statistically twice as likely as the single-disease explanation.13 Somewhat paradoxically, explanations are also judged to be more likely to be true when they have informative details added, even when the extra details are irrelevant or actually make the explanation less likely. In one famous experiment, for example, students shown descriptions of two fictitious individuals, “Bill” and “Linda” consistently preferred more detailed backstories—that Bill was both an accountant and a jazz player rather than simply a jazz player, or that Linda was a feminist bank teller rather than just a bank teller—even though the less detailed descriptions were logically more likely.14 In addition to their content, moreover, explanations that are skillfully delivered are judged more plausible than poorly delivered ones, even when the explanations themselves are identical. And explanations that are intuitively plausible are judged more likely than those that are counterintuitive—even though, as we know from all those Agatha Christie novels, the most plausible explanation can be badly wrong. Finally, people are observed to be more confident about their judgments when they have an explanation at hand, even when they have no idea how likely the explanation is to be correct.15
It’s true, of course, that scientific explanations often start out as stories as well, and so have some of the same attributes.16 The key difference between science and storytelling, however, is that in science we perform experiments that explicitly test our “stories.” And when they don’t work, we modify them until they do. Even in branches of science like astronomy, where true experiments are impossible, we do something analogous—building theories based on past observations and testing them on future ones. Because history is only run once, however, our inability to do experiments effectively excludes precisely the kind of evidence that would be necessary to infer a genuine cause-and-effect relation. In the absence of experiments, therefore, our storytelling abilities are allowed to run unchecked, in the process burying most of the evidence that is left, either because it’s not interesting or doesn’t fit with the story we want to tell. Expecting history to obey the standards of scientific explanation is therefore not just unrealistic, but fundamentally confused—it is, as Berlin concluded, “to ask it to contradict its essence.”17
For much the same reason, professional historians are often at pains to emphasize the difficulty of generalizing from any one particular context to any other. Nevertheless, because accounts of the past, once constructed, bear such a strong resemblance to the sorts of theories that we construct in science, it is tempting to treat them as if they have the same power of generalization—even for the most careful historians.18 When we try to understand why a particular book became a bestseller, in other words, we are implicitly asking a question about how books in general become bestsellers, and therefore how that experience can be repeated by other authors or publishers. When we investigate the causes of the recent housing bubble or of the terrorist attacks of September 11, we are inevitably also seeking insight that we hope we’ll be able to apply in the future—to improve our national security or the stability of our financial markets. And when we conclude from the surge in Iraq that it caused the subsequent drop in violence, we are invariably tempted to apply the same strategy again, as indeed the current administration has done in Afghanistan. No matter what we say we are doing, in other words, whenever we seek to learn about the past, we are invariably seeking to learn from it as well—an association that is implicit in the words of the philosopher George Santayana: “Those who cannot remember the past are condemned to repeat it.”19
This confusion between stories and theories gets to the heart of the problem with using common sense as a way of understanding the world. In one breath, we speak as if all we’re trying to do is to make sense of something that has already happened. But in the next breath we’re applying the “lesson” that we think we have learned to whatever plan or policy we’re intending to implement in the future. We make this switch between storytelling and theory building so easily and instinctively that most of the time we’re not even aware that we’re doing it. But the switch overlooks that the two are fundamentally different exercises with different objectives and standards of evidence. It should not be surprising then that explanations that were chosen on the basis of their qualities as stories do a poor job of predicting future patterns or trends. Yet that is nonetheless what we use them for. Understanding the limits of what we can explain about the past ought therefore to shed light on what it is that we can predict about the future. And because prediction is so central to planning, policy, strategy, management, marketing, and all the other problems that we will discuss later, it is to prediction that we now turn.
CHAPTER 6
The Dream of Prediction
Humans love to make predictions—whether about the movements of the stars, the gyrations of the stock market, or the upcoming season’s hot color. Pick up the newspaper on any given day and you’ll immediately encounter a mass of predictions—so many, in fact, that you probably don’t even notice them. To illustrate the point, let’s consider a single news story chosen more or less at random from the front page of the New York Times. The story, which was published in the summer of 2009, was about trends in retail sales and contained no fewer than ten predictions about the upcoming back-to-school season. For example, according to one source cited in the article—an industry group called the National Retail Federation—the average family with school-age children was predicted to spend “nearly 8 percent less this year than last,” while according to the research firm ShopperTrak, customer traffic in stores was predicted to be down 10 percent. Finally, an expert who was identified as president of Customer Growth Partners, a retailing consultant firm, was quoted as claiming that the season was “going to be the worst back-to-school season in many, many years.”1
All three predictions were made by authoritative-sounding sources and were explicit enough to have been scored for accuracy. But how accurate were they? To be honest, I have no idea. The New York Times doesn’t publish statistics on the accuracy of the predictions made in its pages, nor do most of the research companies that provide them. One of the strange things about predictions, in fact, is that our eagerness to make pronouncements about the future is matched only by our reluctance to be held accountable for the predictions we make. In the mid-1980s, the psychologist Philip Tetlock noticed exactly this pattern among political experts of the day. Determined to make them put their proverbial money where their mouths were, Tetlock designed a remarkable test that was to unfold over twenty years. To begin with, he convinced 284 political experts to make nearly a hundred predictions each about a variety of possible future events, ranging from the outcomes of specific elections to the likelihood that two nations would engage in armed conflict with each other. For each of these predictions, Tetlock insisted that the experts specify which of two outcomes they expected and also assign a probability to their prediction. He did so in a way that confident predictions scored more points when correct, but also lost more points when mistaken. With those predictions in hand, he then sat back and waited for the events themselves to play out. Twenty years later, he published his results, and what he found was striking: Although the experts performed slightly better than random guessing, they did not perform as well as even a minimally sophisticated statistical model. Even more surprisingly, the experts did slightly better when operating outside their area of expertise than within it.2
Tetlock’s results are often interpreted as demonstrating the fatuousness of so-called experts, and no doubt there’s some truth to that. But although experts are probably no better than the rest of us at making predictions, they are also probably no worse. When I was young, for example, many people believed that the future would be filled with flying cars, orbiting space cities, and endless free time. Instead, we drive internal combustion cars on crumbling, congested freeways; endure endless cuts in airplane service, and work more hours than ever. Meanwhile, Web search, mobile phones, and online shopping—the technologies that have, in fact, affected our lives—came more or less out of nowhere. Around the same time that Tetlock was beginning his experiment, in fact, a management scientist named Steven Schnaars tried to quantify the accuracy of technology-trend predictions by combing through a large collection of books, magazines, and industry reports, and recording hundreds of predictions that had been made during the 1970s. He concluded that roughly 80 percent of all predictions were wrong, whether they were made by experts or not.3
Nor is it just forecasters of long-term social and technology trends that have lousy records. Publishers, producers, and marketers—experienced and motivated professionals in business with plenty of skin in the game—have just as much difficulty predicting which books, movies, and products will become the next big hit as political experts have in predicting the next revolution. In fact, the history of cultural markets is crowded with examples of future blockbusters—Elvis, Star Wars, Seinfeld, Harry Potter, American Idol—that publishers and movie studios left for dead while simultaneously betting big on total failures.4 And whether we consider the most spectacular business meltdowns of recent times—Long-Term Capital Management in 1998, Enron in 2001, WorldCom in 2002, the near-collapse of the entire financial system in 2008—or spectacular success stories like the rise of Google and Facebook, what is perhaps most striking about them is that virtually nobody seems to have had any idea what was about to happen. In September 2008, for example, even as Lehman Brothers’ collapse was imminent, Treasury and Federal Reserve officials—who arguably had the best information available to anyone in the world—failed to anticipate the devastating freeze in global credit markets that followed. Conversely, in the late 1990s the founders of Google, Sergey Brin and Larry Page, tried to sell their company for $1.6M. Fortunately for them, nobody was interested, because Google went on to attain a market value of over $160 billion, or about 100,000 times what they and everybody else apparently thought it was worth only a few years earlier.5
Results like these seem to show that humans are simply bad at making predictions, but in fact that’s not quite right either. In reality there are all sorts of predictions that we could make very well if we chose to. I would bet, for example, that I could do a pretty good job of forecasting the weather in Santa Fe, New Mexico—in fact, I bet I would be correct more than 80 percent of the time. As impressive as that sounds compared to the lousy record of Tetlock’s experts, however, my ability to predict the weather in Santa Fe is not going to land me a job at the Weather Bureau. The problem is that in Santa Fe it is sunny roughly 300 days a year, so one can be right 300 days out of 365 simply by making the mindless prediction that “tomorrow it will be sunny.” Likewise, predictions that the United States will not go to war with Canada in the next decade or that the sun will continue to rise in the east are also likely to be accurate, but impress no one. The real problem of prediction, in other words, is not that we are universally good or bad at it, but rather that we are bad at distinguishing predictions that we can make reliably from those that we can’t.
LAPLACE’S DEMON
In a way this problem goes all the way back to Newton. Starting from his three laws of motion, along with his universal law of gravitation, Newton was able to derive not only Kepler’s laws of planetary motion but also the timing of the tides, the trajectories of projectiles, and a truly astonishing array of other natural phenomena. It was a singular scientific accomplishment, but it also set an expectation for what could be accomplished by mathematical laws that would prove difficult to match. The movements of the planets, the timing of the tides—these are amazing things to be able to predict. But aside from maybe the vibrations of electrons or the time required for light to travel a certain distance, they are also about the most predictable phenomena in all of nature. And yet, because predicting these movements was among the first problems that scientists and mathematicians set their sights on, and because they met with such stunning success, it was tempting to conclude that everything worked that way. As Newton himself wrote:
If only we could derive the other phenomena of nature from mechanical principles by the same kind of reasoning! For many things lead me to have a suspicion that all phenomena may depend on certain forces by which particles of bodies, by causes not yet known, either are impelled toward one another and cohere in regular figures, or are repelled from one another and recede.6
A century later, the French mathematician and astronomer Pierre-Simon Laplace pushed Newton’s vision to its logical extreme, claiming in effect that Newtonian mechanics had reduced the prediction of the future—even the future of the universe—to a matter of mere computation. Laplace envisioned an “intellect” that knew all the forces that “set nature in motion, and all positions of all items of which nature is composed.” Laplace went on, “for such an intellect nothing would be uncertain and the future just like the past would be present before its eyes.”7
The “intellect” of Laplace’s imagination eventually received a name—“Laplace’s demon”—and it has been lurking around the edges of mankind’s view of the future ever since. For philosophers, the demon was controversial because in reducing the prediction of the future to a mechanical exercise, it seemed to rob humanity of free will. As it turned out, though, they needn’t have worried too much. Starting with the second law of thermodynamics, and continuing through quantum mechanics and finally chaos theory, Laplace’s idea of a clockwork universe—and with it the concerns about free will—has been receding for more than century now. But that doesn’t mean the demon has gone away. In spite of the controversy over free will, there was something incredibly appealing about the notion that the laws of nature, applied to the appropriate data, could be used to predict the future. People of course had been making predictions about the future since the beginnings of civilization, but what was different about Laplace’s boast was that it wasn’t based on any claim to magical powers, or even special insight, that he possessed himself. Rather it depended only on the existence of scientific laws that in principle anyone could master. Thus prediction, once the realm of oracles and mystics, was brought within the objective, rational sphere of modern science.
In doing so, however, the demon obscured a critical difference between two different sorts of processes, which for the sake of argument I’ll call simple and complex.8 Simple systems are those for which a model can capture all or most of the variation in what we observe. The oscillations of pendulums and the orbits of satellites are therefore “simple” in this sense, even though it’s not necessarily a simple matter to be able to model and predict them. Somewhat paradoxically, in fact, the most complicated models in science—models that predict the trajectories of interplanetary space probes, or pinpoint the location of GPS devices—often describe relatively simple processes. The basic equations of motion governing the orbit of a communications satellite or the lift on an aircraft wing can be taught to a high-school physics student. But because the difference in performance between a good model and a slightly better one can be critical, the actual models used by engineers to build satellite GPS systems and 747s need to account for all sorts of tiny corrections, and so end up being far more complicated. When the NASA Mars Climate Orbiter burned up and disintegrated in the Martian atmosphere in 1999, for example, the mishap was traced to a simple programming error (imperial units were used instead of metric) that put the probe into an orbit of about 60km instead of 140km from Mars’s surface. When you consider that in order to get to Mars, the orbiter first had to traverse more than 50 million kilometers, the magnitude of the error seems trivial. Yet it was the difference between a triumphant success for NASA and an embarrassing failure.
Complex systems are another animal entirely. Nobody really agrees on what makes a complex system “complex” but it’s generally accepted that complexity arises out of many interdependent components interacting in nonlinear ways. The U.S. economy, for example, is the product of the individual actions of millions of people, as well as hundreds of thousands of firms, thousands of government agencies, and countless other external and internal factors, ranging from the weather in Texas to interest rates in China. Modeling the trajectory of the economy is therefore not like modeling the trajectory of a rocket. In complex systems, tiny disturbances in one part of the system can get amplified to produce large effects somewhere else—the “butterfly effect” from chaos theory that came up in the earlier discussion of cumulative advantage and unpredictability. When every tiny factor in a complex system can get potentially amplified in unpredictable ways, there is only so much that a model can predict. As a result, models of complex systems tend to be rather simple—not because simple models perform well, but because incremental improvements make little difference in the face of the massive errors that remain. Economists, for example, can only dream of modeling the economy with the same kind of accuracy that led to the destruction of the Mars Climate Orbiter. The problem, however, is not so much that their models are bad as that all models of complex systems are bad.9
The fatal flaw in Laplace’s vision, therefore, is that his demon works only for simple systems. Yet pretty much everything in the social world—from the effect of a marketing campaign to the consequences of some economic policy or the outcome of a corporate plan—falls into the category of complex systems. Whenever people get together—in social gatherings, sports crowds, business firms, volunteer organizations, markets, political parties, or even entire societies—they affect one another’s thinking and behavior. As I discussed in Chapter 3, it is these interactions that make social systems “social” in the first place—because they cause a collection of people to be something other than just a collection of people. But in the process they also produce tremendous complexity.
THE FUTURE IS NOT LIKE THE PAST
The ubiquity of complex systems in the social world is important because it severely restricts the kinds of predictions we can make. In simple systems, that is, it is possible to predict with high probability what will actually happen—for example when Halley’s Comet will next return or what orbit a particular satellite will enter. For complex systems, by contrast, the best that we can hope for is to correctly predict the probability that something will happen.10 At first glance, these two exercises sound similar, but they’re fundamentally different. To see how, imagine that you’re calling the toss of a coin. Because it’s a random event, the best you can do is predict that it will come up heads, on average, half the time. A rule that says “over the long run, 50 percent of coin tosses will be heads, and 50 percent will be tails” is, in fact, perfectly accurate in the sense that heads and tails do, on average, show up exactly half the time. But even knowing this rule, we still can’t correctly predict the outcome of a single coin toss any more than 50 percent of the time, no matter what strategy we adopt.11 Complex systems are not really random in the same way that a coin toss is random, but in practice it’s extremely difficult to tell the difference. As the Music Lab experiment demonstrated earlier, you could know everything about every person in the market—you could ask them a thousand survey questions, follow them around to see what they do, and put them in brain scanners while they’re doing it—and still the best you could do would be to predict the probability that a particular song will be the winner in any particular virtual world. Some songs were more likely to win on average than others, but in any given world the interactions between individuals magnified tiny random fluctuations to produce unpredictable outcomes.
To understand why this kind of unpredictability is problematic, consider another example of a complex system about which we like to make predictions—namely, the weather. At least in the very near future—which generally means the next forty-eight hours—weather predictions are actually pretty accurate, or as forecasters call it, “reliable.” That is, of the days when the weather service says there is a 60 percent chance of rain, it does, in fact, rain on about 60 percent of them.12 So why is it that people complain about the accuracy of weather forecasts? The reason is not that they aren’t reliable—although possibly they could be more reliable than they are—but rather that reliability isn’t the kind of accuracy that we want. We don’t want to know what is going to happen 60 percent of the time on days like tomorrow. Rather, we want to know what is actually going to happen tomorrow—and tomorrow, it will either rain or it will not. So when we hear “60 percent chance of rain tomorrow,” it’s natural to interpret the information as the weather service telling us that it’s probably going to rain tomorrow. And when it fails to rain almost half the times we listen to them and take an umbrella to work, we conclude that they don’t know what they’re talking about.
Thinking of future events in terms of probabilities is difficult enough for even coin tossing or weather forecasting, where more or less the same kind of thing is happening over and over again. But for events that happen only once in a lifetime, like the outbreak of a war, the election of a president, or even which college you get accepted to, the distinction becomes almost impossible to grasp. What does it mean, for example, to have said the day before Barack Obama’s victory in the 2008 presidential election that he had a 90 percent chance of winning? That he would have won nine out of ten attempts? Clearly not, as there will only ever be one election, and any attempt to repeat it—say in the next election—will not be comparable in the way that consecutive coin tosses are. So does it instead translate to the odds one ought to take in a gamble? That is, to win $10 if he is elected, I will have to bet $9, whereas if he loses, you can win $10 by betting only $1? But how are we to determine what the “correct” odds are, seeing as this gamble will only ever be resolved once? If the answer isn’t clear to you, you’re not alone—even mathematicians argue about what it means to assign a probability to a single event.13 So if even they have trouble wrapping their heads around the meaning of the statement that “the probability of rain tomorrow is 60 percent,” then it’s no surprise that the rest of us do as well.
The difficulty that we experience in trying to think about the future in terms of probabilities is the mirror image of our preference for explanations that account for known outcomes at the expense of alternative possibilities. As discussed in the previous chapter, when we look back in time, all we see is a sequence of events that happened. Yesterday it rained, two years ago Barack Obama was elected president of the United States, and so on. At some level, we understand that these events could have played out differently. But no matter how much we might remind ourselves that things might be other than they are, it remains the case that what actually happened, happened. Not 40 percent of the time or 60 percent of the time, but 100 percent of the time. It follows naturally, therefore, that when we think about the future, we care mostly about what will actually happen. To arrive at our prediction, we might contemplate a range of possible alternative futures, and maybe we even go as far as to determine that some of them are more likely than others. But at the end of the day, we know that only one such possible future will actually come to be, and we want to know which one that is.
The relationship between our view of the past and our view of the future is illustrated in the figure on the facing page, which shows the stock price of a fictitious company over time. Looking back in time from the present, one sees the history of the stock (the solid line), which naturally traces out a unique path. Looking forward, however, all we can say about the stock price is its probability of falling within a particular range. My Yahoo! colleagues David Pennock and Dan Reeves have actually built an application that generates pictures like this one by mining data on the prices of stock options. Because the value of an option depends on the price of the underlying stock, the prices at which various options are being traded now can be interpreted as predictions about the price of the stock on the date when the option is scheduled to mature. More precisely, one can use the option prices to infer various “probability envelopes” like those shown in the figure. For example, the inner envelope shows the range of prices within which the stock is likely to fall with a 20 percent probability, while the outer envelope shows the 60 percent probability range.
We also know, however, that at some later time, the stock price will have been revealed—as indicated by the dotted “future” trajectory. At that time, we know the hazy cloud of probabilities defined by the envelope will have been replaced by a single, certain price at each time, just like prices that we can currently see in the past. And knowing this, it’s tempting to take the next step of assuming that this future trajectory has in some cosmic sense already been determined, even if it has not yet been revealed to us. But this last step would be a mistake. Until it is actually realized, all we can say about the future stock price is that it has a certain probability of being within a certain range—not because it actually lies somewhere in this range and we’re just not sure where it is, but in the stronger sense that it only exists at all as a range of probabilities. Put another way, there is a difference between being uncertain about the future and the future itself being uncertain. The former is really just a lack of information—something we don’t know—whereas the latter implies that the information is, in principle, unknowable. The former is the orderly universe of Laplace’s demon, where if we just try hard enough, if we’re just smart enough, we can predict the future. The latter is an essentially random world, where the best we can ever hope for is to express our predictions of various outcomes as probabilities.
Past Versus Future Stock Price
PREDICTING WHAT TO PREDICT
The distinction between predicting outcomes and predicting probabilities of outcomes is a fundamental one that should change our view about what kinds of predictions we can make. But there is another problem that also arises from the way we learn from the past, which is if anything even more counterintuitive—namely that we can’t know which outcomes we ought to be making predictions about in the first place. Truth be told, there is an infinitude of predictions that we could make at any given time, just as there is an infinitude of “things that happened” in the past. And just as we don’t care at all about almost all of these past events, we don’t care about almost all such potential predictions. Rather, what we care about is the very small number of predictions that, had we been able to make them correctly, might have changed things in a way that actually mattered. Had U.S. aviation officials predicted that terrorists armed with box cutters would hijack planes with the intention of flying them into the World Trade Center and the Pentagon, they could have taken preventative measures, such as strengthening cockpit doors and clamping down on airport screening, that would have averted such a threat. Likewise, had an investor known in the late 1990s that a small startup company called Google would one day grow into an Internet behemoth, she could have made a fortune investing in it.
Looking back in history, it seems we ought to have been able to predict events like these. But what we don’t appreciate is that hindsight tells us more than the outcomes of the predictions that we could have made in the past. It also reveals what predictions we should have been making. In November of 1963, how would one have known that it was important to worry about snipers, and not food poisoning, during JFK’s visit to Dallas? How was one to know before 9/11 that the strength of cockpit doors, not the absence of bomb-sniffing dogs, was the key to preventing airplane hijackings? Or that hijacked aircraft, and not dirty bombs or nerve gas in the subway, were the main terrorist threat to the United States? How was one to know that search engines would make money from advertising and not some other business model? Or that one should even be interested in the monetization of search engines rather than content sites or e-commerce sites, or something else entirely?
In effect, this problem is the flip side of Danto’s argument about history in the previous chapter—that what is relevant cannot be known until later. The kinds of predictions we most want to make, that is, require us to first determine which of all the things that might happen in the future will turn out to be relevant, in order that we can start paying attention to them now. It seems we ought to be able to do this, in the same way that it seems Danto’s Ideal Chronicler ought to be able to say what is going on. But if we tried to state our predictions for everything that might conceivably happen, we would immediately drown in the possibilities. Should we worry about what time the garbage truck will show up tonight? Probably not. On the other hand, if our dog gets off the leash and runs out on the street at exactly that time, we will have wished we’d known before we went for a walk. Should we attempt to predict whether our flight will be canceled? Again, probably not. But if we get bumped onto another flight that subsequently crashes, or we sit next to the person we will one day marry, that event will seem tremendously significant.
This relevance problem is fundamental, and can’t be eliminated simply by having more information or a smarter algorithm. For example, in his book about prediction the political scientist and “predictioneer” Bruce Bueno de Mesquita extols the power of game theory to predict the outcomes of complex political negotiations.14 Given the intrinsic unpredictability of complex systems, it seems unlikely that his computer models can in fact predict what he says they can. But leaving that aside for the moment, let’s look at the larger question of what they could predict even if they worked perfectly. Take for example his claim to have successfully predicted the outcome of the 1993 Oslo Accords between Israel and the then Palestine Liberation Organization. At the time, that would have seemed like an impressive feat. But what the algorithm didn’t predict was that the Oslo Accords were, in effect, a mirage, a temporary flicker of hope that was quickly extinguished by subsequent events. From what we now know about what happened afterward, in other words, it is clear that the outcome of the Oslo negotiations wasn’t the most important outcome to have predicted in the first place.
Of course, Bueno de Mesquita might reasonably point out that his models aren’t designed to make that sort of prediction. But that’s precisely the point: Making the right prediction is just as important as getting the prediction right. When we look back to the past, we do not wish that we had predicted what the search market share for Google would be in 1999, or how many days it would take for US soldiers to reach Baghdad during the second Gulf war. Those are certainly valid predictions that we might have thought to make. But at some point we would have realized that it didn’t really matter whether they were right or wrong—because they just weren’t that important. Instead we would end up wishing we’d been able to predict on the day of Google’s IPO that within a few years its stock price would peak above $500, because then we could have invested in it and become rich. We wish we’d been able to foresee the carnage that would follow the toppling of Saddam Hussein and the dismantling of his security forces, because then we could have adopted a different strategy or even avoided the whole mess in the first place.
Even when we are dealing with more mundane types of predictions—like how consumers will respond to such and such a color or design, or whether doctors would spend more time on preventative care if they were compensated on the basis of patients’ health outcomes rather than the number and expense of their prescribed procedures—we have the same problem. These sorts of predictions seem less problematic than predictions about the next great company or the next war. But as soon as we think about why we care about these predictions, we are forced immediately to make other predictions—about the effects of the predictions we’re making now. For example, we are concerned about how customers will react to the color not because we care about the reaction per se, but because we want the product to be a success, and we think the color will matter. Likewise, we care about the reaction of doctors to incentives because we wish to control healthcare costs and ultimately design a system that provides affordable healthcare to everyone without bankrupting the country. If our prediction does not somehow help to bring about larger results, then it is of little interest or value to us. Once again, we care about things that matter, yet it is precisely these larger, more significant predictions about the future that pose the greatest difficulties.
BLACK SWANS AND OTHER “EVENTS”
Nowhere is this problem of predicting the things that matter more acute than for what former derivatives trader and gadfly of the financial industry Nassim Taleb calls black swans, meaning events that—like the invention of the printing press, the storming of the Bastille, and the attacks on the World Trade Center—happen rarely but carry great import when they do.15 But what makes an event a black swan? This is where matters get confusing. We tend to speak about events as if they are separate and distinct, and can be assigned a level of importance in the way that we describe natural events such as earthquakes, avalanches, and storms by their magnitude or size. As it turns out, many of these natural events are characterized not by “normal” distributions, but instead by heavily skewed distributions that range over many orders of magnitude. Heights of people, for example, are roughly normally distributed: the typical U.S. male is 5 feet 9 inches, and we essentially never see adults who are 2 feet tall or 12 feet tall. Earthquakes, by contrast, along with avalanches, storms, and forest fires, display “heavy-tailed” distributions, meaning that most are relatively small and draw little attention, whereas a small number can be extremely large.
It’s tempting to think that historical events also follow a heavy-tailed distribution, where Taleb’s black swans lie far out in the tail of the distribution. But as the sociologist William Sewell explains, historical events are not merely “bigger” than others in the sense that some hurricanes are bigger than others. Rather, “events” in the historical sense acquire their significance via the transformations they trigger in wider social arrangements. To illustrate, Sewell revisits the storming of the Bastille on July 14, 1789, an event that certainly seems to satisfy Taleb’s definition of a black swan. Yet as Sewell points out, the event was not just the series of actions that happened in Paris on July 14, but rather encompassed the whole period between July 14 and July 23, during which Louis XVI struggled to control the insurrection in Paris, while the National Assembly at Versailles debated whether to condemn the violence or to embrace it as an expression of the people’s will. It was only after the king withdrew his troops from the outskirts of the city and traveled to Paris in contrition that the Assembly managed to assert itself, and the Bastille became an “event” in the historical sense. It’s hard to stop even there, in fact, because of course the only reason we care about the Bastille at all is because of what came next—the French Revolution, and its transformation of the notion of sovereignty from the divine right of a king, handed down by birth, to a power inherent in the people themselves. And that event included not only the days up until July 23, but also the subsequent repercussions, like the bizarre mass panic, often called the Great Fear, that gripped the provinces over the next week, and the famous legislative session that lasted the entire night of August 4, during which the entire social and political order of the old regime was dismantled.16
The more you want to explain about a black swan event like the storming of the Bastille, in other words, the broader you have to draw the boundaries around what you consider to be the event itself. This is true not only for political events but also for “technological black swans,” like the computer, the Internet, and the laser. For example, it might be true that the Internet was a black swan, but what does that mean? Does it mean that the invention of packet-switched networks was a black swan? Or was the black swan the growth of this original network into something much larger, eventually forming what would at first be called the ARPANET and then this thing called the Internet? Was it solely the development of the physical infrastructure on which other technological innovations, such as the Web and voice-over IP, were built? Or was it that these technologies, in turn, led to new business models and modes of social interaction? Or that these developments ultimately changed the way that we discover information, share opinions, and express our identities? Presumably it is all these developments together that give the Internet its black swan status. But then the Internet isn’t really a thing at all. Rather, it’s shorthand for an entire period of history, and all the interlocking technological, economic, and social changes that happened therein.
Much the same is true even of natural events that acquire black swan status. Hurricane Katrina, for example, was a huge storm, but it wasn’t the biggest storm we’ve ever witnessed, or even the biggest that summer. What made it a black swan, therefore, had less to do with the storm itself than it did with what happened subsequently: the failure of the levees; the flooding of large portions of the city; the slow and ineffective emergency response; the thousands of residents who were subjected to unnecessary suffering and humiliation; the more than 1,800 people who died; the hundreds of thousands more who were evacuated; the decision of many of these evacuees not to return; the economic effect on the city of New Orleans of losing a large chunk of its population; and the impression left in the public mind of a monstrous debacle, shot through with latent racial and class discrimination, administrative incompetence, and the indifference of the powerful and privileged to the weak and vulnerable. When we talk about Hurricane Katrina as a black swan, in other words, we are not speaking primarily about the storm itself, but rather about the whole complex of events that unfolded around it, along with an equally complicated series of social, cultural, and political consequences—consequences that are still playing out.
Predicting black swans is therefore fundamentally different than predicting events like plane crashes or changes in the rate of unemployment. The latter kind of event may be impossible to predict with certainty—and hence we may have to make do with predicting probabilities of outcomes rather than the outcomes themselves—but it is at least possible to say in advance what it is that we are trying to predict. Black swans, by contrast, can only be identified in retrospect because only then can we synthesize all the various elements of history under a neat label. Predicting black swans, in other words, requires us not only to see the future outcome about which we’re making a prediction but also to see the future beyond that outcome, because only then will its importance be known. As with Danto’s example from the previous chapter about Bob describing his prizewinning roses before they’ve actually won any prizes, this kind of prediction is not really prediction at all, but prophecy—the ability to foresee not only what will happen, but also what its meaning will be.17
Nevertheless, once we know about black swans, we can’t help wishing that we had been able to predict them. And just as commonsense explanations of the past confuse stories with theories—the topic of the last chapter—so too does commonsense intuition about the future tend to conflate predictions with prophecies. When we look to the past, we see only the things that happened—not all the things that might have happened but didn’t—and as a result, our commonsense explanations often mistake for cause and effect what is really just a sequence of events. Correspondingly, when we think about the future, we imagine it to be a unique thread of events that simply hasn’t been revealed to us yet. In reality no such thread exists—rather, the future is more like a bundle of possible threads, each of which is assigned some probability of being drawn, where the best we can manage is to estimate the probabilities of the different threads. But because we know that at some point in the future, all these probabilities will have collapsed onto a single thread, we naturally want to focus on the one thread that will actually matter.
Likewise, when we look to the past, we do not feel any confusion about what we mean by the “events” that happened, nor does it seem difficult to say which of these events were important. And just as the uniqueness of the past causes us to think of the future as unique as well, so too does the apparent obviousness of past events tempt us into thinking that we ought to be able to anticipate which events will be important in the future. Yet what these commonsense notions overlook is that this view of the past is a product of a collective storytelling effort—not only by professional historians but also by journalists, experts, political leaders, and other shapers of public opinion—the goal of which is to make sense of “what happened.” Only once this story has been completed and agreed upon can we say what the relevant events were, or which were the most important. Thus it follows that predicting the importance of events requires predicting not just the events themselves but also the outcome of the social process that makes sense of them.
FROM COMMON SENSE TO UNCOMMON SENSE
For the purpose of going about our everyday business, none of this confusion may cause us serious problems. As I argued earlier, common sense is extraordinarily good at navigating particular circumstances. And because everyday decisions and circumstances are effectively broken up into many small chunks, each of which we get to deal with separately, it does not matter much that the sprawling hodgepodge of rules, facts, perceptions, beliefs, and instincts on which common sense relies forms a coherent whole. For the same reason, it may not matter much that commonsense reasoning leads to us think that we have understood the cause of something when in fact we have only described it, or to believe that we can make predictions that in fact we cannot make. By the time the future has arrived we have already forgotten most of the predictions we might have made about it, and so are untroubled by the possibility that most of them might have been wrong, or simply irrelevant. And by the time we get around to making sense of what did happen, history has already buried most of the inconvenient facts, freeing us to tell stories about whatever is left. In this way, we can skip from day to day and observation to observation, perpetually replacing the chaos of reality with the soothing fiction of our explanations. And for everyday purposes, that’s good enough, because the mistakes that we inevitably make don’t generally have any important consequences.
Where these mistakes do start to have important consequences is when we rely on our common sense to make the kinds of plans that underpin government policy or corporate strategy or marketing campaigns. By their very nature, foreign policy or economic development plans affect large numbers of people over extended periods of time, and so do need to work consistently across many different specific contexts. By their very nature, effective marketing or public health plans do depend on being able to reliably associate cause and effect, and so do need to differentiate scientific explanation from mere storytelling. By their very nature, strategic plans, whether for corporations or political parties, do necessarily make predictions about the future, and so do need to differentiate predictions that can be made reliably from those that cannot. And finally, all these sorts of plans do often have consequences of sufficient magnitude—whether financial, or political, or social—that it is worth asking whether or not there is a better, uncommonsense way to go about making them. It is therefore to the virtues of uncommon sense, and its implications for prediction, planning, social justice, and even social science, that we now turn.
PART TWO
UNCOMMON SENSE
CHAPTER 7
The Best-Laid Plans
The message of the previous chapter is that the kinds of predictions that common sense tells us we ought to be able to make are in fact impossible—for two reasons. First, common sense tells us that only one future will actually play out, and so it is natural to want to make specific predictions about it. In complex systems, however, which comprise most of our social and economic life, the best we can hope for is to reliably estimate the probabilities with which certain kinds of events will occur. Second, common sense also demands that we ignore the many uninteresting, unimportant predictions that we could be making all the time, and focus on those outcomes that actually matter. In reality, however, there is no way to anticipate, even in principle, which events will be important in the future. Even worse, the black swan events that we most wish we could have predicted are not really events at all, but rather shorthand descriptions—“the French Revolution,” “the Internet,” “Hurricane Katrina,” “the global financial crisis”—of what are in reality whole swaths of history. Predicting black swans is therefore doubly hopeless, because until history has played out it’s impossible even to know what the relevant terms are.
It’s a sobering message. But just because we can’t make the kinds of predictions we’d like to make doesn’t mean that we can’t predict anything at all. As any good poker player can tell you, counting cards won’t tell you exactly which card is going to show up next, but by knowing the odds better than your opponents you can still make a lot of money over time by placing more informed bets, and winning more often than you lose.1 And even for outcomes that truly can’t be predicted with any reliability whatsoever, just knowing the limits of what’s possible can still be helpful—because it forces us to change the way we plan. So what kinds of predictions can we make, and how can we make them as accurately as possible? And how should we change the way we think about planning—in politics, business, policy, marketing, and management—to accommodate the understanding that some predictions cannot be made at all? These questions may seem distant from the kinds of issues and puzzles that we grapple with on an everyday basis, but one way or another—through their influence on the firms we work for, or the economy at large, or the issues that we read about every day in the newspaper—they affect us all.
WHAT CAN WE PREDICT?
To oversimplify somewhat, there are two kinds of events that arise in complex social systems—events that conform to some stable historical pattern, and events that do not—and it is only the first kind about which we can make reliable predictions. As I discussed in the previous chapter, even for these events we can’t predict any particular outcome any more than we can predict the outcome of any particular die roll. But as long as we can gather enough data on their past behavior, we can do a reasonable job of predicting probabilities, and that can be enough for many purposes.
Every year, for example, each of us may or may not be unlucky enough to catch the flu. The best anyone can predict is that in any given season we would have some probability of getting sick. Because there are so many of us, however, and because seasonal influenza trends are relatively consistent from year to year, drug companies can do a reasonable job of anticipating how many flu shots they will need to ship to a given part of the world in a given month. Likewise, consumers with identical financial backgrounds may vary widely in their likelihood of defaulting on a credit card, depending on what is going on in their lives. But credit card companies can do a surprisingly good job of predicting aggregate default rates by paying attention to a range of socioeconomic, demographic, and behavioral variables. And Internet companies are increasingly taking advantage of the mountains of Web-browsing data generated by their users to predict the probability that a given user will click on a given search result, respond favorably to particular news story, or be swayed by a particular recommendation. As the political scientist Ian Ayres writes in his book Super Crunchers, predictions of this kind are being made increasingly in highly data-intensive industries like finance, healthcare, and e-commerce, where the often modest gains associated with data-driven predictions can add up over millions or even billions of tiny decisions—in some cases every day—to produce very substantial gains to the bottom line.2
So far, so good. But there are also many areas of business—as well as of government and policy—that rely on predictions that do not quite fit into this supercrunching mold. For example, whenever a book publisher decides how much of an advance to offer a potential author, it is effectively making a prediction about the future sales of the proposed book. The more copies the book sells, the more royalties the author is entitled to, and so the more of an advance the publisher should offer to prevent the author from signing with a different publisher. But if in making this calculation, the publisher overestimates how well the book will sell, it will end up overpaying the author—good for the author but bad for the publisher’s bottom line. Likewise when a movie studio decides to green-light a project, it is effectively making a prediction about the future revenues of the movie, and thus how much it can afford to spend making and marketing it. Or when a drug company decides to proceed with the clinical testing stage of a new drug, it must justify the enormous expense in terms of some prediction about the likely success of the trial and the eventual market size for the drug.
All these lines of business therefore depend on predictions, but they are considerably more complicated predictions than predictions about the number of flu cases expected in North America this winter, or the probability that a given user will click on a given ad online. When a publisher offers an advance for a book, the book itself is typically at least a year or two away from publication; so the publisher has to make a prediction not only about how the book itself will turn out but also what the market will be like for that kind of book when it is eventually published, how it will be reviewed, and any number of other related factors. Likewise predictions about movies, new drugs, and other kinds of business or development projects are, in effect, predictions about complex, multifaceted processes that play out over months or years. Even worse, because decision makers are constrained to making only a handful of such decisions every year, they do not have the luxury of averaging out their uncertainty over huge numbers of predictions.
Nevertheless, even in these cases, decision makers often have at least some historical data on which to draw. Publishers can keep track of how many copies they have sold of similar books in the past, while movie studios can do the same for box office revenues, DVD sales, and merchandising profits. Likewise, drug companies can assess the rates with which similar drugs have succeeded in reaching the market, marketers can track the historical success of comparable products, and magazine publishers can track the newsstand sales of previous cover stories. Decision makers often also have a lot of other data on which to draw—including market research, internal evaluations of the project in question, and their knowledge of the industry in general. So as long as nothing dramatic changes in the world between when they commit to a project and when it launches, then they are still in the realm of predictions that are at least possible to make reliably. How should they go about making them?
MARKETS, CROWDS, AND MODELS
One increasingly popular method is to use what is called a prediction market—meaning a market in which buyers and sellers can trade specially designed securities whose prices correspond to the predicted probability that a specific outcome will take place. For example, the day before the 2008 US presidential election, an investor could have paid $0.92 for a contract in the Iowa Electronic Markets—one of the longest-running and best-known prediction markets—that would have yielded him or her $1 if Barack Obama had won. Participants in prediction markets therefore behave much like participants in financial markets, buying and selling contracts for whatever price is on offer. But in the case of prediction markets, the prices are explicitly interpreted as making a prediction about the outcome in question—for example, the probability of an Obama victory on the eve of Election Day was predicted by the Iowa Electronic Markets to be 92 percent.
In generating predictions like this one, prediction markets exploit a phenomenon that New Yorker writer James Surowiecki dubbed the “wisdom of crowds”—the notion that although individual people tend to make highly error-prone predictions, when lots of these estimates are averaged together, the errors have a tendency to cancel out; hence the market is in some sense “smarter” than its constitutents. Many such markets also require participants to bet real money, thus people who know something about a particular topic are more likely to participate than people who don’t. What’s so powerful about this feature of prediction markets is that it doesn’t matter who has the relevant market information—a single expert or a large number of nonexperts, or any combination in between. In theory, the market should incorporate all their opinions in proportion to how much each is willing to bet. In theory, in fact, no one should be able to consistently outperform a properly designed prediction market. The reason is that if someone could outperform the market, they would have an incentive to make money in it. But the very act of making money in the market would immediately shift the prices to incorporate the new information.3
The potential of prediction markets to tap into collective wisdom has generated a tremendous amount of excitement among professional economists and policy makers alike. Imagine, for example, that a market had been set up to predict the possibility of a catastrophic failure in deep-water oil drilling in the Gulf prior to the BP disaster in April 2010. Possibly insiders like BP engineers could have participated in the market, effectively making public what they knew about the risks their firms were taking. Possibly then regulators would have had a more accurate assessment of those risks and been more inclined to crack down on the oil industry before a disaster took place. Possibly the disaster could have been averted. These are the sorts of claims that the proponents of prediction markets tend to make, and it’s easy to see why they’ve generated so much interest. In recent years, in fact, prediction markets have been set up to make predictions as varied as the likely success of new products, the box office revenues of upcoming movies, and the outcomes of sporting events.
In practice, however, prediction markets are more complicated than the theory suggests. In the 2008 presidential election, for example, one of the most popular prediction markets, Intrade, experienced a series of strange fluctuations when an unknown trader started placing very large bets on John McCain, generating large spikes in the market’s prediction for a McCain victory. Nobody figured out who was behind these bets, but the suspicion was that it was a McCain supporter or even a member of the campaign. By manipulating the market prices, he or she was trying to create the impression that a respected source of election forecasts was calling the election for McCain, presumably with the hope of creating a self-fulfilling prophecy. It didn’t work. The spikes were quickly reversed by other traders, and the mystery bettor ended up losing money; thus the market functioned essentially as it was supposed to. Nevertheless, it exposed a potential vulnerability of the theory, which assumes that rational traders will not deliberately lose money. The problem is that if the goal of a participant is instead to manipulate perceptions of people outside the market (like the media) and if the amounts involved are relatively small (tens of thousands of dollars, say, compared with the tens of millions of dollars spent on TV advertising), then they may not care about losing money, in which case it’s no longer clear what signal the market is sending.4
Problems like this one have led some skeptics to claim that prediction markets are not necessarily superior to other less sophisticated methods, such as opinion polls, that are harder to manipulate in practice. However, little attention has been paid to evaluating the relative performance of different methods, so nobody really knows for sure.5 To try to settle the matter, my colleagues at Yahoo! Research and I conducted a systematic comparison of several different prediction methods, where the predictions in question were the outcomes of NFL football games. To begin with, for each of the fourteen to sixteen games taking place each weekend over the course of the 2008 season, we conducted a poll in which we asked respondents to state the probability that the home team would win as well as their confidence in their prediction. We also collected similar data from the website Probability Sports, an online contest where participants can win cash prizes by predicting the outcomes of sporting events. Next, we compared the performance of these two polls with the Vegas sports betting market—one of the oldest and most popular betting markets in the world—as well as with another prediction market, TradeSports. And finally, we compared the prediction of both the markets and the polls against two simple statistical models. The first model relied only on the historical probability that home teams win—which they do 58 percent of the time—while the second model also factored in the recent win-loss records of the two teams in question. In this way, we set up a six-way comparison between different prediction methods—two statistical models, two markets, and two polls.6
Given how different these methods were, what we found was surprising: All of them performed about the same. To be fair, the two prediction markets performed a little better than the other methods, which is consistent with the theoretical argument above. But the very best performing method—the Las Vegas Market—was only about 3 percentage points more accurate than the worst-performing method, which was the model that always predicted the home team would win with 58 percent probability. All the other methods were somewhere in between. In fact, the model that also included recent win-loss records was so close to the Vegas market that if you used both methods to predict the actual point differences between the teams, the average error in their predictions would differ by less than a tenth of a point. Now, if you’re betting on the outcomes of hundreds or thousands of games, these tiny differences may still be the difference between making and losing money. At the same time, however, it’s surprising that the aggregated wisdom of thousands of market participants, who collectively devote countless hours to analyzing upcoming games for any shred of useful information, is only incrementally better than a simple statistical model that relies only on historical averages.
When we first told some prediction market researchers about this result, their reaction was that it must reflect some special feature of football. The NFL, they argued, has lots of rules like salary caps and draft picks that help to keep teams as equal as possible. And football, of course, is a game where the result can be decided by tiny random acts, like the wide receiver dragging in the quarterback’s desperate pass with his fingertips as he runs full tilt across the goal line to win the game in its closing seconds. Football games, in other words, have a lot of randomness built into them—arguably, in fact, that’s what makes them exciting. Perhaps it’s not so surprising after all, then, that all the information and analysis that is generated by the small army of football pundits who bombard fans with predictions every week is not superhelpful (although it might be surprising to the pundits). In order to be persuaded, our colleagues insisted, we would have to find the same result in some other domain for which the signal-to-noise ratio might be considerably higher than it is in the specific case of football.
OK, what about baseball? Baseball fans pride themselves on their near-fanatical attention to every measurable detail of the game, from batting averages to pitching rotations. Indeed, an entire field of research called sabermetrics has developed specifically for the purpose of analyzing baseball statistics, even spawning its own journal, the Baseball Research Journal. One might think, therefore, that prediction markets, with their far greater capacity to factor in different sorts of information, would outperform simplistic statistical models by a much wider margin for baseball than they do for football. But that turns out not to be true either. We compared the predictions of the Las Vegas sports betting markets over nearly twenty thousand Major League baseball games played from 1999 to 2006 with a simple statistical model based again on home-team advantage and the recent win-loss records of the two teams. This time, the difference between the two was even smaller—in fact, the performance of the market and the model were indistinguishable. In spite of all the statistics and analysis, in other words, and in spite of the absence of meaningful salary caps in baseball and the resulting concentration of superstar players on teams like the New York Yankees and Boston Red Sox, the outcomes of baseball games are even closer to random events than football games.
Since then, we have either found or learned about the same kind of result for other kinds of events that prediction markets have been used to predict, from the opening weekend box office revenues for feature films to the outcomes of presidential elections. Unlike sports, these events occur without any of the rules or conditions that are designed to make sports competitive. There is also a lot of relevant information that prediction markets could conceivably exploit to boost their performance well beyond that of a simple model or a poll of relatively uninformed individuals. Yet when we compared the Hollywood Stock Exchange (HSX)—one of the most popular prediction markets, which has a reputation for accurate prediction—with a simple statistical model, the HSX did only slightly better.7 And in a separate study of the outcomes of five US presidential elections from 1988 to 2004, political scientists Robert Erikson and Christopher Wlezien found that a simple statistical correction of ordinary opinion polls outperformed even the vaunted Iowa Electronic Markets.8
TRUST NO ONE, ESPECIALLY YOURSELF
So what’s going on here? We are not really sure, but our suspicion is that the strikingly similar performance of different methods is an unexpected side effect of the prediction puzzle from the previous chapter. On the one hand, when it comes to complex systems—whether they involve sporting matches, elections, or movie audiences—there are strict limits to how accurately we can predict what will happen. But on the other hand, it seems that one can get pretty close to the limit of what is possible with relatively simple methods. By analogy, if you’re handed a weighted die, you might be able to figure out which sides will come up more frequently in a few dozen rolls, after which you would do well to bet on those outcomes. But beyond that, more elaborate methods like studying the die under a microscope to map out all the tiny fissures and irregularities on its surface, or building a complex computer simulation, aren’t going to help you much in improving your prediction.
In the same way, we found that with football games a single piece of information—that the home team wins slightly more than half the time—is enough to boost one’s performance in predicting the outcome above random guessing. In addition, a second simple insight, that the team with the better win-loss record should have a slight advantage, gives you another significant boost. Beyond that, however, all the additional information you might consider gathering—the recent performance of the quarterback, the injuries on the team, the girlfriend troubles of the star running back—will only improve your predictions incrementally at best. Predictions about complex systems, in other words, are highly subject to the law of diminishing returns: The first pieces of information help a lot, but very quickly you exhaust whatever potential for improvement exists.
Of course, there are circumstances in which we may care about very small improvements in prediction accuracy. In online advertising or high-frequency stock trading, for example, one might be making millions or even billions of predictions every day, and large sums of money may be at stake. Under these circumstances, it’s probably worth the effort and expense to invest in sophisticated methods that can exploit the subtlest patterns. But in just about any other business, from making movies or publishing books to developing new technologies, where you get to make only dozens or at most hundreds of predictions a year, and where the predictions you are making are usually just one aspect of your overall decision-making process, you can probably predict about as well as possible with the help of a relatively simple method.
The one method you don’t want to use when making predictions is to rely on a single person’s opinion—especially not your own. The reason is that although humans are generally good at perceiving which factors are potentially relevant to a particular problem, they are generally bad at estimating how important one factor is relative to another. In predicting the opening weekend box office revenue for a movie, for example, you might think that variables such as the movie’s production and marketing budgets, the number of screens on which it will open, and advance ratings by reviewers are all highly relevant—and you’d be correct. But how much should you weight a slightly worse-than-average review against an extra $10 million marketing budget? It isn’t clear. Nor is it clear, when deciding how to allocate a marketing budget, how much people will be influenced by the ads they see online or in a magazine versus what they hear about the product from their friends—even though all these factors are likely to be relevant.
You might think that making these sorts of judgments accurately is what experts would be good at, but as Tetlock showed in his experiment, experts are just as bad at making quantitative predictions as nonexperts and maybe even worse.9 The real problem with relying on experts, however, is not that they are appreciably worse than nonexperts, but rather that because they are experts we tend to consult only one at a time. Instead, what we should do is poll many individual opinions—whether experts or not—and take the average. Precisely how you do this, it turns out, may not matter so much. With all their fancy bells and whistles, prediction markets may produce slightly better predictions than a simple method like a poll, but the difference between the two is much less important than the gain from simply averaging lots of opinions somehow. Alternatively, one can estimate the relative importance of the various predictors directly from historical data, which is really all a statistical model accomplishes. And once again, although a fancy model may work slightly better than a simple model, the difference is small relative to using no model at all.10 At the end of the day, both models and crowds accomplish the same objective. First, they rely on some version of human judgment to identify which factors are relevant to the prediction in question. And second, they estimate and weight the relative importance of each of these factors. As the psychologist Robyn Dawes once pointed out, “the whole trick is to know what variables to look at and then know how to add.”11
By applying this trick consistently, one can also learn over time which predictions can be made with relatively low error, and which cannot be. All else being equal, for example, the further in advance you predict the outcome of an event, the larger your error will be. It is simply harder to predict the box office potential of a movie at green light stage than a week or two before its release, no matter what methods you use. In the same way, predictions about new product sales, say, are likely to be less accurate than predictions about the sales of existing products no matter when you make them. There’s nothing you can do about that, but what you can do is start using any one of several different methods—or even use all of them together, as we did in our study of prediction markets—and keep track of their performance over time. As I mentioned at the beginning of the previous chapter, keeping track of our predictions is not something that comes naturally to us: We make lots of predictions, but rarely check back to see how often we got them right. But keeping track of performance is possibly the most important activity of all—because only then can you learn how accurately it is possible to predict, and therefore how much weight you should put on the predictions you make.12
FUTURE SHOCK
No matter how carefully you adhere to this advice, a serious limitation with all prediction methods is that they are only reliable to the extent that the same kind of events will happen in the future as happened in the past, and with the same average frequency.13 In regular times, for example, credit card companies may be able to do a pretty good job of predicting default rates. Individual people may be complicated and unpredictable, but they tend to be complicated and unpredictable in much the same way this week as they were last week, and so on average the models work reasonably well. But as many critics of predictive modeling have pointed out, many of the outcomes that we care about most—like the onset of the financial crisis, the emergence of a revolutionary new technology, the overthrow of an oppressive regime, or a precipitous drop in violent crime—are interesting to us precisely because they are not regular times. And in these situations some very serious problems arise from relying on historical data to predict future outcomes—as a number of credit card companies discovered when default rates soared in the aftermath of the recent financial crisis.
Even more important, the models that many banks were using to price mortgage-backed derivatives prior to 2008—like the infamous CDOs—now seem to have relied too much on data from the recent past, during which time housing prices had only gone up. As a result, ratings analysts and traders alike collectively placed too low a probability on a nationwide drop in real-estate values, and so badly underestimated the risk of mortgage defaults and foreclosure rates.14 At first, it might seem that this would have been a perfect application for prediction markets, which might have done a better job of anticipating the crisis than all the “quants” working in the banks. But in fact it would have been precisely these people—along with the politicians, government regulators, and other financial market specialists who also failed to anticipate the crisis—who would have been participating in the prediction market, so it’s unlikely that the wisdom of crowds would have been any help at all. Arguably, in fact, it was precisely the “wisdom” of the crowd that got us into the mess in the first place. So if models, markets, and crowds can’t help predict black swan events like the financial crisis, then what are we supposed to do about them?
A second problem with methods that rely on historical data is that big, strategic decisions are not made frequently enough to benefit from a statistical approach. It may be the case, historically speaking, that most wars end poorly, or that most corporate mergers don’t pay off. But it may also be true that some military interventions are justified and that some mergers succeed, and it may be impossible to tell the difference in advance. If you could make millions, or even hundreds, of such bets, it would make sense to go with the historical probabilities. But when facing a decision about whether or not to lead the country into war, or to make some strategic acquisition, you cannot count on getting more than one attempt. Even if you could measure the probabilities, therefore, the difference between a 60 percent and 40 percent probability of success may not be terribly meaningful.
Like anticipating black swans, making one-off strategic decisions is therefore ill suited to statistical models or crowd wisdom. Nevertheless, these sorts of decisions have to get made all the time, and they are potentially the most consequential decisions that anyone makes. Is there a way to improve our success here as well? Unfortunately, there’s no clear answer to this question. A number of approaches have been tried over the years, but none of them has a consistently successful track record. In part that’s because the techniques can be difficult to implement correctly, but mostly it’s because of the problem raised in the previous chapter—that there is simply a level of uncertainty about the future that we’re stuck with, and this uncertainty inevitably introduces errors into the best-laid plans.
THE STRATEGY PARADOX
Ironically, in fact, the organizations that embody what would seem to be the best practices in strategy planning—organizations, for example, that possess great clarity of vision and that act decisively—can also be the most vulnerable to planning errors. The problem is what strategy consultant and author Michael Raynor calls the strategy paradox. In his book of the same name, Raynor illustrates the paradox by revisiting the case of Sony’s Betamax videocassette, which famously lost out to the cheaper, lower-quality VHS technology developed by Matsushita. According to conventional wisdom, Sony’s blunder was twofold: First, they focused on image quality over running time, thereby conceding VHS the advantage of being able to tape full-length movies. And second, they designed Betamax to be a standalone format, whereas VHS was “open,” meaning that multiple manufacturers could compete to make the devices, thereby driving down the price. As the video-rental market exploded, VHS gained a small but inevitable lead in market share, and this small lead then grew rapidly through a process of cumulative advantage. The more people bought VHS recorders, the more stores stocked VHS tapes, and vice versa. The result over time was near-total saturation of the market by the VHS format and a humiliating defeat for Sony.15
What the conventional wisdom overlooks, however, is that Sony’s vision of the VCR wasn’t as a device for watching rented movies at all. Rather, Sony expected people to use VCRs to tape TV shows, allowing them to watch their favorite shows at their leisure. Considering the exploding popularity of digital VCRs that are now used for precisely this purpose, Sony’s view of the future wasn’t implausible at all. And if it had come to pass, the superior picture quality of Betamax might well have made up for the extra cost, while the shorter taping time may have been irrelevant.16 Nor was it the case that Matsushita had any better inkling than Sony how fast the video-rental market would take off—indeed, an earlier experiment in movie rentals by the Palo Alto–based firm CTI had failed dramatically. Regardless, by the time it had become clear that home movie viewing, not taping TV shows, would be the killer app of the VCR, it was too late. Sony did their best to correct course, and in fact very quickly produced a longer-playing BII version, eliminating the initial advantage held by Matsushita. But it was all to no avail. Once VHS got a sufficient market lead, the resulting network effects were impossible to overcome. Sony’s failure, in other words, was not really the strategic blunder it is often made out to be, resulting instead from a shift in consumer demand that happened far more rapidly than anyone in the industry had anticipated.
Shortly after their debacle with Betamax, Sony made another big strategic bet on recording technology—this time with their MiniDisc players. Determined not to make the same mistake twice, Sony paid careful attention to where Betamax had gone wrong, and did their best to learn the appropriate lessons. In contrast with Betamax, Sony made sure that MiniDiscs had ample capacity to record whole albums. And mindful of the importance of content distribution to the outcome of the VCR wars, they acquired their own content repository in the form of Sony Music. At the time they were introduced in the early 1990s, MiniDiscs held clear technical advantages over the then-dominant CD format. In particular, the MiniDiscs could record as well as play, and because they were smaller and more resistant to jolts they were better suited to portable devices. Recordable CDs, by contrast, required entirely new machines, which at the time were extremely expensive.
By all reasonable measures the MiniDisc should have been an outrageous success. And yet it bombed. What happened? In a nutshell, the Internet happened. The cost of memory plummeted, allowing people to store entire libraries of music on their personal computers. High-speed Internet connections allowed for peer-to-peer file sharing. Flash drive memory allowed for easy downloading to portable devices. And new websites for finding and downloading music abounded. The explosive growth of the Internet was not driven by the music business in particular, nor was Sony the only company that failed to anticipate the profound effect that the Internet would have on production, distribution, and consumption of music. Nobody did. Sony, in other words, really was doing the best that anyone could have done to learn from the past and to anticipate the future—but they got rolled anyway, by forces beyond anyone’s ability to predict or control.
Surprisingly, the company that “got it right” in the music industry was Apple, with their combination of the iPod player and their iTunes store. In retrospect, Apple’s strategy looks visionary, and analysts and consumers alike fall over themselves to pay homage to Apple’s dedication to design and quality. Yet the iPod was exactly the kind of strategic play that the lessons of Betamax, not to mention Apple’s own experience in the PC market, should have taught them would fail. The iPod was large and expensive. It was based on closed architecture that Apple refused to license, ran on proprietary software, and was actively resisted by the major content providers. Nevertheless, it was a smashing success. So in what sense was Apple’s strategy better than Sony’s? Yes, Apple had made a great product, but so had Sony. Yes, they looked ahead and did their best to see which way the technological winds were blowing, but so did Sony. And yes, once they made their choices, they stuck to them and executed brilliantly; but that’s exactly what Sony did as well. The only important difference, in Raynor’s view, was that Sony’s choices happened to be wrong while Apple’s happened to be right.17
This is the strategy paradox. The main cause of strategic failure, Raynor argues, is not bad strategy, but great strategy that just happens to be wrong. Bad strategy is characterized by lack of vision, muddled leadership, and inept execution—not the stuff of success for sure, but more likely to lead to persistent mediocrity than colossal failure. Great strategy, by contrast, is marked by clarity of vision, bold leadership, and laser-focused execution. When applied to just the right set of commitments, great strategy can lead to resounding success—as it did for Apple with the iPod—but it can also lead to resounding failure. Whether great strategy succeeds or fails therefore depends entirely on whether the initial vision happens to be right or not. And that is not just difficult to know in advance, but impossible.
STRATEGIC FLEXIBILITY
The solution to the strategy paradox, Raynor argues, is to acknowledge openly that there are limits to what can be predicted, and to develop methods for planning that respect those limits. In particular, he recommends that planners look for ways to integrate what he calls strategic uncertainty—uncertainty about the future of the business you’re in—into the planning process itself. Raynor’s solution, in fact, is a variant of a much older planning technique called scenario planning, which was developed by Herman Kahn of the RAND Corporation in the 1950s as an aid for cold war military strategists. The basic idea of scenario planning is to create what strategy consultant Charles Perrottet calls “detailed, speculative, well thought out narratives of ‘future history.’ ” Critically, however, scenario planners attempt to sketch out a wide range of these hypothetical futures, where the main aim is not so much to decide which of these scenarios is most likely as to challenge possibly unstated assumptions that underpin existing strategies.18
In the early 1970s, for example, the economist and strategist Pierre Wack led a team at Royal Dutch/Shell that used scenario planning to test senior management’s assumptions about the future success of oil exploration efforts, the political stability of the Middle East, and the emergence of alternative energy technologies. Although the main scenarios were constructed in the relatively placid years of energy production before the oil shocks of the 1970s and the subsequent rise of OPEC—events that definitely fall into the black swan category—Wack later claimed that the main trends had indeed been captured in one of his scenarios, and that the company was as a result better prepared both to exploit emerging opportunities and to hedge against potential pitfalls.19
Once these scenarios have been sketched out, Raynor argues that planners should formulate not one strategy, but rather a portfolio of strategies, each of which is optimized for a given scenario. In addition, one must differentiate core elements that are common to all these strategies from contingent elements that appear in only one or a few of them. Managing strategic uncertainty is then a matter of creating “strategic flexibility” by building strategies around the core elements and hedging the contingent elements through investments in various strategic options. In the Betamax case, for example, Sony expected the dominant use of VCRs would be to tape TV shows for the future, but it did have some evidence from the CTI experiment that the dominant use might instead turn out to be home movie viewing. Faced with these possibilities, Sony adopted a traditional planning approach, deciding first which of these outcomes they considered more likely, and then optimizing their strategy around that outcome. Optimizing for strategic flexibility, by contrast, would have led Sony to identify elements that would have worked no matter which version of the future played out, and then to hedge the residual uncertainty, perhaps by tasking different operating divisions to develop higher- and lower-quality models to be sold at different price points.
Raynor’s approach to managing uncertainty through strategic flexibility is certainly intriguing. However, it is also a time-consuming process—constructing scenarios, deciding what is core and what is contingent, devising strategic hedges, and so on—that necessarily diverts attention from the equally important business of running a company. According to Raynor, the problem with most companies is that their senior management, meaning the board of directors and the top executives, spends too much time managing and optimizing their existing strategies—what he calls operational management—and not enough thinking through strategic uncertainty. Instead, he argues that they should devote all their time to managing strategic uncertainty, leaving the operational planning to division heads. As he puts it, “The board of directors and CEO of an organization should not be concerned primarily with the short-term performance of the organization, but instead occupy themselves with creating strategic options for the organization’s operating divisions.”20
Raynor’s justification for this radical proposal is that the only way to deal adequately with strategic uncertainty is to manage it continuously—“Once an organization has gone through the process of building scenarios, developing optimal strategies, and identifying and acquiring the desired portfolio of strategic options, it is time to do it all over again.” And if indeed strategic planning requires such a continuous loop, it does make a kind of sense that the best people to be doing it are senior management. Nevertheless, it is hard to imagine how senior managers can suddenly stop doing the sort of planning that got them promoted to senior management in the first place and start acting like an academic think tank. Nor does it seem likely that shareholders or even employees would tolerate a CEO who didn’t consider it his or her business to execute strategy or to worry about short-term performance.21 This isn’t to say that Raynor isn’t right—he may be—just that his proposals have not exactly been embraced by corporate America.
FROM PREDICTION TO REACTION
A more fundamental concern is that even if senior management did embrace Raynor’s brand of strategic management as their primary task, it may still not work. Consider the example of a Houston-based oilfield drilling company that engaged in a scenario-planning exercise around 1980. As shown in the figure on this page, the planners identified three different scenarios that they considered to represent the full range of possible futures, and they plotted out the corresponding predicted yields—exactly what they were supposed to do. Unfortunately, none of the scenarios considered the possibility that the boom in oil exploration that had begun in 1980 might be a historical aberration. In fact, that’s exactly what it turned out to be, and as a result the actual future that unfolded wasn’t anywhere within the ballpark of possibilities that the participants had envisaged. Scenario planning, therefore, left the company just as unprepared for the future as if they hadn’t bothered to use the method at all. Arguably, in fact, the exercise had left them in an even worse position. Although it had accomplished its goal of challenging their initial assumptions, it had ultimately increased their confidence that they had considered the appropriate range of scenarios, which of course they hadn’t, and therefore left them even more vulnerable to surprise than before.22
Scenario planning gone wrong (reprinted from Schoemaker 1991)
Possibly, this bad outcome was merely a consequence of poor execution of scenario planning, not a fundamental limitation of the method.23 But how is a firm in the throes of a scenario analysis supposed to know that it isn’t making the same mistake as the oil producer? Perhaps Sony could have taken the home video market more seriously, but what killed them was really the speed with which it exploded. It’s hard to see how they could have anticipated that. Even worse, when developing the MiniDisc, it’s unclear how Sony could possibly have anticipated the complicated combination of technological, economic, and cultural changes that arrived in short order with the explosive growth of the Internet. As Raynor puts it, “Not only did everything that could go wrong for Sony actually go wrong, everything that went wrong had to go wrong in order to sink what was in fact a brilliantly conceived and executed strategy.”24 So although more flexibility in their strategy might have helped, it’s unclear how much flexibility they would have needed in order to adapt to such a radically shifting marketplace, or how they could have accomplished the requisite hedging without undermining their ability to execute any one strategy in particular.
Ultimately, the main problem with strategic flexibility as a planning approach is precisely the same problem that it is intended to solve—namely that in hindsight the trends that turned out to shape a given industry always appear obvious. And as a result, when we revisit history it is all too easy to persuade ourselves that had we been faced with a strategic decision “back then,” we could have boiled down the list of possible futures to a small number of contenders—including, of course, the one future that did in fact transpire. But when we look to our own future, what we see instead is myriad potential trends, any one of which could be game changing and most of which will prove fleeting or irrelevant. How are we to know which is which? And without knowing what is relevant, how wide a range of possibilities should we consider? Techniques like scenario planning can help managers think through these questions in a systematic way. Likewise, an emphasis on strategic flexibility can help them manage the uncertainty that the scenarios expose. But no matter how you slice it, strategic planning involves prediction, and prediction runs into the fundamental “prophecy” problem I discussed in the previous chapter—that we just can’t know what it is that we should be worrying about until after its importance has been revealed to us. An alternative approach, therefore—and the subject of the next chapter—is to rethink the whole philosophy of planning altogether, placing less emphasis on anticipating the future, or even multiple futures, and more on reacting to the present.
CHAPTER 8
The Measure of All Things
Of all the prognosticators, forecasters, and fortune-tellers, few are at once more confident and yet less accountable than those in the business of predicting fashion trends. Every year, the various industries in the business of designing, producing, selling, and commenting on shoes, clothing, and apparel are awash in predictions for what could be, might be, should be, and surely will be the next big thing. That these predictions are almost never checked for accuracy, that so many trends arrive unforeseen, and that the explanations given for them are only possible in hindsight, seems to have little effect on the breezy air of self-assurance that the arbiters of fashion so often exude. So it’s encouraging that at least one successful fashion company pays no attention to any of it.
That company is Zara, the Spanish clothing retailer that has made business press headlines for over a decade with its novel approach to satisfying consumer demand. Rather than trying to anticipate what shoppers will buy next season, Zara effectively acknowledges that it has no idea. Instead, it adopts what we might call a measure-and-react strategy. First, it sends out agents to scour shopping malls, town centers, and other gathering places to observe what people are already wearing, thereby generating lots of ideas about what might work. Second, drawing on these and other sources of inspiration, it produces an extraordinarily large portfolio of styles, fabrics, and colors—where each combination is initially made in only a small batch—and sends them out to stores, where it can then measure directly what is selling and what isn’t. And finally, it has a very flexible manufacturing and distribution operation that can react quickly to the information that is coming directly from stores, dropping those styles that aren’t selling (with relatively little left-over inventory) and scaling up those that are. All this depends on Zara’s ability to design, produce, ship, and sell a new garment anywhere in the world in just over two weeks—a stunning accomplishment to anyone who has waited in limbo for just about any designer good that isn’t on the shelf.1
Ten years before Zara became a business-school case study, management theorist Henry Mintzberg anticipated their measure-and-react approach in a concept that he called “emergent strategy.” Reflecting on the problem raised in the previous chapter—that traditional strategic planning invariably requires planners to make predictions about the future, leaving them vulnerable to inevitable errors—Mintzberg recommended that planners should rely less on making predictions about long-term strategic trends and more on reacting quickly to changes on the ground. Rather than attempting to anticipate correctly what will work in the future, that is, they should instead improve their ability to learn about what is working right now. Then, like Zara, they should react to it as rapidly as possible, dropping alternatives that are not working—no matter how promising they might have seemed in advance—and diverting resources to those that are succeeding, or even developing new alternatives on the fly.2
BUCKETS, MULLETS, AND CROWDS
Nowhere are the virtues of a measure-and-react strategy more apparent than in the online world, where the combination of low-cost development, large numbers of users, and rapid feedback cycles allows for many variants of virtually everything to be tested and selected on the basis of performance. Before Yahoo! rolled out its new home page in 2009, for example, the company spent months “bucket testing” every element of the design. Roughly 100 million people have Yahoo! as their home page, which in turn drives a great deal of traffic to other Yahoo! properties; so any changes have to be made with caution. Throughout the redesign process, therefore, whenever the home-page team came up with an idea for a new design element, a tiny percentage of users—the “bucket”—would be randomly chosen to see a version of the page containing the element. Then through a combination of user feedback and observational metrics like how long the users in the bucket stayed on the page, or what they clicked on, and comparing them to ordinary users, the home-page team could assess whether the element created a positive or negative effect. In this way, the company was able to learn what would work and what would not in real time and with real audience data.3
Bucket testing is now routine. Major Web companies like Google, Yahoo!, and Microsoft use it to optimize ad placement, content selection, search results, recommendations, pricing, even page layout.4 A growing number of startup companies have also begun to offer advertisers automated services that winnow down a large suite of potential ads to those that perform the best, as measured by click-through rate.5 But the measure-and-react philosophy of planning is not restricted to learning how consumers will respond to options they are presented with—it can also include the consumer as a producer of content. In the media world, this view is exemplified by what Huffington Post cofounder Jonah Peretti calls the Mullet Strategy, after the much-maligned hairstyle characterized by “business up front, party in the back.”
The Mullet Strategy starts from the conventional view that user-generated content is a potential gold mine for media companies, in part because users can greatly amplify and extend the content of, say, a news story. But even more, it allows users to participate in conversations around the story that change the nature of the experience—from pure consumption to participation—thereby increasing their engagement and loyalty. Just as is true in real gold mines, however, a lot of user-generated content is closer to dirt than gold. As anyone who reads popular blogs or news sites can attest, many user comments are wildly inaccurate or simply dumb, and some of them are downright mean. Regardless, they do not constitute the kind of content that publishers want to promote or that advertisers want to be seen next to. Moderating online comments is the obvious solution to this problem, but it tends to alienate users, who resent the oversight and want to see their comments posted without filters. Editorial oversight also doesn’t scale well, as the Huffington Post quickly discovered: A handful of editors simply can’t read fast enough to keep up with potentially hundreds of blog posts every day. The solution is the Mullet Strategy: In the back pages where few people will see any particular story, let a thousand flowers bloom (or a million of them); then selectively promote material from the back to the front page, with all its premium advertising space, and keep that under strict editorial control.6
The Mullet Strategy is also an example of “crowdsourcing,” a term coined in a 2006 Wired article by Jeff Howe to describe the outsourcing of small jobs to potentially very large numbers of individual workers. Online journalism, in fact, is increasingly moving toward a crowdsourced model—not just for generating community activity around a news story but also for creating the stories themselves, or even deciding what topics to cover in the first place. The Huffington Post, for example, relies on thousands of unpaid bloggers who contribute content either out of passion for the topic they write about or else to benefit from the visibility they receive from being published on a widely read news site. Other sites, like Examiner.com, meanwhile, retain armies of contributors to write about specific topics of interest to them, and pay them by the page view. And finally, sites like Yahoo!’s news blog “The Upshot” and Associated Content not only crowdsource the writing work but also track search queries and other indicators of current crowd interest to decide which topics to write about.7
The idea of measuring audience interest and reacting to it in close to real time has also started to gain traction beyond the revenue-challenged world of news media. For example, the cable channel Bravo regularly spins off new reality TV shows from its existing shows by tracking online buzz surrounding different characters. The shows can be launched quickly and at relatively low cost—and if they don’t perform, the channel can quickly pull the plug. Following a similar principle, Cheezburger Network—a collection of nearly fifty websites featuring goofy user-contributed photos and videos, most with funny captions—is capable of launching a site within a week of noticing a new trend, and kills unsuccessful sites just as quickly. And BuzzFeed—a platform for launching “contagious media”—keeps track of hundreds of potential hits and only promotes those that are already generating enthusiastic responses from users.8
As creative as they are, these examples of crowdsourcing work best for media sites that already attract millions of visitors, and so automatically generate real-time information about what people like or don’t like. So if you’re not Bravo or Cheezburger or BuzzFeed—if you’re just some boring company that makes widgets or greeting cards or whatnot—how can you tap into the power of the crowd? Fortunately, crowdsourcing services like Amazon’s Mechanical Turk (which Winter Mason and I used to run our experiments on pay and performance that I discussed in Chapter 2) can also be used to perform fast and inexpensive market research. Unsure what to call your next book? Rather than tossing around ideas with your editor, you can run a quick poll on Mechanical Turk and get a thousand opinions in a matter of hours, for about $10—or better yet, have the “turkers” come up with the suggestions as well as voting on them. Looking to get feedback on some design choices for a new product or advertising campaign? Throw the images up on Mechanical Turk and have users vote. Want an independent evaluation of your search engine results? Strip off the labels and throw your results up on Mechanical Turk next to your competitors’, and let real Web users decide. Wondering if the media is biased against your candidate? Scrape several hundred news stories off the Web and have the turkers read them and rate them for positive or negative sentiment—all over a weekend.9
Clearly Mechanical Turk, along with other potential crowdsourcing solutions, comes with some limitations—most obviously the representativeness and reliability of the turkers. To many people it seems strange that anyone would work for pennies on mundane tasks, and therefore one might suspect either that the turkers are not representative of the general population or else that they do not take the work seriously. These are certainly valid concerns, but as the Mechanical Turk community matures, and as researchers learn more about it, the problems seem increasingly manageable. Turkers, for example, are far more diverse and representative than researchers initially suspected, and several recent studies have shown that they exhibit comparable reliability to “expert” workers. Finally, even where their reliability is poor—which sometimes it is—it can often be boosted through simple techniques, like soliciting independent ratings for every piece of content from several different turkers and taking the majority or the average score.10
PREDICTING THE PRESENT
At a higher level, the Web as a whole can also be viewed as a form of crowdsourcing. Hundreds of millions of people are increasingly turning to search engines for information and research, spending ever more time browsing news, entertainment, shopping, and travel sites, and increasingly sharing content and information with their friends via social networking sites like Facebook and Twitter. In principle, therefore, one might be able to aggregate all this activity to form a real-time picture of the world as viewed through the interests, concerns, and intentions of the global population of Internet users. By counting the number of searches for influenza-related terms like “flu,” and “flu shots,” for example, researchers at Google and Yahoo! have been able to estimate influenza caseloads remarkably close to those reported by the CDC.11 Facebook, meanwhile, publishes a “gross national happiness” index based on users’ status updates,12 while Yahoo! compiles an annual list of most-searched-for items that serves as a rough guide to the cultural zeitgeist.13 In the near future, no doubt, it will be possible to combine search and update data, along with tweets on Twitter, check-ins on Foursquare, and many other sources to develop more specific indices associated with real estate or auto sales or hotel vacancy rates—not just nationally, but down to the local level.14
Once properly developed and calibrated, Web-based indices such as these could enable businesses and governments alike to measure and react to the preferences and moods of their respective audiences—what Google’s chief economist Hal Varian calls “predicting the present.” In some cases, in fact, it may even be possible to use the crowd to make predictions about the near future. Consumers contemplating buying a new camera, for example, may search to compare models. Moviegoers may search to determine the opening date of an upcoming film or to locate cinemas showing it. And individuals planning a vacation may search for places of interest and look up airline costs or price hotel rooms. If so, it follows that by aggregating counts of search queries related to retail activity, moviegoing, or travel, one might be able to make near-term predictions about behavior of economic, cultural, or political interest.
Determining what kind of behavior can be predicted using searches, as well as the accuracy of such predictions and the timescale over which predictions can be usefully made are therefore all questions that researchers are beginning to address. For example, my colleagues at Yahoo! and I recently studied the usefulness of search-query volume to predict the opening weekend box office revenues of feature films, the first-month sales of newly released video games, and the Billboard “Hot 100” ranking of popular songs. All these predictions were made at most a few weeks in advance of the event itself, so we are not talking about long-term predictions here—as discussed in the previous chapter, those are much harder to make. Nevertheless, even having a slightly better idea a week in advance of audience interest might help a movie studio or a distributor decide how many screens to devote to which movies in different local regions.15
What we found is that the improvement one can get from search queries over other types of public data—like production budgets or distribution plans—is small but significant. As I discussed in the last chapter, simple models based on historical data are surprisingly hard to outperform, and the same rule applies to search-related data as well. But there are still plenty of ways in which search and other Web-based data could help with predictions. Sometimes, for example, you won’t have access to reliable sources of historical data—say you’re launching a new game that isn’t like games you’ve launched in the past, or because you don’t have access to a competitor’s sales figures. And sometimes, as I’ve also discussed, the future is not like the past—such as when normally placid economic indicators suddenly increase in volatility or historically rising housing prices abruptly crash—and in these circumstances prediction methods based on historical data can be expected to perform poorly. Whenever historical data is unavailable or is simply uninformative, therefore, having access to the real-time state of collective consciousness—as revealed by what people are searching for—might give you a valuable edge.
In general, the power of the Web to facilitate measure-and-react strategies ought to be exciting news for business, scientists, and government alike. But it’s important to keep in mind that the principle of measure and react is not restricted to Web-based technology, as indeed the very non-Web company Zara exemplifies. The real point is that our increasing ability to measure the state of the world ought to change the conventional mind-set toward planning. Rather than predicting how people will behave and attempting to design ways to make consumers respond in a particular way—whether to an advertisement, a product, or a policy—we can instead measure directly how they respond to a whole range of possibilities, and react accordingly. In other words, the shift from “predict and control” to “measure and react” is not just technological—although technology is needed—but psychological. Only once we concede that we cannot depend on our ability to predict the future are we open to a process that discovers it.16
DON’T JUST MEASURE: EXPERIMENT
In many circumstances, however, merely improving our ability to measure things does not, on its own, tell us what we need to know. For example, a colleague of mine recently related a conversation he’d had with the CFO of a major American corporation who confided that in the previous year his company had spent about $400 million on “brand advertising,” meaning that it was not advertising particular products or services—just the brand. How effective was that money? According to my colleague, the CFO had lamented that he didn’t know whether the correct number should have been $400 million or zero. Now let’s think about that for a second. The CFO wasn’t saying that the $400 million hadn’t been effective—he was saying that he had no idea how effective it had been. As far as he could tell, it was entirely possible that if they had spent no money on brand advertising at all, their performance would have been no different. Alternatively, not spending the money might have been a disaster. He just didn’t know.
Now, $400 million might seem like a lot of money not to know about, but in reality it’s a drop in the ocean. Every year, US corporations collectively spend about $500 billion on marketing, and there’s no reason to think that this CFO was any different from CFOs at other companies—more honest perhaps, but not any more or less certain. So really we should be asking the same question about the whole $500 billion. How much effect on consumer behavior does it really have? Does anybody have any idea? When pressed on this point, advertisers often quote the department-store magnate John Wanamaker, who is reputed to have said that “half the money I spend on advertising is wasted—I just don’t know which half.” It’s entirely apropos and always seems to get a laugh. But what many people don’t appreciate is that Wanamaker uttered it almost a century ago, around the time when Einstein published his theory of general relativity. How is it that in spite of the incredible scientific and technological boom since Wanamaker’s time—penicillin, the atomic bomb, DNA, lasers, space flight, supercomputers, the Internet—his puzzlement remains as relevant today as it was then?
It’s certainly not because advertisers haven’t gotten better at measuring things. With their own electronic sales databases, third-party ratings agencies like Nielsen and comScore, and the recent tidal wave of clickstream data online, advertisers can measure many more variables, and at far greater resolution, than Wanamaker could. Arguably, in fact, the advertising world has more data than it knows what to do with. No, the real problem is that what advertisers want to know is whether their advertising is causing increased sales; yet almost always what they measure is the correlation between the two.
In theory, of course, everyone “knows” that correlation and causation are different, but it’s so easy to get the two mixed up in practice that we do it all the time. If we go on a diet and then subsequently lose weight, it’s all too tempting to conclude that the diet caused the weight loss. Yet often when people go on diets, they change other aspects of their lives as well—like exercising more or sleeping more or simply paying more attention to what they’re eating. Any of these other changes, or more likely some combination of them, could be just as responsible for the weight loss as the particular choice of diet. But because it is the diet they are focused on, not these other changes, it is the diet to which they attribute the effect. Likewise, every ad campaign takes place in a world where lots of other factors are changing as well. Advertisers, for example, often set their budgets for the upcoming year as a function of their anticipated sales volume, or increase their spending during peak shopping periods like the holidays. Both these strategies will have the effect that sales and advertising will tend to be correlated whether or not the advertising is causing anything at all. But as with the diet, it is the advertising effort on which the business focuses its attention; thus if sales or some other metric of interest subsequently increases, it’s tempting to conclude that it was the advertising, and not something else, that caused the increase.17
Differentiating correlation from causation can be extremely tricky in general. But one simple solution, at least in principle, is to run an experiment in which the “treatment”—whether the diet or the ad campaign—is applied in some cases and not in others. If the effect of interest (weight loss, increased sales, etc.) happens significantly more in the presence of the treatment than it does in the “control” group, we can conclude that it is in fact causing the effect. If it doesn’t, we can’t. In medical science, remember, a drug can be approved by the FDA only after it has been subjected to field studies in which some people are randomly assigned to receive the drug while others are randomly assigned to receive either nothing or a placebo. Only if people taking the drug get better more frequently than people who don’t take the drug is the drug company allowed to claim that it works.
Precisely the same reasoning ought to apply in advertising. Without experiments, it’s actually close to impossible to ascertain cause and effect, and therefore to measure the real return on investment of an advertising campaign. Let’s say, for example, that a new product launch is accompanied by an advertising campaign, and the product sells like hotcakes. Clearly one could compute a return on investment based on how much was spent on the campaign and how much sales were generated, and that’s generally what advertisers do. But what if the item was simply a great product that would have sold just as well anyway, even with no advertising campaign at all? Then clearly that money was wasted. Alternatively, what if a different campaign would have generated twice as many sales for the same cost? Once again, in a relative sense the campaign generated a poor return on investment, even though it “worked.”18
Without experiments, moreover, it’s extremely difficult to measure how much of the apparent effect of an ad was due simply to the predisposition of the person viewing it. It is often noted, for example, that search ads—the sponsored links you see on the right-hand side of a search results page—perform much better than display ads that appear on most other Web pages. But why is that? A big part of the reason is that which sponsored links you see depends very heavily on what you just searched for. People searching for “Visa card” are very likely to see ads for credit card vendors, while people searching for “Botox treatments” are likely to see ads for dermatologists. But these people are also more likely to be interested precisely in what those particular advertisers have to offer. As a result, the fact that someone who clicked on an ad for a Visa card subsequently signs up for one can only be partly attributed to the ad itself, for the simple reason that the same consumer might have signed up for the card anyway.
This seems like an obvious point, but it is widely misunderstood.19 Advertisers, in fact, often pay a premium to reach customers they think are most likely to buy their products—because they have bought their products (e.g., Pampers) in the past; or because they have bought products in the same category (e.g., a competitor to Pampers); or because their attributes and circumstances make them likely to do so soon (e.g., a young couple expecting their first child). Targeted advertising of this kind is often held up as the quintessence of a scientific approach. But again, at least some of those consumers, and possibly many of them, would have bought the products anyway. As a result, the ads were just as wasted on them as they were on consumers who saw the ads and weren’t interested. Viewed this way, the only ads that matter are those that sway the marginal consumer—the one who ends up buying the product, but who wouldn’t have bought it had they not seen the ad. And the only way to determine the effect on marginal consumers is to conduct an experiment in which the decision about who sees the ad and who doesn’t is made randomly.
FIELD EXPERIMENTS
A common objection to running these kinds of randomized experiments is that it can be difficult to do in practice. If you put up a billboard by the highway or place an ad in a magazine, it’s generally impossible to know who sees it—even consumers themselves are often unaware of the ads they have seen. Moreover, the effects can be hard to measure. Consumers may make a purchase days or even weeks later, by which stage the connection between seeing the ad and acting on it has been lost. These are reasonable objections, but increasingly they can be dealt with, as three of my colleagues at Yahoo!—David Reiley, Taylor Schreiner, and Randall Lewis—demonstrated recently in a pioneering “field experiment” involving 1.6 million customers of a large retailer who were also active Yahoo! users.
To perform the experiment, Reiley and company randomly assigned 1.3 million users to the “treatment” group, meaning that when they arrived at Yahoo!-operated websites, they were shown ads for the retailer. The remaining 300,000, meanwhile, were assigned to the “control” group, meaning that they did not see these ads even if they visited exactly the same pages as the treatment group members. Because the assignment of individuals to treatment and control groups was random, the differences in behavior between the two groups had to be caused by the advertising itself. And because all the participants in the experiment were also in the retailer’s database, the effect of the advertising could be measured in terms of their actual purchasing behavior—up to several weeks after the campaign itself concluded.20
Using this method, the researchers estimated that the additional revenue generated by the advertising was roughly four times the cost of the campaign in the short run, and possibly much higher over the long run. Overall, therefore, they concluded that the campaign had in fact been effective—a result that was clearly good news both for Yahoo! and the retailer. But what they also discovered was that almost all the effect was for older consumers—the ads were largely ineffective for people under forty. At first, this latter result seems like bad news. But the right way to think about it is that finding out that something doesn’t work is also the first step toward learning what does work. For example, the advertiser could experiment with a variety of different approaches to appeal to younger people, including different formats, different styles, or even different sorts of incentives and offers. It’s entirely possible that something would work, and it would be valuable to figure out what that is in a systematic way.
But let’s say that none of these attempts is effective. Perhaps the brand in question is just not appealing to particular demographics, or perhaps those people don’t respond to online advertising. Even in that event, however, the advertiser can at least stop wasting money advertising to them, freeing more resources to focus on the population that might actually be swayed. Regardless, the only way to improve one’s marketing effectiveness over time is to first know what is working and what isn’t. Advertising experiments, therefore, should not be viewed as a one-off exercise that either yields “the answer” or doesn’t, but rather as part of an ongoing learning process that is built into all advertising.21
A small but growing community of researchers is now arguing that the same mentality should be applied not just to advertising but to all manner of business and policy planning, both online and off. In a recent article in MIT Sloan Management Review, for example, MIT professors Erik Brynjolfsson and Michael Schrage argue that new technologies for tracking inventory, sales, and other business parameters—whether the layout of links on a search page, the arrangement of products on a store shelf, or the details of a special direct mail offer—are bringing about a new era of controlled experiments in business. Brynjolfsson and Schrage even quote Gary Loveman, the chief executive of the casino company Harrah’s, as saying, “There are two ways to get fired from Harrah’s: stealing from the company, or failing to include a proper control group in your business experiment.” You might find it disturbing that casino operators are ahead of the curve in terms of science-based business practice, but the mind-set of routinely including experimental controls is one from which other businesses could clearly benefit.22
Field experiments are even beginning to gain traction in the more tradition-bound worlds of economics and politics. Researchers associated with the MIT Poverty Action Lab, for example, have conducted more than a hundred field experiments to test the efficacy of various aid policies, mostly in the areas of public health, education, and savings and credit. Political scientists have tested the effect of advertising and phone solicitations on voter turnout, as well as the effect of newspapers on political opinions. And labor economists have conducted numerous field experiments to test the effectiveness of different compensation schemes, or how feedback affects performance. Typically the questions these researchers pose are quite specific. Should aid agencies give away mosquito nets or charge for them? How do workers respond to fixed wages versus performance-based pay? Does offering people a savings plan help them to save more? Yet answers to even these modest goals would be useful to managers and planners. And field experiments could be conducted on grander scales as well. For example, public policy analyst Randal O’Toole has advocated conducting field experiments for the National Park Service that would test different ways to manage and govern the national parks by applying them randomly to different parks (Yellowstone, Yosemite, Glacier, etc.) and measuring which ones work the best.23
THE IMPORTANCE OF LOCAL KNOWLEDGE
The potential of field experiments is exciting, and there is no doubt that they are used far less often than they could be. Nevertheless, it isn’t always possible to conduct experiments. The United States cannot go to war with half of Iraq and remain at peace with the other half just to see which strategy works better over the long haul. Nor can a company easily rebrand just a part of itself, or rebrand itself with respect to only some consumers and not others.24 For decisions like these, it’s unlikely that an experimental approach will be of much help; nevertheless, the decisions still have to get made. It’s all well and good for academics and researchers to debate the finer points of cause and effect, but our politicians and business leaders must often act in the absence of certainty. In such a world, the first rule of order is not to let the perfect be the enemy of the good, or as my Navy instructors constantly reminded us, sometimes even a bad plan is better than no plan at all.
Fair enough. In many circumstances, it may well be true that realistically all one can do is pick the course of action that seems to have the greatest likelihood of success and commit to it. But the combination of power and necessity can also lead planners to have more faith in their instincts than they ought to, often with disastrous consequences. As I mentioned in Chapter 1, the late nineteenth and early twentieth centuries were characterized by pervasive optimism among engineers, architects, scientists, and government technocrats that the problems of society could be solved just like problems in science and engineering. Yet as the political scientist James Scott has written, this optimism was based on a misguided belief that the intuition of planners was as precise and reliable as mankind’s accumulated scientific expertise.
According to Scott, the central flaw in this “high modernist” philosophy was that it underemphasized the importance of local, context-dependent knowledge in favor of rigid mental models of cause and effect. As Scott put it, applying generic rules to a complex world was “an invitation to practical failure, social disillusionment, or most likely both.” The solution, Scott argued, is that plans should be designed to exploit “a wide array of practical skills and acquired intelligence in responding to a constantly changing natural and human environment.” This kind of knowledge, moreover, is hard to reduce to generally applicable principles precisely because “the environments in which it is exercised are so complex and non-repeatable that formal procedures of rational decision making are impossible to apply.” In other words, the knowledge on which plans should be based is necessarily local to the concrete situation in which it is to be applied.25
Scott’s argument in favor of local knowledge was in fact presaged many years earlier in a famous paper titled “The Use of Knowledge in Society” by the economist Friedrich Hayek, who argued that planning was fundamentally a matter of aggregating knowledge. Knowing what resources to allocate, and where, required knowing who needed how much of what relative to everyone else. Hayek also argued, however, that aggregating all this knowledge across a broad economy made up of hundreds of millions of people is impossible for any single central planner no matter how smart or well intentioned. Yet it is precisely the aggregation of all this information that markets achieve every day, without any oversight or direction. If, for example, someone, somewhere invents a new use for iron that allows him to make more profitable use of it than anyone else, that person will also be willing to pay more for the iron than anyone else will. And because aggregate demand has now gone up, then all else being equal, so will its price. The people who have less productive uses will therefore buy less iron, while the people who have more productive uses will buy more of it. Nobody needs to know why the price went up, or who it is that suddenly wants more iron—in fact, no one needs to know anything about the process at all. Rather, it is the “invisible hand” of the market that automatically allocates the limited amount of iron in the world to whomever can make the best use of it.
Hayek’s paper is often held up by free market advocates as an argument that government-designed solutions are always worse than market-based ones, and no doubt there are cases where this conclusion is correct. For example, “cap and trade” policies to reduce carbon emissions explicitly invoke Hayek’s reasoning. Rather than the government instructing businesses on how to reduce their carbon emissions—as would be the case with typical government regulation—it should simply place a cost on carbon by “capping” the total amount that can be emitted by the economy as a whole, and then leave it up to individual businesses to figure out how best to respond. Some businesses would find ways to reduce their energy consumption, while others would switch to alternative sources of energy, and others still would look for ways to clean up their existing emissions. Finally, some businesses would prefer to pay for the privilege of continuing to emit carbon by buying credits from those who prefer to cut back, where the price of the credits would depend on the overall supply and demand—just as in other markets.26
Market-based mechanisms like cap and trade do indeed seem to have more chance of working than centralized bureaucratic solutions. But market-based mechanisms are not the only way to exploit local knowledge, nor are they necessarily the best way. Critics of cap-and-trade policies, for example, point out that markets for carbon credits are likely to spawn all manner of complex derivatives—like the derivatives that brought the financial system to its knees in 2008—with consequences that may undermine the intent of the policy. A less easily gamed approach, they argue, would be to increase the cost of carbon simply by taxing it, thereby still offering incentives to businesses to reduce emissions and still giving them the flexibility to decide how best to reduce them, but without all the overhead and complexity of a market.
Another nonmarket approach to harnessing local knowledge that is increasingly popular among governments and foundations alike is the prize competition. Rather than allocating resources ahead of time to preselected recipients, prize competitions reverse the funding mechanism, allowing anyone to work on the problem, but only rewarding solutions that satisfy prespecified objectives. Prize competitions have attracted a lot of attention in recent years for the incredible amount of creativity they have managed to leverage out of relatively small prize pools. The funding agency DARPA, for example, was able to harness the collective creativity of dozens of university research labs to build self-driving robot vehicles by offering just a few million dollars in prize money—far less than it would have cost to fund the same amount of work with conventional research grants. Likewise, the $10 million Ansari X Prize elicited more than $100 million worth of research and development in pursuit of building a reusable spacecraft. And the video rental company Netflix got some of the world’s most talented computer scientists to help it improve its movie recommendation algorithms for just a $1 million prize.
Inspired by these examples—along with “open innovation” companies like Innocentive, which conducts hundreds of prize competitions in engineering, computer science, math, chemistry, life sciences, physical sciences, and business—governments are wondering if the same approach can be used to solve otherwise intractable policy problems. In the past year, for example, the Obama administration has generated shock waves throughout the education establishment by announcing its “Race to the Top”—effectively a prize competition among US states for public education resources allocated on the basis of plans that the states must submit, which are scored on a variety of dimensions, including student performance measurement, teacher accountability, and labor contract reforms. Much of the controversy around the Race to the Top takes issue with its emphasis on teacher quality as the primary determinant of student performance and on standardized testing as a way to measure it. These legitimate critiques notwithstanding, however, the Race to the Top remains an interesting policy experiment for the simple reason that, like cap and trade, it specifies the “solution” only at the highest level, while leaving the specifics up to the states themselves.27
DON’T “SOLVE”: BOOTSTRAP
Market-based solutions and prize competitions are both good ideas, but they’re not the only way that centralized bureaucracies can take advantage of local knowledge. A different approach altogether begins with the observation that in any troubled system, there are often instances of individuals and groups—called bright spots by marketing scientists Chip and Dan Heath in their book Switch—who have figured out workable solutions to specific problems. The bright-spot approach was first developed by Tufts University nutrition professor Marian Zeitlin, who noticed that a number of studies of child nutrition in impoverished communities had found that within any given community, some children seemed to be better nourished than others. After understanding these naturally occurring success stories—how the children’s mothers behaved differently, what they fed them and when—Zeitlin realized that he could help other mothers to take better care of their children simply by teaching them the homegrown solutions that already existed in their own communities. Subsequently, the bright-spot approach has been used successfully in developing nations, and even in the United States where certain hand-washing practices in a small number of hospitals are being replicated in order to help reduce bacterial infections—the leading cause of preventable hospital deaths—throughout the medical system.28
The bright-spot approach is also similar to what political scientist Charles Sabel calls bootstrapping, a philosophy that has begun to gain popularity in the world of economic development. Bootstrapping is modeled on the famous Toyota Production System, which has been embraced not only across the Japanese automotive firms but also more broadly across industries and cultures. The basic idea is that production systems should be engineered along “just in time” principles, which assure that if one part of the system fails, the whole system must stop until the problem is fixed. At first, this sounds like a bad idea (and it has led Toyota to the brink of disaster at least once), but its advantage is that it forces organizations to address problems quickly and aggressively. It also forces them to trace problems to their “root causes”—a process that frequently requires looking beyond the immediate cause of the failure to discover how flaws in one part of the system can result in failures somewhere else. And finally, it forces them to look either for existing solutions or else adapt solutions from related activities—a process known as benchmarking. Together these three practices—identifying failure points, tracing problems to root causes, and searching for solutions outside the confines of existing routines—can transform the organization itself from one that offers solutions to complex problems in a centralized managerial manner into one that searches for solutions among a broad network of collaborators.29
Like bright spots, bootstrapping focuses on concrete solutions to local problems, and seeks to extract solutions that are working from what is already happening on the ground. However, bootstrapping goes one step further, sniffing out not only what is working, but also what could work if certain impediments were removed, constraints lifted, or problems solved elsewhere in the system. A potential downside of bootstrapping is that it requires a motivated workforce with strong incentives to solve problems as they arise. So one might legitimately wonder whether the model can be translated from highly competitive industrial settings to the world of economic development or public policy. But as Sabel points out, there are now so many examples of local successes—footwear producers in the Sinos Valley of Brazil, wine growers in Mendoza, Argentina, or soccer ball manufacturers in Sialkot, Pakistan—that have flourished on the strength of the bootstrapping approach that it is hard to dismiss them as mere aberrations.30
PLANNING AND COMMON SENSE
Most important, what both bright spots and bootstrapping have in common is that they require a shift in mind-set on the part of planners. First, planners must recognize that no matter what the problem is—creating a more nutritious diet in impoverished villages, reducing infection rates in hospitals, or improving the competitiveness of local industries—chances are that somebody out there already has part of the solution and is willing to share it with others. And second, having realized that they do not need to figure out the solution to every problem on their own, planners can instead devote their resources to finding the existing solutions, wherever they occur, and spreading their practice more widely.31
In effect, this is also the lesson of thinkers like Scott and Hayek, whose proposed solutions also advocate that policy makers devise plans that revolve around the knowledge and motivation of local actors rather than relying on their own. Planners, in other words, need to learn to behave more like what the development economist William Easterly calls searchers. As Easterly puts it,
A Planner thinks he already knows the answer; he thinks of poverty as a technical engineering problem that his answers will solve. A Searcher admits he doesn’t know the answers in advance; he believes that poverty is a complicated tangle of political, social, historical, institutional, and technological factors … and hopes to find answers to individual problems by trial and error.… A Planner believes outsiders know enough to impose solutions. A Searcher believes only insiders have enough knowledge to find solutions, and that most solutions must be homegrown.32
As different as they appear on the surface, in fact, all these approaches to planning—along with Mintzberg’s emergent strategy, Peretti’s mullet strategy, crowdsourcing, and field experiments—are really just variations on the same general theme of “measuring and reacting.” Sometimes what is being measured is the detailed knowledge of local actors, and sometimes it is mouse clicks or search terms. Sometimes it is sufficient merely to gather data, and sometimes one must conduct a randomized experiment. Sometimes the appropriate reaction is to shift resources from one program or topic or ad campaign to another, while at other times it is to expand on someone else’s homegrown solution. There are, in fact, as many ways to measure and react to different problems as there are problems to solve, and no one-size-fits-all approach exists. What they all have in common, however, is that they require planners—whether government planners trying to reduce global poverty or advertising planners trying to launch a new campaign for a client—to abandon the conceit that they can develop plans on the basis of intuition and experience alone. Plans fail, in other words, not because planners ignore common sense, but rather because they rely on their own common sense to reason about the behavior of people who are different from them.
This seems like an easy trap to avoid, but it isn’t. Whenever we contemplate the question of why it is that things turned out the way they did, or why people do what they do, we are always able to come up with plausible answers. We may even be so convinced by our answers that whatever prediction or explanation we arrive at may seem obvious. We will always be tempted to think that we know how other people will react to a new product, or to a politician’s campaign speech, or to a new tax law. “It’ll never work,” we will want to say, “because people just don’t like that kind of thing,” or “No one will be fooled by his obvious chicanery,” or “Such a tax will reduce incentives to work hard and invest in the economy.” None of this can be helped—we cannot suppress our commonsense intuition any more than we can will our heart to stop beating. What we can do, however, is remember that whenever it comes to questions of business strategy or government policy, or even marketing campaigns and website design, we must rely less on our common sense and more on what we can measure.
But measurement alone is not enough to prevent us from misleading ourselves. Commonsense reasoning can also mislead us with respect to more philosophical questions about society—like how we assign blame, or how we attribute success—where measurement may be impossible. In these circumstances too we will not be able to restrain our commonsense intuition from coming up with seemingly self-evident answers. But once again, we can suspect it, and instead look for ways to think about the world that benefit from understanding the limits of common sense.
CHAPTER 9
Fairness and Justice
August 4, 2001, was a Saturday, and Joseph Gray was having a fun day. Gray, a fifteen-year veteran of the New York City Police Department, had finished the late shift that morning, in the 72nd precinct in Brooklyn, and he and a bunch of his colleagues decided to stick around the station house to have a few beers. Shortly before noon, by which stage a few beers had turned into several beers, several of them decided to have lunch at the nearby Wild, Wild West topless bar. Officer Gray, apparently, was particularly pleased with the decision, as he stayed there all afternoon and into the evening, even after the rest of his friends had left. It was puzzling behavior, considering he had to report to work again later that night, but perhaps he was hoping to get there a few hours before his shift started and sleep it off. Regardless, by the time he poured himself into his burgundy Ford Windstar van, he had drunk somewhere between twelve and eighteen beers—enough to put his blood alcohol content at over twice the legal limit.
What happened next isn’t completely clear, but the record indicates that as Officer Gray drove north on Third Avenue, under the Gowanus Expressway overpass, he ran a red light. Definitely not good, but also perhaps not a big deal. On any other Saturday evening he might have sailed right on through and gotten safely to Staten Island, where he planned to pick up one of his drinking partners from earlier in the day before returning to the station. But on this particular night, he was not to be so lucky. Nor were twenty-four-year-old Maria Herrera; her sixteen-year-old sister, Dilcia Peña; and Herrera’s four-year old son, Andy, who were crossing the avenue at 46th Street at that moment. Officer Gray struck the three of them at full speed, killing them all and dragging the poor boy’s body for nearly half a block under his front fender before coming to a halt. As he emerged from his vehicle, witnesses claimed his eyes were glassy, his voice was slurred, and he kept asking, “Why did they cross?” over and over again. But the nightmare didn’t end there. Maria Herrera was also eight-and-a-half months pregnant. Her unborn baby, Ricardo, was delivered by cesarean section at Lutheran Medical Center, and the doctors there fought to save his life. But they failed. Twelve hours after his mother died, so did baby Ricardo, leaving his father, Victor Herrera, alone in the world.
Almost two years later, Joseph Gray was sentenced in State Supreme Court to the maximum penalty of five to fifteen years in prison on four counts of second-degree manslaughter. Gray pleaded with the judge for mercy, claiming that he’d never done “anything intentional in my entire life to hurt another human being,” and more than one hundred supporters wrote letters to the court attesting to his decency. But Justice Anne Feldman was unsympathetic, pointing out that driving a half-ton van along city streets while intoxicated was “equivalent to waving a loaded gun around a crowded room.” The four thousand members of the Herreras’ community, who signed a petition demanding the maximum sentence, clearly concurred with the judge. Many felt that Gray had gotten off easy. Certainly Victor Herrera did. “Joseph Gray, fifteen years is not enough for you,” he told the courtroom. “You will get out of prison one day. And when you do, you will still be able to see your family. I will have nothing. You killed everything I have.”1
Even reading about these events years after they took place, it’s impossible not to feel the grief and anger of the victims’ family. As Victor Herrera expressed it to one reporter, God had blessed him with the family he’d dreamed of; then one drunk and reckless man had taken it all away from him in an instant. It’s a horrible thought, and Herrera has every right to hate the man who destroyed his life. Nevertheless, as I read about the repercussions—the protests outside the police station, the condemnation of neighbors and politicians, the shock waves through the community, and of course the eventual sentence—I couldn’t help but think about what would have happened had Joseph Gray come along an instant later. Naturally there would have been no accident, and Maria Herrera, her sister, and her son would have gone along their merry way. She would have given birth to Ricardo weeks later, hopefully lived a long and happy life, and would never have thought twice about the van speeding erratically along Third Avenue that summer evening. Joseph Gray would have picked up his fellow officer in Staten Island, who presumably would have insisted on driving back to Brooklyn. Gray might have gotten a reprimand from his supervisor, or he might have gotten away with it altogether. But regardless, he would have gone home to his wife and three children the next day and gotten on with his quiet, unremarkable existence.
ALL’S NOT WELL THAT ENDS WELL
OK, I know what you’re thinking. Even if Gray’s driving drunk did not make the accident inevitable, it did increase the likelihood that something bad would happen, and his punishment was justified in terms of his behavior. But if that’s true, then versions of his crime play out all the time. Every day, police officers—not to mention public officials, parents, and others—get drunk and drive their cars. Some of them are as drunk as Joseph Gray was that night, and some of them drive just as irresponsibly. Most of them don’t get caught, and even the few who do are rarely sent to jail. Few are subject to the punishment and public vilification that befell Joseph Gray, who was labeled a monster and a murderer. So what was it about Joseph Gray’s actions that made him so much worse than all these others? No matter how reprehensible, even criminal, you think his actions that day were, they would have been exactly as bad had he walked out of the bar a minute later, or had the light been green, or had the Herreras been momentarily delayed while walking down the street, or had they seen the car coming and sped up or slowed down. Nevertheless, even if you subscribe to Judge Feldman’s logic that everyone who is driving a van drunk down a city street is a potential killer of mothers and children, it is hard to imagine charging every driver who has had a few too many drinks—or these days, anyone texting or talking on a cell phone—to fifteen years in prison, simply on the grounds that they might have killed someone.
That the nature of the outcome should matter is about as commonsense an observation as one can think of. If great harm is caused, great blame is called for—and conversely, if no harm is caused, we are correspondingly inclined to leniency. All’s well that end’s well, is it not? Well, maybe, but maybe not. To be clear, I’m not drawing any conclusion about whether Joseph Gray got a fair trial, or whether he deserved to spend the next fifteen years of his life in prison; nor am I insisting that all drunk drivers should be treated like murderers. What I am saying, however, is that in being swayed so heavily by the outcome, our commonsense notions of justice inevitably lead us to a logical conundrum. On the one hand, it seems an outrage not to punish a man who killed four innocent people with the full force of the law. And on the other hand, it seems grossly disproportionate to treat every otherwise decent, honest person who has ever had a few too many drinks and driven home as a criminal and a killer. Yet aside from the trembling hand of fate, there is no difference between these two instances.
Quite possibly this is an inconsistency that we simply have to live with. As sociologists who study institutions have long argued, the formal rules that officially govern behavior in organizations and even societies are rarely enforced in practice, and in fact are probably impossible to enforce both consistently and comprehensively. The real world of human interactions is simply too messy and ambiguous a place ever to be governed by any predefined set of rules and regulations; thus the business of getting on with life is something that is best left to individuals exercising their common sense about what is reasonable and acceptable in a given situation. Most of the time this works fine. Problems get resolved, and people learn from their mistakes, without regulators or courts of law getting involved. But occasionally an infraction is striking or serious enough that the rules have to be invoked, and the offender dealt with officially. Looked at on a case-by-case basis, the invocation of the rules can seem arbitrary and even unfair, for exactly the reasons I have just discussed, and the person who suffers the consequences can legitimately wonder “why me?” Yet the rules nevertheless serve a larger, social purpose of providing a rough global constraint on acceptable behavior. For society to function it isn’t necessary that every case get dealt with consistently, as nice as that would be. It is enough simply to discourage certain kinds of antisocial behavior with the threat of punishment.2
Seen from this sociological perspective, it makes perfect sense that even if some irresponsible people are lucky enough to get away with their actions, society still has to make examples of violators occasionally—if only to keep the rest of us in check—and the threshold for action that has been chosen is that harm is done. But just because sociological sense and common sense happen to converge on the same solution in this particular case does not mean that they are saying the same thing, or that they will always agree. The sociological argument is not claiming that the commonsense emphasis on outcomes over processes is right—just that it’s a tolerable error for the purpose of achieving certain social ends. It’s the same kind of reasoning, in fact, that Oliver Wendell Holmes used to defend freedom of speech—not because he was fighting for the rights of individuals per se, but because he believed that allowing everyone to voice their opinion served the larger interest of creating a vibrant, innovative, and self-regulating society.3 So even if we end up shrugging off the logical conundrum raised by cases like Joseph Gray’s as an acceptable price to pay for a governable society, it doesn’t follow that we should overlook the role of chance in determining outcomes. And yet we do tend to overlook it. Whether we are passing judgment on a crime, weighing up a person’s career, assessing some work of art, analyzing a business strategy, or evaluating some public policy, our evaluation of the process is invariably and often heavily swayed by our knowledge of the outcome, even when that outcome may have been driven largely by chance.
THE HALO EFFECT
This problem is related to what management scientist Phil Rosenzweig calls the Halo Effect. In social psychology, the Halo Effect refers to our tendency to extend our evaluation about one particular feature of another person—say that they’re tall or good-looking—to judgments about other features, like their intelligence or character, that aren’t necessarily related to the first feature at all. Just because someone is good-looking doesn’t mean they’re smart, for example, yet subjects in laboratory experiments consistently evaluate good-looking people as smarter than unattractive people, even when they have no reason to believe anything about either person’s intelligence. Not for no reason, it seems, did John Adams once snipe that George Washington was considered a natural choice of leader by virtue of always being the tallest man in the room.4
Rosenzweig argues that the very same tendency also shows up in the supposedly dispassionate, rational evaluations of corporate strategy, leadership, and execution. Firms that are successful are consistently rated as having visionary strategies, strong leadership, and sound execution, while firms that are performing badly are described as suffering from some combination of misguided strategy, poor leadership, or shoddy execution. But as Rosenzweig shows, firms that exhibit large swings in performance over time attract equally divergent ratings, even when they have pursued exactly the same strategy, executed the same way, under the same leadership all along. Remember that Cisco Systems went from the poster child of the Internet era to a cautionary tale in a matter of a few years. Likewise, for six years before its spectacular implosion in 2001, Enron was billed by Fortune magazine as “America’s most innovative company,” while Steve & Barry’s—a now-defunct low-cost clothing retailer—was heralded by the New York Times as a game-changing business only months before it declared bankruptcy. Rosenzweig’s conclusion is that in all these cases, the way firms are rated has more to do with whether they are perceived as succeeding than what they are actually doing.5
To be fair, Enron’s appearance of success was driven in part by outright deception. If more had been known about what was really going on, it’s possible that outsiders would have been more circumspect. Better information might also have tipped people off to lurking problems at Steve & Barry’s and maybe even at Cisco. But as Rosenzweig shows, better information is not on its own any defense against the Halo Effect. In one early experiment, for example, groups of participants were told to perform a financial analysis of a fictitious firm, after which they were rated on their performance and asked to evaluate how well their team had functioned on a variety of metrics like group cohesion, communication, and motivation. Sure enough, groups that received high performance scores consistently rated themselves as more cohesive, motivated, and so on than groups that received low scores. The only problem with these assessments was that the performance scores were assigned at random by the experimenter—there was no difference in performance between the high and low scorers. Rather than highly functioning teams delivering superior results, in other words, the appearance of superior results drove the illusion of high functionality. And remember, these were not assessments made by external observers who might have lacked inside information—they were by the very members of the teams themselves. The Halo Effect, in other words, turns conventional wisdom about performance on its head. Rather than the evaluation of the outcome being determined by the quality of the process that led to it, it is the observed nature of the outcome that determines how we evaluate the process.6
Negating the Halo Effect is difficult, because if one cannot rely on the outcome to evaluate a process then it is no longer clear what to use. The problem, in fact, is not that there is anything wrong with evaluating processes in terms of outcomes—just that it is unreliable to evaluate them in terms of any single outcome. If we’re lucky enough to get to try out different plans many times each, for example, then by keeping track of all their successes and failures, we can indeed hope to determine their quality directly. But in cases where we only get to try out a plan once, the best way to avoid the Halo Effect is to focus our energies on evaluating and improving what we are doing while we are doing it. Planning techniques like scenario analysis and strategic flexibility, which I discussed earlier, can help organizations expose questionable assumptions and avoid obvious mistakes, while prediction markets and polls can exploit the collective intelligence of their employees to evaluate the quality of plans before their outcome is known. Alternatively, crowdsourcing, field experiments, and bootstrapping—discussed in the last chapter—can help organizations learn what is working and what isn’t and then adjust on the fly. By improving the way we make plans and implement them, all these methods are designed to increase the likelihood of success. But they can’t, and should not, guarantee success. In any one instance, therefore, we need to bear in mind that a good plan can fail while a bad plan can succeed—just by random chance—and therefore try to judge the plan on its own merits as well as on the known outcome.7
TALENT VERSUS LUCK
Even when it comes to measuring individual performance, it’s easy to get tripped up by the Halo Effect—as the current outrage over compensation in the financial industry exemplifies. The source of the outrage, remember, isn’t that bankers got paid lots of money—because we always knew that—but rather that they got paid lots of money for what now seems like disastrously bad performance. Without doubt there is something particularly galling about so-called pay for failure. But really it is just a symptom of a deeper problem with the whole notion of pay for performance—a problem that revolves around the Halo Effect. Consider, for example, all the financial-sector workers who qualified for large bonuses in 2009—the year after the crisis hit—because they made money for their employers. Did they deserve to be paid bonuses? After all, it wasn’t them who screwed up, so why should they be penalized for the foolish actions of other people? As one recipient of the AIG bonuses put it, “I earned that money, and I had nothing to do with all of the bad things that happened at AIG.”8 From a pragmatic perspective, moreover, it’s also entirely possible that if profit-generating employees aren’t compensated accordingly, they will leave for other firms, just as their bosses kept saying. As the same AIG employee pointed out, “They needed us to stay, because we were still making them lots of money, and we had the kind of business we could take to any competitor or, if they wanted, that we could wind down profitably.” This all sounds reasonable, but it could just be the Halo Effect again. Even as the media and the public revile one group of bankers—those who booked “bad” profits in the past—it still seems reasonable that bankers who make “good” profits deserve to be rewarded with bonuses. Yet for all we know, these two groups of bankers may be playing precisely the same game.
Imagine for a second the following thought experiment. Every year you flip a coin: If it comes up heads, you have a “good” year; and if it comes up tails, you have a “bad” year. Let’s assume that your bad years are really bad, meaning that you lose a ton of money for your employer, but that in your good years you earn an equally outsized profit. We’ll also adopt a fairly strict pay-for-performance model in which you get paid nothing in your bad years—no cheating, like guaranteed bonuses or repriced stock options allowed—but you receive a very generous bonus, say $10 million, in your good years. At first glance this arrangement seems fair—because you only get paid when you perform. But a second glance reveals that over the long run, the gains that you make for your employer are essentially canceled out by your losses; yet your compensation averages out at a very handsome $5 million per year. Presumably our friend at AIG doesn’t think that he’s flipping coins, and that my analogy is therefore fundamentally misconceived. He feels that his success is based on his skill, experience, and hard work, not luck, and that his colleagues committed errors of judgment that he has avoided. But of course, that’s precisely what his colleagues were saying a year or two earlier when they were booking those huge profits that turned out to be illusory. So why should we believe him now any more than we should have believed them? More to the point, is there a way to structure pay-for-performance schemes that only reward real performance?
One increasingly popular approach is to pay bonuses that are effectively withheld by the employer for a number of years. The idea is that if outcomes are really random in the sense of a simple coin toss, then basing compensation on multiyear performance ought to average out some of that randomness. For example, if I take a risky position in some asset whose value booms this year and tanks a year from now, and my bonus is based on my performance over a three-year period, I won’t receive any bonus at all. It’s a reasonable idea, but as the recent real estate bubble demonstrated, faulty assumptions can appear valid for years at a time. So although stretching out the vesting period diminishes the role of luck in determining outcomes, it certainly doesn’t eliminate it. In addition to averaging performance over an extended period, therefore, another way to try to differentiate individual talent from luck is to index performance relative to a peer group, meaning that a trader working in a particular asset class—say, interest rate swaps—should receive a bonus only for outperforming an index of all traders in that asset class. Put another way, if everybody in a particular market or industry makes money at the same time—as all the major investment banks did in the first quarter of 2010—we ought to suspect that performance is being driven by a secular trend, not individual talent.
Delaying bonuses and indexing performance to peers are worthy ideas, but they may still not solve the deeper problem of differentiating luck from talent. Consider, for example, the case of Bill Miller, the legendary mutual fund manager whose Value Trust beat the S&P 500 fifteen years straight—something no other mutual fund manager has ever accomplished. Over this period, Miller’s success seems like a textbook case of talent trumping luck. He really did outperform his peers, year after year, for fifteen years—a winning streak that, as the investment strategist Michael Mauboussin has shown, would be extremely unlikely to have occurred in the historical population of fund managers if everyone were tossing proverbial coins.9 At the end of his streak, therefore, it would have been hard to dispute that Miller was doing something special. But then, in the three-year period from 2006 to 2008, right after his record streak ended, Miller’s performance was bad enough to reverse a large chunk of his previous gains, dragging his ten-year average below that of the S&P. So was he a brilliant investor who simply had some bad luck, or was he instead the opposite: a relatively ordinary investor whose ultimately flawed strategy just happened to work for a long time? The problem is that judging from his investing record alone, it’s probably not possible to say. Just as Michael Raynor explained for business strategies, like Sony versus Matsushita in the video war described in Chapter 7, investing strategies can be successful or unsuccessful for several years in a row for reasons that have nothing to do with skill, and everything to do with luck. Naturally, it won’t seem like luck, but there is no way to know that whatever story is concocted to explain that success isn’t simply another manifestation of the Halo Effect.
To be sure that we are not just falling for the Halo Effect, we really need a different measure of performance altogether—one that assesses individual skill directly rather than by inferring it from outcomes that might be determined by forces beyond the individual’s control. At the end of his streak, Miller was compared a lot with Joe DiMaggio, who had a famous hitting streak of fifty-six consecutive games during the 1941 baseball season. Superficially, the streaks are analogous, but in DiMaggio’s case, we also know that his career batting average was 0.3246, which is the 44th highest in baseball history, and that during the time of the streak it was an astonishing .409.10 So although there was still an element of luck in DiMaggio’s streak, his skill ensured that he was more likely to be “lucky” than most other players.11
Ideally then, we would like to have the equivalent of a batting average to measure performance in different professions. But outside of sports, unfortunately, such statistics are not so easy to put together.12 The reason is that outcomes in sports are generally repeated many times under close-to-identical conditions. A baseball player may have six hundred at-bats in a single season, and many thousands throughout his career, each one of which is, roughly speaking, an independent test of individual skill. Even for more ephemeral skills, like outstanding positional play in professional basketball, that are harder to measure directly but still help the team win, we have almost one hundred NBA games each season that we can watch to observe a player’s effect on his team and on the outcome.13 At first, it seems that an accomplishment like beating the S&P 500 for the year is a pretty good equivalent of a batting average for fund managers—and indeed fund managers with long streaks do tend to beat the S&P 500 more often than average, just like baseball players with high batting averages. By this measure, however, in a forty-year career a fund manager will get only forty “at-bats” total—simply not enough data to estimate the true value with any confidence.14
THE MATTHEW EFFECT
And finance is in many respects an easy case—because the existence of indices like the S&P 500 at least provide agreed-upon benchmarks against which an individual investor’s performance can be measured. In business or politics or entertainment, however, there is much less agreement about how to measure individual skill, and even fewer independent trials over which to measure it. Most important of all, serial accomplishments are usually not independent demonstrations of skill in the way that, say, each of Roger Federer’s grand slam victories in tennis are independent. One could argue that Federer’s reputation can intimidate opponents, thereby giving him a psychological edge, or that tournament draws are organized in such a way that the top seeds don’t play each other until the later rounds—all of which could be seen as an advantage deriving from his previous success. Nevertheless, every time Federer walks out on the court he has to win under more or less the same circumstances as the very first time he played professional tennis. No one would think it fair to give him, say, an extra serve, or the ability to overrule the referee, or any other advantage over his opponent, just because he’s won so often in the past. Likewise, it would be outrageous to give the team that wins the first of seven games in an NBA playoff series ten extra points at the start of the second game. In sports, that is, we place tremendous importance on making the playing field as level as possible and every test of skill independent from every other.
Much of life, however, is characterized by what the sociologist Robert Merton called the Matthew Effect, named after a sentence from the book of Matthew in the Bible, which laments “For to all those who have, more will be given, and they will have an abundance; but from those who have nothing, even what they have will be taken away.” Matthew was referring specifically to wealth (hence the phrase “the rich get richer and the poor get poorer”), but Merton argued that the same rule applied to success more generally. Success early on in an individual’s career, that is, confers on them certain structural advantages that make subsequent successes much more likely, regardless of their intrinsic aptitude. In science, for example, junior scientists who land jobs at top research universities tend to experience lighter teaching loads, attract better graduate students, and have an easier time getting grants or publishing papers than their peers who end up at second- or third-tier universities. As a result, two individuals in the same field who may have been roughly comparable at the beginning of their careers may experience dramatically different levels of success five or ten years down the road on no more grounds than that they were hired at different institutions. And from there, it just gets more unequal still. Successful scientists also tend to receive a disproportionate share of the credit for anything with which they are associated, as when they write papers with unknown graduate students, who may have actually done most of the work or had the key ideas. Once someone is perceived as a star, in other words, not only can he attract more resources and better collaborators—thus producing far more than he would otherwise have been able to—he also tends to get more than his fair share of the credit for the resulting work.15
Merton was writing about scientific careers, but as the sociologist Daniel Rigney argues in his recent book The Matthew Effect, the same forces apply to most other careers as well. Success leads to prominence and recognition, which leads in turn to more opportunities to succeed, more resources with which to achieve success, and more likelihood of your subsequent successes being noticed and attributed to you. Isolating the effects of this accumulated advantage from differences in innate talent or hard work is difficult, but a number of studies have found that no matter how carefully one tries to select a pool of people with similar potential, their fortunes will diverge wildly over time, consistent with Merton’s theory. For example, it is known that college students who graduate during a weak economy earn less, on average, than students who graduate in a strong economy. On its own, that doesn’t sound too surprising, but the kicker is that this difference applies not just to the years of the recession itself, but continues to accumulate over decades. Because the timing of one’s graduation obviously has nothing to do with one’s innate talent, the persistence of these effects is strong evidence that the Matthew Effect is present everywhere.16
Typically we don’t like to think that the world works this way. In a meritocratic society, we want to believe that successful people must be more talented or must have worked harder than their less-successful counterparts—at the very least they must have taken better advantage of their opportunities. Just as when we try to understand why some book became a bestseller, when we try to explain why some individual is rich or successful common sense insists that the outcome arises from some intrinsic quality of the object or person in question. A best-selling book must be good somehow or else people wouldn’t have bought it. A wealthy man must be smart in some manner or else he wouldn’t be rich. But what the Halo Effect and the Matthew Effect should teach us is that these commonsense explanations are deeply misleading. It may be true that abjectly incompetent people rarely do well, or that amazingly talented individuals rarely end up as total failures, but few of us fall into those extremes. For most of us, the combination of randomness and cumulative advantage means that relatively ordinary individuals can do very well, or very poorly, or anywhere in between. But because every individual’s story is unique, we can always persuade ourselves that the outcome we have witnessed was somehow a product of their unique attributes.
None of this is to say, of course, that people, products, ideas, and companies don’t have different qualities or abilities. Nor does it suggest that we should stop believing that quality should lead to success. What it does suggest, however, is that talent ought to be evaluated on its own terms. One doesn’t have to know Roger Federer’s ranking to appreciate that he is a great tennis player—you can tell that simply by watching him. In the same way, if everyone who knows Bill Miller agrees that he is an exceptionally smart and thoughtful investor, then he probably is. As Miller himself has emphasized, statistics like his fifteen-year streak are as much artifacts of the calendar as indicators of his talent.17 Nor is it even the case that his talent ought to be judged by his cumulative career success—because that too could be undone by a single unlucky stroke. As unsatisfying as it may sound, therefore, our best bet for evaluating his talent may be simply to observe his investing process itself.18 What we conclude may or may not correlate with his track record, and it is almost certainly a more difficult evaluation to perform. But whenever we find ourselves describing someone’s ability in terms of societal measures of success—prizes, wealth, fancy titles—rather than in terms of what they are capable of doing, we ought to worry that we are deceiving ourselves. Put another way, the cynic’s question, if you’re so smart, why aren’t you rich? is misguided not only for the obvious reason that at least some smart people care about rewards other than material wealth, but also because talent is talent, and success is success, and the latter does not always reflect the former.19
THE MYTH OF THE CORPORATE SAVIOR
If separating talent from success seems difficult, it is especially hard when performance is measured not in terms of individual actions, like an investment banker’s portfolio, but rather the actions of an entire organization. To illustrate this problem, let’s step away from bankers for a moment and ask a less-fashionable question: To what extent should Steve Jobs, founder and CEO of Apple Inc., be credited with Apple’s recent success? Conventional wisdom holds that he is largely responsible for it, and not without reason. Since Jobs returned in the late 1990s to lead the company that he founded in 1976 with Steve Wozniak in a Silicon Valley garage, its fortunes have undergone a dramatic resurgence, producing a string of hit products like the iMac, the iPod, and the iPhone. As of the end of 2009, Apple had outperformed the overall stock market and its industry peers by about 150 percent over the previous six years, and in May 2010 Apple overtook Microsoft to become the most valuable technology company in the world. During all this time, Jobs has reportedly received neither a salary nor a cash bonus—his entire compensation has been in Apple stock.20
It’s a compelling story, and the list of Apple’s successes is long enough that it’s hard to believe it’s all due to chance. Nevertheless, because Apple’s history can only be run once, we can’t be sure that we aren’t simply succumbing to the Halo Effect. For example, as, I discussed in Chapter 7, the iPod strategy had a number of elements that could easily have led it to fail, as did the iPhone. Microsoft CEO Steve Ballmer looks silly now for scoffing at the idea that consumers would pay $500 for a phone that locked consumers into a two-year contract with AT&T and didn’t have a keyboard, but it was actually quite a reasonable objection. Both products now seem like strokes of genius, but only because they succeeded. Had they instead bombed, we would not be talking about Jobs’s brilliant strategy and leadership that simply didn’t work. Rather, we would be talking about his arrogance and unwillingness to pay attention to what the market wanted. As with all explanations that depend on the known outcome to account for why a particular strategy was good or bad, the conventional wisdom regarding Apple’s recent success is vulnerable to the Halo Effect.
Quite aside from the Halo Effect, however, there is another potential problem with the conventional wisdom about Apple. And that is our tendency to attribute the lion’s share of the success of an entire corporation, employing tens of thousands of talented engineers, designers, and managers to one individual. As with all commonsense explanations, the argument that Steve Jobs is the irreplaceable architect of Apple’s success is entirely plausible. Not only did Apple’s turnaround begin with Jobs’s return, after a decade of exile, from 1986 to 1996, but his reputation as a fiercely demanding manager with a relentless focus on innovation, design, and engineering excellence would seem to draw a direct line between his approach to leadership and Apple’s success. Finally, large companies like Apple need a way to coordinate the activities of many individuals on a common goal, and a strong leader seems required to accomplish this coordination feat. Because this role of leader is by definition unique, the leader seems unique also, and therefore justified in receiving the lion’s share of the credit for the company’s success.
Steve Jobs may in fact be such an individual—the sine qua non of Apple. But if he is, he is the exception rather than the rule in corporate life. As sociologist and Harvard Business School professor Rakjesh Khurana argues in Searching for a Corporate Savior, corporate performance is generally determined less by the actions of CEOs than by outside factors, like the performance of the overall industry or the economy as a whole, over which individual leaders have no control.21 Just as with the hubs and influencers that I discussed in Chapter 4, Khurana concludes that conventional explanations of success invoke the power of inspirational leaders not because the evidence supports that conclusion, but rather because without such a figure we do not have any intuitive understanding how a large, complex entity functions. Our need to see a company’s success through the lens of a single powerful individual, Khurana explains, is the result of a combination of psychological biases and cultural beliefs—particularly in cultures like the United States, where individual achievement is so celebrated. The media, too, prefers simple, human-centered narratives to abstract explanations based on social, economic, and political forces. Thus we both gravitate to, and are also disproportionately exposed to, explanations that emphasize the influence of special individuals in directing the course of incredibly complex organizations and events.22
Reinforcing this mentality is the peculiar way in which corporate leaders are selected. Unlike regular markets, which are characterized by large numbers of buyers and sellers, publicly visible prices, and a high degree of substitutability, the labor market for CEOs is characterized by a small number of participants, many of whom are already socially or professionally connected, and operates almost entirely out of public scrutiny. The result is something like a self-fulfilling prophecy. Corporate boards, analysts, and the media all believe that only certain key people can make the “right” decisions; thus only a few such people are considered for the job in the first place. This artificial scarcity of candidates in turn empowers the winners to extract enormously generous compensation packages, which are then presented as evidence that “the market” has valued the candidate rather than a small group of like-minded individuals. Finally, the firm is then either successful, in which case obviously the “right” leader was chosen, or it is not successful, in which case the board made a mistake and a new leader is sought out. Sometimes “failed” CEOs walk away with huge severance packages, and it is these instances that tend to get all the attention. In Khurana’s view, however, the outrage that is often expressed over these instances nevertheless perpetuates the mistaken belief that a firm’s performance can be attributed to any one individual—even the CEO—in the first place. If boards were more willing to question the very idea of the irreplaceable CEO, and if searches for CEOs were then opened to a wider pool of candidates, it would be more difficult for candidates to negotiate such extravagant packages at the outset.23
THE INDIVIDUAL AND SOCIETY
Whether we can answer them or not, questions about how to differentiate luck from talent and individual contributions from collective performance can also inform our thinking about fairness and justice in society as a whole. This issue was raised in somewhat different language in a famous argument between the political philosophers Robert Nozick and John Rawls over what constitutes a just society. Nozick was a libertarian who believed that people, in essence, got what they had worked for, and therefore no one was entitled to take it from them, even if that meant putting up with large inequalities in society. Rawls, by contrast, asked what kind of society each of us would choose to live in if we didn’t know beforehand where in the socioeconomic hierarchy we would end up. Rawls reasoned that any rational person would prefer an egalitarian society—one in which the worst off were as well off as possible—over one in which a few people were very rich and many were very poor, because the odds of being one of the very rich was so small.24
Nozick found Rawls’s argument deeply disturbing, in large part because it attributed at least part of what an individual accomplishes to society rather than to his or her own efforts. If an individual cannot keep the output of his talent and hard work, Nozick’s reasoning went, he is effectively being forced to work for someone else against his free will, and therefore does not fully “own” himself. Taxation, it follows, along with all other attempts to redistribute wealth, is the moral equivalent of slavery, and therefore unacceptable no matter what benefits it might confer on others. Nozick’s argument was appealing to many people, and not only because it provided a philosophical rationale for low taxes. By reasoning about what would be considered fair in a hypothetical “state of nature,” Nozick’s arguments also played well to commonsense notions of individual success and failure. In a state of nature, that is, if one man invests the time and effort to build, say, a canoe for fishing, no one else is entitled to take it from him, even if it means that the man lacking the canoe will suffer or perish. Individual outcomes, in other words, are solely the product of individual efforts and skill.
And in a state of nature, Nozick might well be right. But the whole point of Rawls’s argument was that we do not live in such a world. Rather, we live in a highly developed society in which disproportionately large rewards can accrue to individuals who happen to possess particular attributes and who experience the right opportunities. In the United States, for example, two equally skilled and disciplined athletes—one a world-class gymnast and the other a world-class basketball player—are likely to enjoy wildly different degrees of fame and fortune through no fault or merit of their own. Likewise, two children with indistinguishable genetic endowments—one of whom is born into a wealthy, highly educated, socially prestigious family, and the other who is born into a poor, socially isolated family with no history of educational achievement—have dramatically different prospects for lifetime success.25 Finally, even random differences in opportunities that arise early in one’s career can accumulate, via the Matthew Effect, to generate large differences in outcomes over the course of a lifetime. Rawls’s claim was that because the mechanisms of inequality are essentially accidents—whether of birth, or of talent, or of opportunity—a just society is one in which the adverse effects of these accidents is minimized.
Rawls’s claim is often misunderstood to mean that inequality of any kind is undesirable, but this is not at all what he was saying. Allowing for the possibility that through hard work and application of one’s talents one can do better than one’s peers is no doubt beneficial for society as a whole—just as libertarians believe. In a Rawlsian world, therefore, people are free to do whatever they want, and are perfectly within their rights to take whatever they can according to the rules of the game. And if the rules of the game have it that basketball players earn more than gymnasts, or investment bankers earn more than teachers, so be it. Rawls’s point was just that the rules of the game themselves should be chosen to satisfy social, not individual, ends. Bankers, in other words, are entitled to whatever they are able to negotiate with their employers, but they are not entitled to an economic system in which the financial industry is so much more profitable than any other.
The counterintuitive consequence of this argument is that debates over individual compensation should not be conducted at the level of individuals. If it’s true that bankers are paid too much, in other words, the solution is not to get into the messy business of regulating individual pay—as indeed the financial industry itself has argued. Instead, it is to make banking less profitable overall, say by limiting how much banks and hedge funds can leverage their portfolios with borrowed money, or by forcing so-called over-the-counter derivatives to be traded on public exchanges. The financial industry could argue, of course, that leverage and customization offer benefits to their customers and to the broader economy as well as to themselves. And these claims, although self-serving, may have merit. But if the purported benefits are outweighed by the economic costs of increased risk to the economic system as a whole, then there is nothing inherently unjust about society changing the rules. We can argue about whether making banking a less profitable industry would, on balance, be a good or a bad thing for society, but that’s what the debate should be about—not about whether particular individuals deserve their $10-million bonuses. Libertarian arguments about what would or would not be fair in a state of nature are simply irrelevant, because in a state of nature nobody would be getting a $10-million bonus.
For much the same reasons, arguments about the so-called redistribution of wealth are mistaken in assuming that the existing distribution is somehow the natural state of things, from which any deviation is unnatural, and hence morally undesirable. In reality, every distribution of wealth reflects a particular set of choices that a society has made: to value some skills over others; to tax or prohibit some activities while subsidizing or encouraging other activities; and to enforce some rules while allowing other rules to sit on the books, or to be violated in spirit. All these choices can have considerable ramifications for who gets rich and who doesn’t—as recent revelations about explicit and implicit government subsidies to student lenders and multinational oil companies exemplify.26 But there is nothing “natural” about any of these choices, which are every bit as much the product of historical accident, political expediency, and corporate lobbying as they are of economic rationality or social desirability. If some political actor, say the president or Congress, attempts to alter some of these choices, say by shifting the tax burden from the working class to the superrich, or by taxing consumption rather than income, or by eliminating subsidies to various industries, then it is certainly valid to argue about whether the proposed changes make sense on their merits. But it is not valid to oppose them simply on the grounds that altering the distribution of wealth itself is wrong in principle.
PRIVATIZE THE GAINS, SOCIALIZE THE LOSSES
Arguments about the claims that society can justly make on its members are also relevant to questions of accountability. For example, a great deal has been written recently about whether the banks and other financial firms that pose a serious systemic risk should be allowed to exist in the first place.27 Much of this discussion has revolved around whether it is the size or interconnectedness or some other attribute of a financial institution that determines how much risk its failure might create for the rest of the economy. Addressing these questions is important, if only to understand better how to measure systemic risk, and hopefully to limit it through thoughtful regulation. But it is also possible that there is no way to eliminate systemic risk in financial systems, or to guarantee the robustness and stability of any complex interconnected system. Power-transmission grids are generally able to withstand the failure of individual transmission lines and generators, but occasionally a seemingly innocuous failure can cascade throughout the entire system, knocking out hundreds of power stations and affecting millions of consumers—as has happened several times in recent years in the United States, Europe, and Brazil.28 Likewise, our most sophisticated engineering creations, such as nuclear reactors, commercial aircraft, and space shuttles, all of which are designed to maximize safety, occasionally suffer catastrophic failures. Even the Internet, which is extremely robust to physical failures of all kinds, turns out to be highly vulnerable to a whole range of nonphysical threats, including chronic spam, Internet worms, botnets, and denial-of-service attacks. It may be, in fact, that once a system has attained a certain level of complexity, there is no way to rule out the possibility of failure.29 If so, we need not only better tools for thinking about systemic risk, but also a better way of thinking about how to respond to systemic failures when they inevitably occur.
To illustrate, consider the response of the banking community to the Obama administration’s proposal to tax certain trading profits as a way to recoup taxpayer bailout money. In the bankers’ view, they had already paid back their bailout money—with interest—and therefore nothing more could legitimately be asked of them. But imagine for a moment what the banking industry profits would have been in 2009 absent the several hundred billion dollars of government funds from which they benefited both directly and indirectly. We can never know for sure, of course, because we didn’t run that experiment, but we can make some educated guesses. AIG, for one, would probably not exist and its various counterparties, including Goldman Sachs, would be short several tens of billions of dollars that were funneled to them through AIG. Citigroup might well have collapsed, and Merrill Lynch, Bear Stearns, and Lehman Brothers might all have been dissolved rather than merged with other banks.
All told, the banking industry might have lost tens of billions of dollars in 2009—quite the opposite of the tens of billions they actually made—and many thousands of bankers who in reality received bonuses would instead have been out of work. Now imagine that in the fall of 2008 the leaders of Goldman Sachs, J.P. Morgan, Citigroup, and the like were offered a choice between the “systemic support” world in which they were guaranteed government support and the “libertarian” world in which they would be left hung out to dry. Forget for a moment the devastation that would have been wreaked on the rest of the economy, and ask how much of their future compensation the banks would have been willing to concede in order to not be allowed to fail? Again, it’s a hypothetical question, but with their very survival in the balance it seems safe to assume that they would have agreed to commit more than the face value of their direct loans.
That the banks and their allies have instead managed to portray themselves as victims of stifling government intervention and political populism run amok is therefore disingenuous, and not only for the obvious reason that the banks benefited from considerable government largess other than direct loans.30 The real reason is philosophical consistency. When times are good, banks wish to be perceived as independent risk-taking entities, entitled to the full fruits of their hard-won labors. But during a crisis they wish to be treated as critical elements in a larger system to which their failure would pose an existential threat. Whether this latter claim is true because they are too big or too interconnected, or for any other reason, is actually not so important. The real point is that either they are libertarians, who should bear the full weight of their own failures as well as their successes, or else they are Rawlsians, paying their dues to the system that takes care of them. They should not be able to switch philosophies at their convenience.
BEARING EACH OTHER’S BURDENS
In his recent book Justice, the philosopher Michael Sandel makes a similar point, arguing that all questions of fairness and justice have to be adjudicated in light of how dependent we are on each other—most obviously, on our networks of friends, family, colleagues, and classmates, but also on our communities, on our national and ethnic identities, and even on our distant ancestors. We are proud of what “our” people have accomplished, we protect them against outsiders, and we come to their aid when necessary. We feel that we owe them our loyalty for no reason other than that we are connected to them, and we expect them to reciprocate. It should come as no surprise, therefore, that social networks play a critical role in our lives, connecting us with resources, providing information and support, and facilitating transactions on the basis of mutual trust and assumed respect. So embedded are we in networks of social relations that it would be hard to imagine ourselves outside of them.31
So far, this view seems uncontroversial. Even Margaret Thatcher, who claimed that “there is no such thing as society,” conceded that families mattered as well as individuals. But Sandel argues that the importance of social networks has a counterintuitive consequence for the notion of individual freedom. Whatever we might like to think, we are never entirely free, nor would we want to be. The very ties that give our lives meaning also constrain us, and it is precisely by constraining us that they give us meaning. From Sandel’s perspective, it makes no more sense to reason about fairness or justice exclusively from the perspective of individual freedom than it does to reason about what is fair exclusively by analogy with some imaginary state of nature. Neither is an accurate representation of the world in which we actually live. Like it or not, our notions of justice must deal with this tension between the individual and society as a whole. Yet this can be easier said than done. For example, Sandel argues that one ought not to feel proud of one’s heritage as an American without also feeling shame about the country’s history of slavery. Libertarians might argue that it was their ancestors, not them, who carried out such reprehensible deeds and therefore they have nothing to apologize for. But surely these same people are also proud of their ancestry, and would rather live in this country than in any other. In Sandel’s view, one cannot simply decide at one’s convenience when to identify with one’s ancestors and when to absolve oneself of them. Either you’re a part of that extended community, in which case you must share the costs as well as the benefits, or you’re not, in which case you get neither.
Sandel’s argument that our individual actions are inextricably embedded in networks of social relations has consequences not only for arguments about fairness and justice, but also for morality and virtue. In fact, Sandel argues that one cannot determine what is fair without also evaluating the moral status of competing claims. And that in turn requires us to resolve the moral purpose of social institutions. We cannot decide whether gay marriage is right or just, for example, without first deciding what the point of marriage is. We cannot determine whether a particular university’s admission criteria are fair or unfair until we have first determined what the purpose of a university is. And we cannot decide if the way bankers are compensated is appropriate without first establishing what it is that banking should accomplish for society. In this respect, Sandel’s view harks back to the ancient philosophy of Aristotle, who also believed that questions of justice require reasoning about the purpose of things. Unlike Aristotle, however, Sandel does not espouse a view of purpose that is determined outside of the social system itself—say by divine decree. Rather, purpose is something that the members of a society must decide collectively. Sandel therefore concludes that a just society is not one that seeks to adjudicate disputes between individuals from a morally neutral perspective, but one that facilitates debate about what the appropriate moral perspective ought to be. As Sandel acknowledges, this is likely to be a messy affair and always a work in progress, but he does not see any way around it.
What’s particularly interesting about Sandel’s arguments—at least to a sociologist—is how sociological they are. Sociologists, for example, have long believed that the meaning of individual action can only be properly understood in the context of interlocking networks of relationships—a concept that is called embeddedness.32 Even more so, Sandel’s claim that the values by which we judge fairness are necessarily the product of society reflects the idea, first advanced by sociologists in the 1960s, that social reality is a construction of society itself—not something that is handed to us by some external world.33 An important implication of Sandel’s argument, therefore, is that the fundamental questions of political philosophy are sociological questions as well.
How are we to answer these questions then? Certainly thinking about them in the way that Sandel does is one approach, and that has generally been the way that sociologists have approached them as well. But relying on unaided intuition to reason through these sorts of questions can also be limiting. It’s fine to argue, as many people have argued recently, that banks whose actions result in systemic risk ought to be held accountable for that risk, say by purchasing “systemic risk” insurance or being required to increase their capital reserves. But without a sound understanding of systemic risk, it is impossible to measure how much systemic risk a particular action creates, and therefore how much of a penalty ought to be imposed for taking it. Likewise, it is one thing to point out that we place too much emphasis on outcomes when evaluating processes, or attribute too much importance to “special people” in determining those outcomes. But it is quite another to come up with better measures of performance and a better sense of how complex social systems like companies, markets, and societies actually work. As important as it is to think through these issues, in other words, it is also important to do more than simply argue about them. And on this point it is worth asking what, if anything, social science might be able to offer.
CHAPTER 10
The Proper Study of Mankind
Know then thyself, presume not God to scan,
The proper study of mankind is Man.
—Alexander Pope, “An Essay on Man”
When Alexander Pope published his “Essay on Man” in 1732 our understanding of the world was very different from what it is today. Written just decades after Isaac Newton’s masterpiece, Principia, had laid out the mathematical principles of planetary motion, Pope’s essay arrived when intellectuals were still wrapping their heads around a concept that must have been staggering at the time—that the laws governing the motion of everyday objects here on Earth were exactly the same laws as those governing the heavenly spheres. In fact, they were still grappling with the idea that physical “laws” of any kind could be written down in terms of mathematical equations, and that these equations could then be used to predict with uncanny precision the future behavior of everything ranging from tomorrow’s high tide to the return of distant comets. It must have been a magical time to be alive when the universe, so long an enigma, seemed suddenly to have been conquered by the mind of a single man. As Pope himself said,
Nature and Nature’s laws lay hid in night:
God said, Let Newton be! and all was light.1
For the next three centuries, the knowledge of mankind would swell inexorably, sweeping before it the mysteries of the world. The results have been impressive. We have theories of the universe that go all the way back to the big bang, and telescopes that peer across galaxies. We have sent space probes out of the solar system and put men on the moon. We have built bombs that can level an entire city, and missiles that can fly through a window. We have measured the earth to great precision and understood its inner workings. We have engineered immense buildings and bridges, and changed the shape of rivers, mountains, even coastlines. We have clocks that can measure time in billionths of a second, and computers that can search through every word ever written in less time than it takes to write just one. In science, it seems, we can make the angels dance on the head of a pin.
It’s pretty obvious that social science has not kept up, but it’s easy to infer the wrong lesson from this observation. I was reminded of this problem recently by a physicist colleague of mine who complained to me that he’d been reading a lot of sociology, and that in his opinion the problem with the discipline was that it hadn’t discovered any laws of human behavior that were anywhere near as general or accurate as those he was accustomed to in physics. Instead, it seemed to him, sociology was just an endless conglomeration of special cases, when someone did something for some reason one time, and someone else did something else for some other reason at another time. As a physicist, he found this lack of lawlike behavior particularly frustrating. After all, it is hard to imagine how any of the remarkable progress in physics could have occurred in the absence of laws like Newton’s that apply generally across time and space. So integral to the success of science have these laws been, in fact, that they have come to be associated with the very idea of science itself. Surely, he felt, the inability of sociologists to come up with anything remotely comparable meant that social science didn’t really deserve to be thought of as science at all.
PHYSICS ENVY
As it turns out, this tendency to judge sociology by the standards of physics is an old one, going all the way back to Auguste Comte, the nineteenth-century philosopher who is often credited as the founding father of sociology. Comte imagined that sociology, which he even called social physics, would take its place alongside mathematics, astronomy, physics, chemistry, and biology as one of the six fundamental sciences describing all of reality. Sociology in Comte’s view would be a “total theory” of all human experience, encompassing all the other sciences and extending them to account for cultures, institutions, economies, politics, everything—exactly the kind of general theory that my physicist friend was looking for. Comte never got around to articulating this theory in any detail, but his philosophy of positivism—the idea that social entities and forces can be described and analyzed in the same way as physical entities and forces—set the stage for all the grand theories that followed.
One of the first such theories was proposed shortly after Comte by the philosopher Herbert Spencer, a contemporary of Darwin’s. Spencer advanced the notion that societies could be understood as organisms, where individual humans could be thought of as cells, institutions played the role of organs, and development was driven by some loose analog of natural selection. It was Spencer, in fact, not Darwin, who coined the phrase “survival of the fittest.” Spencer’s specific ideas were quickly rejected as naïve, but his basic philosophical claim that societies are organized the way they are in order to serve some holistic function persisted alongside Comte’s positivism, and informed the thinking of sociologists such as Émile Durkheim, who is still considered one of the giant figures of the discipline.
The apotheosis of grand theorizing, however, didn’t arrive until the mid-twentieth century in the work of Harvard sociologist Talcott Parsons, who advanced a brand of theory that became known as structural functionalism. According to Parsons, social institutions were made up of networks of interlocking roles, which in turn were played by individuals who were motivated by rational ends. At the same time, however, individual action was constrained by social norms, laws, and other mechanisms of control that were encoded in the institutions of which the individuals were a part.2 By exhaustively classifying all the various functions that different sorts of behavior could satisfy, along with the different social and cultural structures in which they took place, Parsons attempted nothing less than to describe all of society. It was a grand edifice indeed, and Parsons’s name is generally listed among the great social theorists of the ages. But as with Spencer and Comte before him, the ink was scarcely dry on Parsons’s “general theory” before the critics tore it apart: it said little more than that “people do things because they want to,” it was not really a theory at all, but just a “set of concepts and definitions,” and it was so complicated that nobody could understand it.3
Looking back on the wreckage of Parsons’s theory some years later, Robert Merton—the sociologist whose work on the Matthew Effect I discussed in the previous chapter—concluded that social theorists had been too quick to try to emulate the theoretical successes of their physicist colleagues. It wasn’t that Merton didn’t sympathize with the envy that physicists could inspire in others. As he put it, “Many sociologists take the achievements of physics as the standard for self-appraisal. They want to compare biceps with their bigger brothers. They, too, want to count. And when it becomes evident that they neither have the rugged physique nor pack the murderous wallop of their big brothers, some sociologists despair. They begin to ask: is a science of society really possible unless we institute a total system of sociology?” Although sympathetic, however, Merton cautioned that “this perspective ignores the fact that between twentieth century physics and twentieth century sociology stand billions of hours of sustained, disciplined, and cumulative research.” In physics, it was only after Copernicus and Brahe and a host of others had conducted centuries’ worth of painstaking observations that astronomers like Kepler sought out mathematical regularities that could account for the data they had inherited. And only then was a singular genius like Newton in a position to reduce these regularities to bona fide laws. By contrast, the social theorists Merton was describing had gone about it the other way around, proposing whole systems of thought at the outset and only then worrying about what it was that they needed to measure.4 “Perhaps,” Merton lamented, “sociology is not yet ready for its Einstein because it has not yet found its Kepler—to say nothing of its Newton, Laplace, Gibbs, Maxwell, or Planck.”5
Rather than questing after grand theories or universal laws of human behavior, therefore, Merton instead advocated that sociologists should focus on developing “theories of the middle range,” meaning theories that are broad enough to account for more than isolated phenomena but specific enough to say something concrete and useful. For example, the “theory of relative deprivation” states that people feel distressed by circumstances only inasmuch as their hardship exceeds that of the people around them. Thus if your house burns down in a freak fire, you’re devastated, but if your whole city is wiped out in an earthquake and hundreds of your neighbors die, you feel lucky to be alive. It’s not a completely general theory, claiming only to predict how people respond to adversity, but it also aims to apply to perceptions of adversity quite broadly. Likewise, the “theory of the role set” stresses that each individual plays not only multiple roles—a teacher at school, a father at home, a catcher on the weekend softball team—but also that each of these roles is itself a collection of relationships: between a teacher and his students, between him and his colleagues, and between him and his principal. Again, the theory is somewhat specific—saying nothing about markets or governments, or other important features of the social world—but also somewhat general, applying to people of all kinds.6
Merton’s call for middle-range theories is generally regarded as sensible, but it didn’t quell the ardor for theories of a grander nature. Barely a year after Merton published his critique, in fact, the economist John Harsanyi, who shared the 1994 Nobel memorial Prize in Economics for his work on game theory, proposed that rational choice theory—the theory of human decision making that I discussed in Chapter 2—was ready to provide precisely the kind of general theory that Merton has just concluded was wildly premature. And so another cycle began, with rational choice theorists drawing parallels between their efforts and Newtonian mechanics, while critics increasingly leveled the same complaints against it that the rational choice theorists themselves had made about the previous round of theories like Parsons’s.7 Nor has the growing realization that rational choice theory cannot provide a universal theory of human behavior any more than its predecessors could yet delivered social science from the green-eyed monster of physics envy.8 Quite to the contrary, if the complaint of my physicist colleague is anything to go by, even if sociologists have finally gotten tired of grand theories of everything, there is a whole generation of physicists waiting to step into the breach.9
When you think about the sheer complexity of human behavior, this approach to doing social science seems kind of implausible. As I discussed in Chapter 2, individual behavior is complicated by dozens of psychological biases, many of which operate outside of our conscious awareness and interact in as-yet-unknown ways. And as I discussed in Chapter 3, when individuals interact with one another, their collective behavior may simply not be derivable from their individual attributes and incentives, no matter how much you know about them. Given that the real complexity of the social world—involving not just people and groups, but also a bewildering array of markets, governments, firms, and other institutions that we have created for ourselves—is so much greater than I have even begun to describe here, why on earth would any one person even think that they could write down a set of rules that could explain it all?
My answer is that social theorists are people too, and so they make the same mistake that planners, politicians, marketers, and business strategists make, which is to dramatically underestimate the difficulty of what they are trying to do. And just like planners, politicians, and so on, no matter how many times such grand theories fail, there is always someone new who thinks that it can’t be that difficult—because, after all, “it’s not rocket science.” If much of what sociology has to offer seems like common sense, in other words, it is not just because everything about human behavior seems obvious once you know the answer. Part of the problem is also that social scientists, like everyone else, participate in social life and so feel as if they can understand why people do what they do simply by thinking about it. It is not surprising, therefore, that many social scientific explanations suffer from the same weaknesses—ex post facto assertions of rationality, representative individuals, special people, and correlation substituting for causation—that pervade our commonsense explanations as well.
MEASURING THE UNMEASURABLE
One response to this problem, as Lazarsfeld’s colleague Samuel Stouffer noted more than sixty years ago, is for sociologists to depend less on their common sense, not more, and instead try to cultivate uncommon sense.10 But getting away from commonsense reasoning in sociology is easier said than done. In large part the difficulty is that for most of the history of social science, it simply hasn’t been possible to measure the elements of social phenomena the way we measure the elements of physical and biological phenomena. Social phenomena, as I have already noted, consist of large populations of people interacting with and influencing one another as well as with the organizations and governments they create—none of which is easy to observe directly, let alone put in a lab.11
Recently, however, the world has begun to change in ways that may lift some of these historical limitations on social science. Communication technologies, like e-mail, cell phones, and instant messaging now implicitly trace out social networks among billions of individuals, along with the flow of information among them. Online communities such as Facebook, Twitter, Wikipedia, and World of Warcraft facilitate interactions among people in ways that both promote new kinds of social activity and also record it. Crowdsourcing sites like Amazon’s Mechanical Turk are increasingly being used as “virtual labs” in which researchers can run psychological and behavioral experiments.12 And Web search, online media, and electronic commerce are generating ever-increasing insight into the intentions and actions of people everywhere. The capability to observe the actions and interactions of potentially billions of people presents some serious issues about the rights and privacy of individuals, and so we must proceed with caution.13 Nevertheless, these technologies also exhibit enormous scientific potential, allowing us for the first time in history to observe, in high fidelity, the real-time behavior of large groups, and even societies as a whole.
For example, the Music Lab experiments that I discussed in Chapter 3, which showed the importance of social influence in determining success, involved nearly thirty thousand participants. One could have dreamed up this experiment fifty years ago—back when social psychologists were first pioneering experimental studies of influence and group decision making—but it would have been impossible to conduct it until recently for the simple reason that you can’t fit that many people in a physical lab. Likewise, the “influencers” study on Twitter that I discussed in Chapter 4 was designed to answer a question—about whether or not special individuals cause information to spread—that has been around for decades. Answering it, however, required us to track the diffusion of more than 70 million URLs over the entire Twitter network for a two-month period. Prior to social networking services like Twitter and Facebook, which, remember, are just a few years old, that level of scale and resolution would have been impossible.14
Other experiments that I have described, like the Small World experiment from Chapter 4, were certainly possible in the pre-Internet era, but not on the scale at which they can now be conducted. Milgram’s original experiment, for example, used physical letters and relied on just three hundred individuals attempting to reach a single person in Boston. The e-mail–based experiment that my colleagues and I conducted back in 2002 involved more than sixty thousand people directing messages to one of eighteen targets, who in turn were located in thirteen countries. In the course of being delivered, the message chains passed through more than 160 different countries; thus for all its limitations, the experiment was at least a crude test of the small-world hypothesis on a truly global scale. Likewise, David Reiley and Randall Lewis’s field experiment on ad effectiveness, described in Chapter 8, was similar in design to experiments that had been conducted in the past, but with 1.6 million participants, it was many times larger. The sheer scale of the exercise is impressive simply on the grounds that it can be done at all, but it’s also important scientifically—because it’s possible that the effects, while real, can be small, in which case one needs very large numbers to tease them out of the noise.15
BIRDS OF A FEATHER
Another kind of study that would have been impossible to conduct until recently concerns one of the most widely observed patterns in social life, known in sociology as the homophily principle—the idea that “birds of a feather flock together.” For several decades now, wherever sociologists have looked they have found that friends, spouses, coworkers, and social acquaintances are more similar than strangers with respect to a whole range of attributes—like race, age, gender, income, education—and also attitudes. But where does all this similarity come from? At first, the answer seems obvious: People are likely to form ties with others who are similar because, rightly or wrongly, that’s whom they’d prefer to spend their time with. But what this commonsense explanation overlooks is that people can only choose their friends from among the people they actually meet, which is determined to a large extent by the people they work with, or who belong to the same organizations, or to whom they are introduced by mutual acquaintances. And as sociologists have also shown, many of these social environments tend to be highly homogeneous in terms of race, gender, age, and education. As a result, it is entirely possible that the similarity we see around us has less to do with our own psychological preferences than the restricted opportunities that the world presents to us.16
Resolving problems like this one is important because it has implications for how we go about dealing with controversial issues like racial segregation and affirmative action. Settling the matter with data, however, is extremely difficult because disentangling the various cause-and-effect relationships requires one to keep track of individuals, networks, and groups over extended intervals of time.17 And historically, that sort of data just hasn’t been available. Communication technologies like e-mail, however, have the potential to change all that. Because reciprocated e-mails for the most part represent real relationships, it is possible to use e-mail exchanges as a way to observe underlying social networks. And because e-mail servers can easily log the interactions among thousands or even millions of individuals over long periods of time, it is possible to reconstruct the evolution of even very large networks in great detail. Combine this sort of information with other data that is routinely collected by firms, universities, and other organizations about their members, and a rough approximation of the more complete picture starts to emerge.
Recently my former graduate student Gueorgi Kossinets and I used exactly this kind of approach to study the origins of homophily within the students, faculty, and staff of a university community. As with previous studies, we found that acquaintances—meaning people who exchanged e-mail on a regular basis—were considerably more similar on a range of attributes such as age, gender, academic major, and so on than strangers. We also found that similar people who were not acquainted were more likely than dissimilar people to connect to each other over time—just as common sense would contend. Finally, however, we found that individuals who were already “close” to each other, either because they shared mutual friends or belonged to the same groups, were more similar than distant pairs, and that most of the bias toward connecting similar individuals disappeared once we accounted for the effects of proximity. Our conclusion was that although the individuals in our community did exhibit some preference for others who were similar, it was a relatively weak preference that had been amplified over time, by successive “rounds” of choices, to generate the appearance of a much stronger preference in the observed network.18
Another problem to do with homophily that the Internet may help to answer is one that political scientists and sociologists have long worried about—namely, that Americans, whether by choice or by circumstance, are increasingly associating with like-minded neighbors and acquaintances. If true, the trend is thought to be problematic, as homogeneous social circles can also lead to a more balkanized society in which differences of opinion lead to political conflict rather than exchanges of ideas among equals. But is there actually any such trend? Political scientists generally agree that Congress is indeed more polarized now than at almost any point in history, and that the media is not much better. However, studies of polarization among ordinary citizens have tended to reach conflicting conclusions: Some find that it has increased dramatically while others point to levels of agreement that have changed little in decades.19 One possible explanation for these contradictory results is that people think that they agree with their friends much more than they actually do; thus much of the polarization may be perceived rather than real. But testing this hypothesis, although simple in theory, is difficult in practice. The reason is that in order to measure whether friends agree as much as they think they do, one would need to ask, for every issue of interest, and for every pair of friends A and B, what A thinks about the issue, what B thinks about the issue, and what A thinks B thinks about it. Do this for lots of issues and many pairs of individuals, and you have a tremendously laborious survey exercise, especially if you also have to get each respondent to name friends and then go track them down.20
On Facebook, however, it’s relatively straightforward. Everyone has already declared who their friends are, and it’s even possible to differentiate different strengths of friendships, by counting how many mutual friends they share.21 Equally important, in 2007 Facebook launched their third-party developer “platform,” which allowed outside programmers to write their own applications that would then “run” on Facebook’s underlying network. The result was Friend Sense, an application that my Yahoo! colleagues Sharad Goel and Winter Mason built over the course of a few weeks in early 2008 that asked people what they thought about a range of social and economic issues, and also what they thought their friends thought about them. By Facebook standards, Friend Sense was a modest success—about 1,500 people signed up to use it, generating nearly 100,000 responses. But by network survey standards it was quite large. Using traditional interview methods, a study of this scale would have taken a couple of years to plan, fund, and run, and would have cost a couple of hundred thousand dollars (mostly to pay interviewers). On Facebook, we spent a few thousand dollars for ads and had our data in a matter of weeks.
What we found was that friends are indeed more similar than strangers, and that close friends and friends who say they talk about politics are more similar than casual acquaintances—just as the homophily principle would predict. But friends, whether close or not, also consistently believe themselves to be more similar than they actually are. In particular, our respondents were very bad at guessing when one of their friends—even a close friend with whom they discussed politics—disagreed with them. Here, the numbers were borne out by a series of anecdotal reports we received from people who had participated in Friend Sense, and who were frequently dismayed by how their friends and loved ones perceived them: “How could they think that I thought that?” was a frequent refrain. Many of our participants also reported having the experience of being asked a question about someone they thought they knew well, only to realize that they didn’t know the answer—even though it seemed like a subject that educated, politically engaged friends ought to be talking about.22
So if talking about politics only slightly improves our ability to detect when our friends disagree with us, then what exactly are we talking about? More to the point, in the absence of specific information about what our friends really think about particular issues, what information are we using to guess what they think? By conducting a series of additional analyses, we concluded that when in doubt, which is more often than we’d like to admit, we guess at our friends’ views in part by using simple stereotypes—for example, “my friends are mostly left-wing liberal types, and so probably espouse typical left-wing liberal views”—and in part by “projecting” our own views onto them.23 This last finding is potentially important, because, going back to Lazarsfeld, social and marketing scientists alike have long thought that changes in political opinions are determined more by word-of-mouth influence than by what people hear or see in the mass media. But if it turns out that when thinking about their friends’ beliefs people are really just seeing their own beliefs reflected back at them, one has to wonder how much they can really be influenced. Friend Sense, unfortunately, wasn’t designed to answer questions about social influence, but other researchers have already begun to run experimental studies of influence on Facebook, so hopefully we will have better answers soon.24
Of course, there are all sorts of problems associated with using electronic records, whether they are derived from e-mail exchanges or Facebook friends, as substitutes for “real” social connections. How do we know, for example, what kind of relationship is implied by a connection on Facebook, or how much of all the communication between two people is captured by their e-mail exchanges? I may e-mail my coworkers many times a day and my mother only once or twice a week, but this observation alone says little about the nature and relative importance of these relationships. I may use e-mail to conduct some interactions while preferring text messages, Facebook, or face-to-face meetings to conduct others. And even where I do use the same medium to communicate with different people, some acts of communication may simply be more meaningful than others. From communication frequency alone, therefore, there is only so much one can infer about a given relationship. Nor is it even clear exactly which relationships we ought to care about in the first place. For some purposes, like understanding the efficiency of work-related teams, ties between coworkers might be the only ones that matter, whereas for other purposes, like understanding religious or political beliefs, work relationships might be far less relevant. To discover how a fast-moving rumor spreads, it may matter only with whom you have communicated in the past few days, whereas for information that can spread only through networks of trust, the ties that matter may be those that have persisted for years.25
There are many unresolved issues like these that currently limit our ability to draw meaningful sociological inferences from electronic data, no matter how much of it we can acquire. Sheer quantity on its own is certainly not a panacea. Nevertheless, the rapidly increasing availability of observational data, along with the ability to conduct experiments on a previously unimaginable scale, is allowing social scientists to imagine a world where at least some forms of collective human behavior can be measured and understood, possibly even predicted, in the way in which scientists in other fields have long been accustomed.
MESSY MATTERS
It isn’t clear where these new capabilities will lead social science, but it probably won’t be to the kind of simple universal laws that social theorists like Comte and Parsons dreamt of. Nor should it, for the simple reason that the social world probably isn’t governed by any such laws. Unlike gravity, which works the same way at all times and in all places, homophily originates partly out of psychological preferences and partly out of structural constraints. Unlike mass and acceleration, which are defined unambiguously, influence is sometimes concentrated and sometimes distributed, while success derives from a complicated mix of individual choices, social constraints, and random chance. Unlike physical forces, which can be neatly summed to determine their action on a mass, performance is driven by some complicated interaction between extrinsic incentives and intrinsic motivation. And unlike physical reality, which operates with or without us, there is no dissociating social “reality” from our perception of it, where perceptions are driven as much by our own psychological biases as by externally observable attributes.
The social world, in other words, is far messier than the physical world, and the more we learn about it, the messier it is likely to seem. The result is that we will probably never have a science of sociology that will resemble physics. But that’s OK. Just because physics has experienced such great success on the strength of a small number of very general laws doesn’t mean that that’s the only way for science to proceed. Biology doesn’t really have universal laws either, and yet biologists still manage to make progress. Surely the real nature of science is not to exhibit any particular form at all, but rather to follow scientific procedures—of theory, observation, and experiment—that incrementally and iteratively chip away at the mysteries of the world. And surely the point of these procedures is not to discover laws of any particular kind, but rather to figure things out—to solve problems. So the less we worry about looking for general laws in social science, and the more we worry about solving actual problems, the more progress we are likely to make.
But what kinds of problems can we hope to solve? More to the point—to return to the question that I raised in the Preface—what can social scientists hope to discover that an ordinary intelligent person couldn’t figure out on his or her own? Surely any thoughtful person could figure out just by introspection that we are all influenced by the opinions of our family and friends, that context matters, and that all things are relative. Surely such a person could know without the aid of social science that perceptions matter, or that people care about more than just money. Likewise, a moment’s introspection would suggest that success is at least partly luck, that prophecies can be self-fulfilling, and that even the best-laid plans tend to suffer from the law of unintended consequences. Any thoughtful person knows, of course, that the future is unpredictable, and that past performance is no guarantee of future returns. He or she would also know that humans are biased and sometimes irrational, that political systems are rife with inefficiencies and contradictions, that spin sometimes trumps substance, and that simple stories can obscure complicated truths. He or she may even know—or at least have heard it enough to believe it—that everyone is connected to everyone else by just “six degrees of separation.” When the subject is human behavior, in other words, it is actually hard to imagine anything that social scientists could possibly discover that wouldn’t sound obvious to a thoughtful person, no matter how difficult it might have been to figure it out.
What isn’t obvious, however, is how all these “obvious” things fit together. We know, for example, that people influence each other, and we know that hit movies, books, and songs are many times more successful than the average. But what we don’t know is how—or even if—the forces of social influence operating at the level of the individual drive inequality and unpredictability at the scale of entire markets. Likewise, we know that people in social networks tend to cluster together in relatively homogeneous groups. But what we can’t infer from our own observations of the world is whether these patterns are driven by psychological preferences or structural constraints. Nor is it obvious that it is because of this local clustering, rather than in spite of it, that individuals can navigate through very large networks to reach distant strangers in only a small number of steps. At some level, we accept that the future is unpredictable, but we do not know how much of that unpredictability could be eliminated simply by thinking through the possibilities more carefully, and how much is inherently random in the way that a roll of the dice is random. Even less clear to us is how this balance between predictability and unpredictability ought to change the kinds of strategies we deploy to prepare for future contingencies, or the kinds of explanations we come up with for the outcomes we observed.
It is in resolving these sorts of puzzles that social science can hope to advance well beyond where we can get on the strength of common sense and intuition alone. Better yet, as more such puzzles get resolved, it may turn out that similar sorts of mechanisms come into play in many of them, leading us, perhaps, to the kind of “middle-range” theories that Robert Merton had in mind back in the 1960s. What can we learn by studying social influence in cultural markets that can also tell us something useful about the relationship between financial incentives and individual performance? How, for example, can we connect our findings about the difference between real and perceived similarity in political attitudes with our findings about the origins of similarity in social networks? What can these findings in turn tell us about social influence and collective behavior? And how can we connect network search and social influence, decision making, incentives and performance, perceptions and polarization with the “big” questions of social science—like inequality, social justice, and economic policy?
It isn’t clear that we can. Almost certainly, some of the problems that sociologists and other social scientists find interesting will lie forever beyond the reach of precise measurement. No matter how much the Internet and other new technologies affect their field, therefore, the traditional tools of social scientists—archival research, fieldwork, theoretical models, and deep introspection—will continue to play important roles. Nor is it necessarily the case that the most complicated and pressing real-world problems—such as achieving consensus around matters of social justice or designing institutions that cope with uncertainty—can ever be “solved” in an engineering sense, no matter how much basic science we acquire. For problems like these, we can still discover that some solutions work better than others—using, for example the kind of bootstrapping and experimental approaches outlined in Chapter 8 or the deliberative approach to democracy that political philosophers such as John Rawls and Michael Sandel have long advocated. But the exact cause-and-effect mechanisms may remain forever elusive.
Ultimately, we will probably need to pursue all these approaches simultaneously, attempting to converge on an understanding of how people behave and how the world works both from above and from below, bringing to bear every method and resource that we have at our disposal. It sounds like a lot of work, and it will be. But as Merton noted four decades ago, we have done this kind of thing before, first in physics and then in biology and then again in medical science. Most recently, the genomics revolution that began more than fifty years ago with the discovery of DNA has long promised more in the way of medical treatments than it has been able to deliver; yet that hasn’t stopped us from devoting enormous resources to the pursuit of science.26 Why should the science required to understand social problems such as urban poverty or economic development or public education deserve less attention? It should not. Nor can we claim anymore that the necessary instruments don’t exist. Rather, just as the invention of the telescope revolutionized the study of the heavens, so too by rendering the unmeasurable measurable, the technological revolution in mobile, Web, and Internet communications has the potential to revolutionize our understanding of ourselves and how we interact. Merton was right: Social science has still not found its Kepler. But three hundred years after Alexander Pope argued that the proper study of mankind should lie not in the heavens but in ourselves, we have finally found our telescope.27 Let the revolution begin.…
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NOTES
PREFACE: A SOCIOLOGIST’S APOLOGY
1. For John Gribbin’s review of Becker (1998), see Gribbin (1998).
2. See Watts (1999) for a description of small-world networks.
3. See, for example, a recent story on the complexity of modern finance, war, and policy (Segal 2010).
4. For a report on Bailey-Hutchinson’s proposal, see Mervis (2006). For a report on Senator Coburn’s remarks, see Glenn (2009).
5. See Lazarsfeld (1949).
6. For an example of the “it’s not rocket science” mentality, see Frist et al. (2010).
7. See Svenson (1981) for the result about drivers. See Hoorens (1993), Klar and Giladi (1999), Dunning et al (1989), and Zuckerman and Jost (2001) for other examples of illusory superiority bias. See Alicke and Govorun (2005) for the leadership result.
CHAPTER 1: THE MYTH OF COMMON SENSE
1. See Milgram’s Obedience to Authority for details (Milgram, 1969). An engaging account of Milgram’s life and research is given in Blass (2009).
2. Milgram’s reaction was described in a 1974 interview in Psychology Today, and is reprinted in Blass (2009). The original report on the subway experiment is Milgram and Sabini (1983) and has been reprinted in Milgram (1992). Three decades later, two New York Times reporters set out to repeat Milgram’s experiment. They reported almost exactly the same experience: bafflement, even anger, from riders; and extreme discomfort themselves (Luo 2004, Ramirez and Medina 2004).
3. Although the nature and limitations of common sense are discussed in introductory sociology textbooks (according to Mathisen [1989], roughly half of the sociology texts he surveyed contained references to common sense), the topic is rarely discussed in sociology journals. See, however, Taylor (1947), Stouffer (1947), Lazarsfeld (1949), Black (1979), Boudon (1988a), Mathisen (1989), Bengston and Hazzard (1990), Dobbin (1994), and Klein (2006) for a variety of perspectives by sociologists. Economists have been even less concerned with common sense than sociologists, but see Andreozzi (2004) for some interesting remarks on social versus physical intuition.
4. See Geertz (1975, p.6).
5. Taylor (1947, p. 1).
6. Philosophers in particular have wondered about the place of common sense in understanding the world, with the tide of philosophical opinion going back and forth on the matter of how much respect common sense ought to be given. In brief, the argument seems to have been about the fundamental reliability of experience itself; that is, when is it acceptable to take something—an object, an experience, or an observation—for granted, and when must one question the evidence of one’s own senses? On one extreme were the radical skeptics, who posited that because all experience was, in effect, filtered through the mind, nothing at all could be taken for granted as representing some kind of objective reality. At the other extreme were philosophers like Thomas Reid, of the Scottish Realist School, who were of the opinion that any philosophy of nature ought to take the world “as it is.” Something of a compromise position was outlined in America at the beginning of the ninteenth century by the pragmatist school of philosophy, most prominently William James and Charles Saunders Peirce, who emphasized the need to reconcile abstract knowledge of a scientific kind with that of ordinary experience, but who also held that much of what passes for common sense was to be regarded with suspicion (James 1909, p 193). See Rescher (2005) and Mathisen (1989) for discussions of the history of common sense in philosophy.
7. It should be noted that commonsense reasoning also seems to have backup systems that act like general principles. Thus when some commonsense rule for dealing with some particular situation fails, on account of some previously unencountered contingency, we are not completely lost, but rather simply refer to this more general covering rule for guidance. It should also be noted, however, that attempts to formalize this backup system, most notably in artificial intelligence research, have so far been unsuccessful (Dennett 1984); thus, however it works, it does not resemble the logical structure of science and mathematics.
8. See Minsky (2006) for a discussion of common sense and artificial intelligence.
9. For a description of the cross-cultural Ultimatum game study, see Henrich et al. (2001). For a review of Ultimatum game results in industrial countries, see Camerer, Loewenstein, and Rabin (2003).
10. See Collins (2007). Another consequence of the culturally embedded nature of commonsense knowledge is that what it treats as “facts”—self-evident, unadorned descriptions of an objective reality—often turn out to be value judgments that depend on other seemingly unrelated features of the socio-cultural landscape. Consider, for example, the claim that “police are more likely to respond to serious than non-serious crimes.” Empirical research on the matter has found that indeed they do—just as common sense would suggest—yet as the sociologist Donald Black has argued, it is also the case that victims of crimes are more likely to classify them as “serious” when the police respond to them. Viewed this way, the seriousness of a crime is determined not only by its intrinsic nature—robbery, burglary, assault, etc.—but also by the circumstances of the people who are the most likely to be attended to by the police. And as Black noted, these people tend be highly educated professionals living in wealthy neighborhoods. Thus what seems to be a plain description of reality—serious crime attracts police attention—is, in fact, really a value judgment about what counts as serious; and this in turn depends on other features of the world, like social and economic inequality, that would seem to have nothing to do with the “fact” in question. See Black (1979) for a discussion of the conflation of facts and values. Becker (1998, pp. 133–34) makes a similar point in slightly different language, noting that “factual” statements about individual attributes—height, intelligence, etc.—are invariably relational judgments that in turn depend on social structure (e.g., someone who is “tall” in one context may be short in another; someone who is poor at drawing is not considered “mentally retarded” whereas someone who is poor at math or reading may be). Finally, Berger and Luckman (1966) advance a more general theory of how subjective, possibly arbitrary routines, practices, and beliefs become reified as “facts” via a process of social construction.
11. See Geertz (1975).
12. See Wadler (2010) for the story about the “no lock people.”
13. For the Geertz quote, see Geertz (1975, p. 22). For a discussion of how people respond to their differences of opinions, and an intriguing theoretical explanation of their failure to converge on a consensus view, see Sethi and Yildiz (2009).
14. See Gelman, Lax, and Phillips. (2010) for survey results documenting Americans’ evolving attitudes toward same-sex marriage.
15. It should be noted that political professionals, like politicians, pundits, and party officials, do tend to hold consistently liberal or conservative positions. Thus, Congress, for example, is much more polarized along a liberal-conservative divide than the general population (Layman et al. 2006). See Baldassari and Gelman (2008) for a detailed discussion of how political beliefs of individuals do and don’t correlate with each other. See also Gelman et al. (2008) for a more general discussion of common misunderstanding about political beliefs and voting behavior.
16. Le Corbusier (1923, p. 61).
17. See Scott (1998).
18. For a detailed argument about the failures of planning in economic development, particularly with respect to Africa, see Easterly (2006). For an even more negative viewpoint of the effect of foreign aid in Africa, see Moyo (2009), who argues that it has actually hurt Africa, not helped. For a more hopeful alternative viewpoint see Sachs (2006).
19. See Jacobs (1961, p. 4)
20. See Venkatesh (2002).
21. See Ravitch (2010) for a discussion of how popular, commonsense policies such as increased testing and school choice actually undermined public education. See Cohn (2007) and Reid (2009) for analysis of the cost of health care and possible alternative models. See O’Toole (2007) for a detailed discussion on forestry management, urban planning, and other failures of government planning and regulation. See Howard (1997) for a discussion and numerous anecdotes of the unintended consequences of government regulations. See Easterly (2006) again for some interesting remarks on nation-building and political interference, and Tuchman (1985) for a scathing and detailed account of US involvement in Vietnam. See Gelb (2009) for an alternate view of American foreign policy.
22. See Barbera (2009) and Cassidy (2009) for discussion of the cost of financial crises. See Mintzberg (2000) and Raynor (2007) for overviews of strategic planning methods and failures. See Knee, Greenwald, and Seave (2009) for a discussion of the fallibility of media moguls; and McDonald and Robinson (2009), and Sorkin (2009) for inside accounts of investment banking leaders whose actions precipitated the recent financial crisis. See also recent news stories recounting the failed AOL–Time Warner merger (Arango 2010), and the rampant, ultimately doomed growth of Citigroup (Brooker 2010).
23. Clearly not all attempts at corporate or even government planning end badly. Looking back over the past few centuries, in fact, overall conditions of living have improved dramatically for a large fraction of the world’s populations—evidence that even the largest and most unwieldy political institutions do sometimes get things right. How are we to know, then, that common sense isn’t actually quite good at solving complex social problems, failing no more frequently than any other method we might use? Ultimately we cannot know the answer to this question, if only because no systematic attempt to collect data on relative rates of planning successes and failures has ever been attempted—at least, not to my knowledge. Even if such an attempt had been made, moreover, it would still not resolve the matter, because absent some other “uncommon sense” method against which to compare it, the success rate of commonsense-based planning would be meaningless. A more precise way to state my criticism of commonsense reasoning, therefore, is not that it is universally “good” or “bad,” but rather that there are sufficiently many examples where commonsense reasoning has led to important planning failures that it is worth contemplating how we might do better.
24. For details of financial crises throughout the ages, see Mackay (1932), Kindleberger (1978), and Reinhart and Rogoff (2009).
25. There are, of course, several overlapping traditions in philosophy that already take a suspicious view of what I am calling common sense as their starting point. One way to understand the entire project of what Rawls called political liberalism (Rawls 1993), along with the closely related idea of deliberative democracy (Bohman 1998; Bohman and Rehg 1997), is, in fact, as an attempt to prescribe a political system that can offer procedural justice to all its members without presupposing that any particular point of view—whether religious, moral, or otherwise—is correct. The whole principle of deliberation, in other words, presupposes that common sense is not to be trusted, thereby shifting the objective from determining what is “right” to designing political institutions that don’t privilege any one view of what is right over any other. Although this tradition is entirely consistent with the critiques of common sense that I raise in this book, my emphasis is somewhat different. Whereas deliberation simply assumes incompatibility of commonsense beliefs and looks to build political institutions that work anyway, I am more concerned with the particular types of errors that arise in commonsense reasoning. Nevertheless, I touch on aspects of this work in chapter 9 when I discuss matters of fairness and justice. A second strand of philosophy that starts with suspicion of common sense is the pragmatism of James and Dewey (see, for example, James 1909, p. 193). Pragmatists see errors embedded in common sense as an important obstruction to effective action in the world, and therefore take willingness to question and revise common sense as a condition for effective problem solving. This kind of pragmatism has in turn influenced efforts to build institutions, some of which I have described in chapter 8, that systematically question and revise their own routines and thus can adapt quickly to changes that cannot be predicted. This tradition, therefore, is also consistent with the critiques of common sense developed here, but as with the deliberation tradition, it can be advanced without explicitly articulating the particular cognitive biases that I identify. Nevertheless, I would contend that a discussion of the biases inherent to commonsense reasoning is a useful complement to both the deliberative and pragmatist agendas, providing in effect an alternative argument for the necessity of institutions and procedures that do not depend on commonsense reasoning in order to function.
CHAPTER 2: THINKING ABOUT THINKING
1. For the original study of organ donor rates, see Johnson and Goldstein (2003). It should be noted that the rates of indicated consent were not the same as the eventual organ-donation rate, which often depends on other factors like family members’ approval. The difference in final donation rates was actually much smaller—more like 16 percent—but still dramatic.
2. See Duesenberry (1960) for the original quotation, which is repeated approvingly by Becker himself (Becker and Murphy 2000, p. 22).
3. For more details on the interplay between cooperation and punishment, see Fehr and Fischbacher (2003), Fehr and Gachter (2000 and 2002), Bowles et al. (2003), and Gurerk et al. (2006).
4. Within sociology, the debate over rational choice theory has played out over the past twenty years, beginning with an early volume (Coleman and Fararo 1992) in which perspectives from both sides of the debate are represented, and continued in journals like the American Journal of Sociology (Kiser and Hechter 1998; Somers 1998; Boudon 1998) and Sociological Methods and Research (Quadagno and Knapp 1992). Over the same period, a similar debate has also played out in political science, sparked by the publication of Green and Shapiro’s (1994) polemic, Pathologies of Rational Choice Theory. See Friedman (1996) for the responses of a number of rational choice advocates to Green and Shapiro’s critique, along with Green and Shapiro’s responses to the responses. Other interesting commentaries are by Elster (1993, 2009), Goldthorpe (1998), McFadden (1999), and Whitford (2002).
5. For accounts of the power of rational choice theory to explain behavior, see Harsanyi (1969), Becker (1976), Buchanan (1989), Farmer (1992) Coleman (1993) Kiser and Hechter (1998), and Cox (1999).
6. See Freakonomics for details (Levitt and Dubner 2005). For other similar examples see Landsburg (1993 and 2007), Harford (2006), and Frank (2007).
7. Max Weber, one of the founding fathers of sociology, effectively defined rational behavior as behavior that is understandable, while James Coleman, one of the intellectual fathers of rational choice theory, wrote that “The very concept of rational action is a conception of action that is ‘understandable’ action that we need ask no more questions about” (Coleman 1986, p. 1). Finally, Goldthorpe (1998, pp. 184–85) makes the interesting point that it is not even clear how we should talk about irrational, or nonrational behavior unless we first have a conception of what it means to behave rationally; thus even if it does not explain all behavior, rational action should be accorded what he calls “privilege” over other theories of action.
8. See Berman (2009) for an economic analysis of terrorism. See Leonhardt (2009) for a discussion of incentives in the medical profession.
9. See Goldstein et al. (2008) and Thaler and Sunstein (2008) for more discussion and examples of defaults.
10. For details of the major results of the psychology literature, see Gilovich, Griffin, and Kahneman (2002) and Gigerenzer et al., (1999). For the more recently established behavioral economics see Camerer, Loewenstein, and Rabin (2003). In addition to these academic contributions, a number of popular books have been published recently that cover much of the same ground. See, for example, Gilbert (2006), Ariely (2008), Marcus (2008), and Gigerenzer (2007).
11. See North et al. (1997) for details on the wine study, Berger and Fitzsimons (2008) for the study on Gatorade, and Mandel and Johnson (2002) for the online shopping study. See Bargh et al. (1996) for other examples of priming.
12. For more details and examples of anchoring and adjustment, see Chapman and Johnson (1994), Ariely et al. (2003), and Tversky and Kahneman (1974).
13. See Griffin et al. (2005) and Bettman et al. (1998) for examples of framing effects on consumer behavior. See Payne, Bettman, and Johnson (1992) for a discussion of what they call constructive preferences, including preference reversal.
14. See Tversky and Kahneman (1974) for a discussion of “availability bias.” See Gilbert (2006) for a discussion of what he calls “presentism.” See Bargh and Chartrand (1999) and Schwarz (2004) for more on the importance of “fluency.”
15. See Nickerson (1998) for a review of confirmation bias. See Bond et al. (2007) for an example of confirmation bias in evaluating consumer products. See Marcus (2008, pp. 53–57) for a discussion of motivated reasoning versus confirmation bias. Both biases are also closely to related to the phenomenon of cognitive dissonance (Festinger 1957; Harmon-Jones and Mills 1999) according to which individuals actively seek to reconcile conflicting beliefs (“The car I just bought was more expensive than I can really afford” versus “The car I just bought is awesome”) by exposing themselves selectively to information that supports one view or discredits the other.
16. See Dennett (1984).
17. According to the philosopher Jerry Fodor (2006), the crux of the frame problem derives from the “local” nature of computation, which—at least as currently understood—takes some set of parameters and conditions as given, and then applies some sort of operation on these inputs that generates an output. In the case of rational choice theory, for example, the “parameters and conditions” might be captured by the utility function, and the “operation” would be some optimization procedure; but one could imagine other conditions and operations as well, including heuristics, habits, and other nonrational approaches to problem solving. The point is that no matter what kind of computation one tries to write down, one must start from some set of assumptions about what is relevant, and that decision is not one that can be resolved in the same (i.e., local) manner. If one tried to resolve it, for example, by starting with some independent set of assumptions about what is relevant to the computation itself, one would simply end up with a different version of the same problem (what is relevant to that computation?), just one step removed. Of course, one could keep iterating this process and hope that it terminates at some well-defined point. In fact, one can always do this trivially by exhaustively including every item and concept in the known universe in the basket of potentially relevant factors, thereby making what at first seems to be a global problem local by definition. Unfortunately, this approach succeeds only at the expense of rendering the computational procedure intractable.
18. For an introduction to machine learning, see Bishop (2006). See Thompson (2010) for a story about the Jeopardy-playing computer.
19. For a compelling discussion of the many ways in which our brains misrepresent both our memories of past events and our anticipated experience of future events, see Gilbert (2006). As Becker (1998, p. 14) has noted, even social scientists are prone to this error, filling in the motivations, perspectives, and intentions of their subjects whenever they have no direct evidence of them. For related work on memory, see Schacter (2001) and Marcus (2008). See Bernard et al. (1984) for many examples of errors in survey respondents’ recollections of their own past behavior and experience. See Ariely (2008) for additional examples of individuals overestimating their anticipated happiness or, alternatively, underestimating their anticipated unhappiness, regarding future events. For the results on online dating, see Norton, Frost, and Ariely (2007).
20. For discussions of performance-based pay, see Hall and Liebman (1997) and Murphy (1998).
21. Mechanical Turk is named for a ninteenth-century chess-playing automaton that was famous for having beaten Napoleon. The original Turk, of course, was a hoax—in reality there was a human inside making all the moves—and that’s exactly the point. The tasks that one typically finds on Mechanical Turk are there because they are relatively easy for humans to solve, but difficult for computers—a phenomenon that Amazon founder Jeff Bezos calls “artificial, artificial intelligence. See Howe (2006) for an early report on Amazon’s Mechanical Turk, and Pontin (2007) for Bezos’s coinage of “artificial, artificial intelligence.” See http://behind-the-enemy-lines.blogspot.com for additional information on Mechanical Turk.
22. See Mason and Watts (2009) for details on the financial incentives experiment.
23. Overall, women in fact earn only about 75 percent as much as men, but much of this “pay gap” can be accounted for in terms of different choices that women make—for example, to work in lower-paying professions, or to take time off from work to raise a family, and so on. Accounting for all this variability, and comparing only men and women who work in comparable jobs under comparable conditions, roughly a 9 percent gap remains. See Bernard (2010) and http://www.iwpr.org/pdf/C350.pdf for more details.
24. See Prendergast (1999), Holmstrom and Milgrom (1991), and Baker (1992) for studies of “multitasking.” See Gneezy et al. (2009) for a study of the “choking” effect. See Herzberg (1987), Kohn (1993), and Pink (2009) for general critiques of financial rewards.
25. Levitt and Dubner (2005, p. 20)
26. For details on the unintended consequences of the No Child Left Behind Act, see Saldovnik et al. (2007). For a specific discussion of “educational triage” practices that raise pass rates without impacting overall educational quality, see Booher-Jennings (2005, 2006). See Meyer (2002) for a general discussion on the difficulty of measuring and rewarding performance.
27. See Rampell (2010) for the story about politicians.
28. This argument has been made most forcefully by Donald Green and Ian Shapiro, who argue that when “everything from conscious calculation to ‘cultural inertia’ may be squared with some variant of rational choice theory … our disagreement becomes merely semantic, and rational choice theory is nothing but an ever-expanding tent in which to house every plausible proposition advanced by anthropology, sociology, or social psychology.” (Green and Shapiro, 2005, p. 76).
CHAPTER 3: THE WISDOM (AND MADNESS) OF CROWDS
1. See Riding (2005) for the statistic about visitors. See http://en.wikipedia.org/wiki/Mona_Lisa for other entertaining details about the Mona Lisa.
2. See Clark (1973, p. 150).
3. See Sassoon (2001).
4. See Tucker (1999) for the full article on Harry Potter. See (Nielsen 2009) for details of their Facebook analysis. See Barnes (2009) for the story on movies.
5. For the story about changes in consumer behavior postrecession, see Goodman (2009). Bruce Mayhew (1980) and Frank Dobbin (1994) have both made a similar argument about circular reasoning.
6. This argument was made long ago by the physicist Philip Anderson in a famous paper titled “More Is Different” (Anderson 1972).
7. For Thatcher’s original quote, see Keay (1987).
8. The definition of “methodological individualism” is typically traced to the early twentieth century in the writings of the Austrian economist Joseph Schumpeter (1909, p. 231); however, the idea goes back much earlier, at least to the writings of Hobbes, and was popular among the thinkers of the Enlightenment, for whom an individualistic view of action fit perfectly with their emerging theories of rational action. See Lukes (1968) and Hodgson (2007) for a discussion of the intellectual origins of methodological individualism, as well as a scathing critique of its logical foundations.
9. I am oversimplifying here, but not a lot. Although the original models of business cycles did assume a single representative agent, more recent models allow for multiple agents, each of which represents different sectors of the economy (Plosser 1989). Nevertheless, the same essential problem arises in all these models: the agents are not actually real people, or even firms, who pay attention to what other people and firms are doing, but rather are representative agents who make decisions on behalf of a whole population.
10. A number of excellent critiques of the representative individual idea have been written, most notably by the economist Alan Kirman (1992). That the criticism is so well known, however, and yet has had so little influence on the actual practice of social science, should demonstrate how difficult a problem it is to expunge.
11. Even rational choice theorists—who are as much as anyone the inheritors of methodological individualism—are in practice just as comfortable applying the principle of utility maximization to social actors like households, firms, unions, “elites,” and government bureaus as to individual people. See Becker (1976), Coleman and Fararo (1992), Kiser and Hechter (1998), and Cox (1999) for numerous examples of representative agents employed in rational choice models.
12. See Granovetter (1978) for details of the “riot model.”
13. For more details on the origins of social influence, see Cialdini (2001) and Cialdini and Goldstein (2004)
14. For examples of cumulative advantage models, see Ijiri and Simon (1975), Adler (1985), Arthur (1989), De Vany and Walls (1996), and De Vany (2004).
15. For the “army in a lab” quote, see Zelditch (1969). Experiments, it should be noted, are not entirely foreign to sociology. For example, the field of “network exchange” is one area of sociology in which it is common to run lab experiments, but these networks generally comprise only four or five individuals (Cook et al. 1983; Cook et al. 1993). Cooperation studies in behavioral economics, political science, and sociology also use experiments, but once again the groups involved are small (Fehr and Fischbacher 2003).
16. See Salganik, Dodds, and Watts (2006) for a detailed description of the original Music Lab experiment.
17. See Salganik and Watts (2009b; 2009a) for more background on Music Lab, and details of follow-up experiments.
CHAPTER 4: SPECIAL PEOPLE
1. The movie The Social Network, about the founding of Facebook, was released in 2010. The Fosters beer commercial is available at http://www.youtube.com/watch?v=nPgSa9djYU8.
2. For a history of social network analysis, see Freeman (2004). For summaries of the more recent literature on network science, see Newman (2003), Watts (2004), Jackson (2008), and Kleinberg and Easley (2010). For more popular accounts, see Watts (2003) and Christakis and Fowler (2009).
3. See Leskovec and Horvitz (2008) for details of the Microsoft instant messenger network study.
4. See Jacobs (1961, pp. 134–35).
5. Milgram did not invent the phrase “six degrees of separation,” referring only to the “small world problem.” Instead, it was the playwright John Guare who wrote a play with that title in 1990. Oddly, Guare has credited the origin of the phrase to Guglielmo Marconi, the Italian inventor and developer of radiotelegraphy, who reportedly said that in a world connected by the telegraph, everyone would be connected to everyone else via only six degrees of separation. According to numerous citations on the web (see, e.g. http://www.megastarmedia.us/mediawiki/index.php/Six_degrees_of_separation), Marconi is supposed to have made this claim during his Nobel Prize lecture in 1909. Unfortunately, the speech itself (http://nobelprize.org/nobel_prizes/physics/laureates/1909/marconi-lecture.html) makes no mention of the concept; nor have I been able to locate the source of Marconi’s quote anywhere else. Regardless of the ultimate origin of the phrase, however Milgram deserves the credit for having been the first to put some evidence behind it.
6. As a number of critics have noted, Milgram’s results were less conclusive than they have sometimes been portrayed (Kleinfeld 2002). In particular, of the three hundred chains that started out to reach the target, a third began in Boston itself, and another third began with individuals in Omaha who were investors in the stock market—which at the time would have required them to have access to a stockbroker. Seeing as the sole target of the experiment was a Boston stockbroker, it is not so surprising anymore that these chains could reach him. Thus the most compelling evidence for the small-world hypothesis came from the ninety-six chains that began with randomly selected people in Omaha, and only seventeen of these chains actually made it. Given these uncertainties, one has to be careful when placing too much weight on the role of people like Mr. Jacobs, who could easily have been a statistical fluke. Indeed, Milgram himself noted as much, claiming only that “the convergence of communication chains through common individuals is an important feature of small world nets, and it should be accounted for theoretically.”
7. See Gladwell (1999).
8. Naturally, how many friends you count people as having depends a lot on how you define “friendship,” a concept that has always been ambiguous, and is even more so now in the era of social networking sites, where you can “friend” someone you don’t even know. The result is that what we might call “true” friendship has become difficult to distinguish from mere “acquaintanceship,” which in turn has gotten blurred together with the even more ephemeral notion of “one-way acquaintanceship” (i.e., “I’ve heard of you, but you don’t know me from Adam”). Although some people on MySpace have a million “friends,” as soon as we apply even the loosest definition of friendship, such as each person knowing the other on a first-name basis, the number immediately drops to the range of a few hundred to a few thousand. Interestingly, this range has remained surprisingly constant since the first studies were conducted in the late 1980s (McCormick et al. 2008; Bernard et al. 1989, 1991; Zheng et al. 2006).
9. There are a number of subtleties to the issue of chain lengths in small-world experiments that have led to a certain amount of confusion regarding what can and cannot be concluded from the evidence. For details about the experiment itself, see Dodds, Muhamad, and Watts (2003), and for a clarifying discussion of the evidence, as well as a detailed analysis of chain lengths, see Goel, Muhamad, and Watts (2009).
10. See Watts and Strogatz (1998); Kleinberg (2000a; 2000b); Watts, Dodds, and Newman (2002); Watts (2003, ch. 5); Dodds, Muhamad, and Watts (2003); and Adamic and Adar (2005) for details on the searchability of social networks.
11. Influencers go by many names. Often they are called opinion leaders or influentials but they are also called e-fluentials, mavens, hubs, connectors, alpha mums, or even passionistas. Not all of these labels are intended to mean exactly the same thing, but they all refer to the same basic idea that a small number of special individuals have an important effect on the opinions, beliefs, and consumption habits of a large number of “ordinary” individuals (see Katz and Lazarsfeld 1955, Merton 1968b, Weimann 1994, Keller and Berry 2003, Rand 2004, Burson-Marsteller 2001, Rosen 2000, and Gladwell 2000 for a range of influentials-related labels). Ed Keller and Michael Berry claim that “One in ten Americans tells the other nine how to vote, where to eat, and what to buy.” They conclude, in fact, that “Few important trends reach the mainstream without passing through the Influentials in the early stages, and the Influentials can stop a would-be trend in its tracks” (Keller and Berry 2003, pp. 21–22); and the market-research firm Burson-Marsteller concurs, claiming that “The far-reaching effect of this powerful group of men and women can make or break a brand, marshal or dissolve support for business and consumer issues, and provide insight into events as they unfold.” All one needs to do, it seems, is to find these individuals and influence them. As a result, “Influencers have become the ‘holy grail’ for today’s marketers” (Rand 2004).
12. For the original quote, see Gladwell (2000, pp. 19–21).
13. See Keller and Berry (2003, p. 15).
14. See, for example, Christakis and Fowler (2009), Salganik et al. (2006), and Stephen (2009).
15. In fact, even then you can’t be sure. If A and B are friends, they are likely to have similar tastes, or watch similar shows on TV and so be exposed to similar information; thus what looks like influence may really just be homophily. So if every time a friend of A’s adopts something that A adopts, we attribute that to A’s influence, we are probably overestimating how influential A is. See Aral (2009), Anagostopoulos et al. (2008), Bakshy et al. (2009), Cohen-Cole and Fletcher (2008b, 2008a) Shuliti and Thomas (2010), and Lyons (2010) for more details on the issue of similarity versus influence.
16. See Katz and Lazarsfeld (1955) for a discussion of the difficulty of measuring influence, along with a more general introduction to personal influence and opinion leaders. See Weimann (1994) for a discussion of proxy measures of influence.
17. See Watts (2003) and Christakis and Fowler (2009) for discussions of contagion in social networks.
18. The connection between influentials and contagion is most explicit in Gladwell’s analogy of “social epidemics,” but a similar connection is implied throughout the literature on influentials. Everett Rogers (1995, p. 281) claims that “The behavior of opinion leaders is important in determining the rate of adoption of an innovation in a system. In fact, the S-shape of the diffusion curve occurs because once opinion leaders adopt and tell others about the innovation, the number of adopters per unit time takes off.” Keller and Berry make a similar point when they claim that influentials are “like the central processing units of the nation. Because they know many people and are in contact with many people in the course of a week, they have a powerful multiplier effect, spreading the word quickly across a broad network when they find something they want others to know about” (Keller and Berry 2003, p. 29).
19. For details of the models, see Watts and Dodds (2007).
20. The original Bass model is described by Bass (1969).
21. See Gladwell (2000, p. 19).
22. A number of people interpreted this result as a claim that “influentials don’t exist,” but that’s actually not what we said. To begin with, as I’ve discussed, there are so many different kinds of influentials that it would be impossible to rule them all out even if that was what we intended to do. But we didn’t intend to do that. In fact, the whole point of our models was to assume the existence of influentials and see how much they mattered relative to ordinary individuals. Another misconception regarding our paper was that we had claimed that “influentials don’t matter,” but that’s not what we said either. Rather, we found only that influentials are unlikely to play the role described by the law of the few. Whether or not influentials, defined somehow, can be reliably identified and exploited in some manner remains an open question.
23. See Adar and Adamic (2005); Sun, Rosenn, Marlow, and Lento (2009); Bakshy, Karrer, and Adamic (2009); and Aral et al. (2009) for details.
24. For details of the Twitter study see Bakshy et al (2010).
25. For the anecdote about Kim Kardashian’s $10,000 Tweets, see Sorkin (2009, b).
CHAPTER 5: HISTORY, THE FICKLE TEACHER
1. A number of sociologists have even argued explicitly that history ought to be a scientific discipline with its own laws and methods for extracting them (Kiser and Hechter 1998). Historians, meanwhile, have been more circumspect regarding the scientific status of their discipline but have nonetheless been tempted to draw analogies between their own practices and those of natural scientists (Gaddis 2002).
2. See Scott (1998) for a discussion of what he calls metis (the Greek word for “skill”), meaning the collection of formal decision procedures, informal rules of thumb, and trained instinct that characterized the performance of experienced professionals.
3. For more on creeping determinism and hindsight bias, see the classic article by Baruch Fischhoff (1982). Philosophers and psychologists disagree over how strong our psychological bias to think deterministically really is. As Roese and Olson (1996) point out, people frequently do engage in counterfactual thinking—imagining, for example, how things might have worked out “if only” some antecedent event had not taken place—suggesting that commonsense views of causality are more conditional than absolute. A more correct way to state the problem, therefore, is that we systematically overweight the likelihood of what happened relative to the counterfactual outcomes. For the purpose of my argument, however, it is sufficient that we do the latter.
4. See Dawes (2002, Chapter 7) for the full story of Flight 2605 and analysis.
5. See Dawes (2002) and Harding et al. (2002) for more on school shootings.
6. See Gladwell (2000, p. 33)
7. See Tomlinson and Cockram (2003) for details on the SARS outbreaks in the Prince of Wales Hospital and the Amoy Gardens apartment complex. Various theoretical models (Small et al. 2004; Bassetti et al. 2005; Masuda et al. 2004) have subsequently been proposed to explain the SARS epidemic in terms of superspreaders.
8. See Berlin (1997, p. 449).
9. Gaddis (2002), in fact, makes more or less this argument.
10. For the full argument, see Danto (1965).
11. For the full story of Cisco, see Rosenzweig (2007).
12. See Gaddis (2002).
13. See Lombrozo (2007) for details of the study. It should be noted that when told in simple terms the relative probabilities of the different explanations, participants did in fact choose the more complex explanation at a much higher rate. Such explicit information, however, is rarely available in real-world scenarios.
14. See Tversky and Kahneman (1983) for details.
15. For evidence of confidence afforded by stories, see Lombrozo (2006, 2007) and Dawes (2002, p. 114). Dawes (1999), in fact, makes the stronger argument that human “cognitive capacity shuts down in the absence of a story.”
16. For example, a preference for simplicity in explanations is deeply embedded in the philosophy of science. The famous Ockham’s razor—named for the fourteenth-century English logician William of Ockham—posits that “plurality ought never be posited without necessity,” meaning essentially that a complex theory ought never to be adopted where a simpler one would suffice. Most working scientists regard Ockham’s razor with something close to reverence—Albert Einstein, for example, once claimed that a theory “ought to be as simple as possible, and no simpler”—and the history of science would seem to justify this reverence, filled as it is with examples of complex and unwieldy ideas being swept away by simpler, more elegant formulations. What is perhaps less appreciated about the history of science is that it is also filled with examples of initially simple and elegant formulations becoming increasingly more complex and inelegant as they struggle to bear the burden of empirical evidence. Arguably, in fact, it is the capacity of the scientific method to pursue explanatory power, even at the cost of theoretical elegance and parsimony, where its real strength lies.
17. For Berlin’s full analysis of the differences between science and history, and the impossibility of remaking the latter in the image of the former, see Berlin (1960).
18. See Gaddis (2002) for a warning about the perils of generalizing, and also some examples of doing just that.
19. George Santayana (1905).
CHAPTER 6: THE DREAM OF PREDICTION
1. See Rosenbloom (2009).
2. See Tetlock (2005) for details.
3. See Schnaars (1989, pp. 9–33) for his analysis and lots of entertaining examples. See also Sherden (1998) for additional evidence of the lousy forecasting record of futurologists. See also Kuran (1991) and Lohmann (1994) for discussions of the unpredictability of political revolutions; specifically the 1989 collapse of the East Germany. And see Gabel (2009) for a retrospective look at the Congressional Budget Office’s Medicare cost predictions.
4. See Parish (2006) for a litany of intended blockbusters that tanked at the U.S. box office (although some, like Waterworld, later became profitable through foreign box office revenues and video and DVD sales). See Seabrook (2000) and Carter (2006) for some entertaining stories about some disastrous miscalculations and near-misses inside the media industry. See Lawless (2005) for some interesting background on the publisher Bloomsbury’s decision to acquire Harry Potter (for £2,500). General information about production in cultural industries is given in Caves (2000) and Bielby and Bielby (1994).
5. In early 2010, the market capitalization of Google was around $160B, but it has fluctuated as high as $220B. See Makridakis, Hogarth, and Gaba (2009a) and Taleb (2007) for lengthier descriptions of these and other missed predictions. See Lowenstein (2000) for the full story of Long-Term Capital Management.
6. Newton’s quote is taken from Janiak (2004, p. 41).
7. The Laplace quote is taken from http://en.wikipedia.org/wiki/Laplace’s-demon.
8. Lumping all processes into two coarse categories is a vast oversimplification of reality, as the “complexity” of a process is not a sufficiently well understood property to be assigned anything like a single number. It’s also a somewhat arbitrary one, as there’s no clear definition of when a process is complex enough to be called complex. In an elegant essay, Warren Weaver, then vice president of the Rockefeller Foundation, differentiated between what he called disorganized and organized complexity (Weaver 1958), where the former correspond to systems of very large numbers of independent entities, like molecules in a gas. Weaver’s point was that disorganized complexity can be handled with the same kinds of tools that apply to simple systems, albeit in a statistical rather than deterministic way. By organized complexity, however, he means systems that are neither simple nor subject to the helpful averaging properties of disorganized systems. In my dichotomous classification scheme, in other words, I have effectively lumped together simple systems with disorganized systems. As different as they are, however, they are similar from the perspective of making predictions; thus conflation does not affect my argument.
9. See Orrell (2007) for a slightly different take on prediction in simple versus complex systems. See Gleick (1987), Watts (2003), and Mitchell (2009) for more general discussions of complex systems.
10. When I say we can predict only the probability of something happening, I am speaking somewhat loosely. The more correct way to talk about prediction for complex systems is that we ought to be able to predict properties of the distribution of outcomes, where this distribution characterizes the probability that a specified class of events will occur. So, for example, we might predict the probability that it will rain on a given day, or that the home team will win, or that a movie will generate more than a certain level of revenue. Equivalently, we might ask questions about the number of points by which we expect the home team to win, or the expected revenue of a particular class of movies to earn, or even the variance that we expect to observe around the average. Regardless, all these predictions are about “average properties” in the sense that they can be expressed as an expectation of some statistic over many draws from the distribution of outcomes.
11. For a die roll, it’s even worse: The best possible performance is to be right one time out of six, or less than 17 percent. In real life, therefore, where the range of possible outcomes can be much greater than a die roll—think, for example, of trying to predict the next bestseller—a track record of predicting the right outcome 20 percent of the time might very well be as good as possible. It’s just that being “right” 20 percent of the time also means being “wrong” 80 percent of the time; that just doesn’t sound very good.
12. See http://www.cimms.ou.edu/~doswell/probability/Probability.html. Orrell (2007) also presents an informative discussion of weather prediction; however, he is mostly concerned with longer-range forecasts, which are considerably less reliable.
13. Specifically, “frequentists” insist that statements about probabilities refer to the relative fraction of particular outcomes being realized, and therefore apply only to events, like flipping a coin, that can in principle be repeated ad infinitum. Conversely, the “evidential” view is that a probability should be interpreted only as the odds one ought to accept for a particular gamble, regardless of whether it is repeated or not.
14. See de Mesquita (2009) for details.
15. As Taleb explains, the term “black swan” derives from the European settlement of Australia: Until the settlers witnessed black swans in what is now Western Australia, conventional wisdom held that all swans must be white.
16. For details of the entire sequence of events surrounding the Bastille, see Sewell (1996, pp. 871–78). It is worth noting, moreover, that other historians of the French Revolution draw the boundaries rather differently from Sewell.
17. Taleb makes a similar point—namely that to have predicted the invention of what we now call the Internet, one would have to have known an awful lot about the applications to which the Internet was put after it had been invented. As Taleb puts it, “to understand the future to the point of being able to predict it, you need to incorporate elements from this future itself. If you know about the discovery you are about to make, then you have almost made it” (Taleb 2007, p. 172).
CHAPTER 7: THE BEST-LAID PLANS
1. Interestingly, a recent story in Time magazine (Kadlec 2010) contends that a new breed of poker players is relying on statistical analysis of millions of games played online to win at major tournaments.
2. See Ayres (2008) for details. See also Baker (2009) and Mauboussin (2009) for more examples of supercrunching.
3. For more details on prediction markets, see Arrow et al. (2008), Wolfers and Zitzewitz (2004), Tziralis and Tatsiopoulos (2006), and Sunstein (2005). See also Surowiecki (2004) for a more general overview of the wisdom of crowds.
4. See Rothschild and Wolfers (2008) for details of the Intrade manipulation story.
5. In a recent blog post, Ian Ayres (author of Supercrunchers) calls the relative performance of prediction markets “one of the great unresolved questions of predictive analytics” (http://freakonomics.blogs.nytimes.com/2009/12/23/prediction-markets-vs-super-crunching-which-can-better-predict-how-justice-kennedy-will-vote/).
6. To be precise, we had different amounts of data for each of the methods—for example, our own polls were conducted over only the 2008–2009 season, whereas we had nearly thirty years of Vegas data, and TradeSports predictions ended in November 2008, when it was shut down—so we couldn’t compare all six methods over any given time interval. Nevertheless, for any given interval, we were always able to compare multiple methods. See Goel, Reeves, et al. (2010) for details.
7. In this case, the model was based on the number of screens the movie was projected to open on, and the number of people searching for it on Yahoo! the week before it opened. See Goel, Reeves, et al. (2010) for details. See Sunstein (2005) for more details on the Hollywood Stock Exchange and other prediction markets.
8. See Erikson and Wlezien (2008) for details of their comparison between opinion polls and the Iowa Electronic Markets.
9. Ironically, the problem with experts is not that they know too little, but rather that they know too much. As a result, they are better than nonexperts at wrapping their guesses in elaborate rationalizations that make them seem more authoritative, but are in fact no more accurate. See Payne, Bettman, and Johnson (1992) for more details of how experts reason. Not knowing anything, however, is also bad, because without a little expertise, one has trouble even knowing what one ought to be making guesses about. For example, while most of the attention paid to Tetlock’s study of expert prediction was directed at the surprisingly poor performance of the experts—who, remember, were more accurate when making predictions outside their area of expertise than in it—Tetlock also found that predictions made by naïve subjects (in this case university undergraduates) were significantly worse than those of the experts. The correct message of Tetlock’s study, therefore, was not that experts are no better than anyone at making predictions, but rather that someone with only general knowledge of the subject, but not no knowledge at all, can outperform someone with a great deal of knowledge. See Tetlock (2005) for details.
10. Spyros Makridakis and colleagues have shown in a series of studies over the years (Makridakis and Hibon 2000; Makridakis et al. 1979; Makridakis et al. 2009b) that simple models are about as accurate as complex models in forecasting economic time series. Armstrong (1985) also makes this point.
11. See Dawes (1979) for a discussion of simple linear models and their usefulness to decision making.
12. See Mauboussin (2009, Chapters 1 and 3) for an insightful discussion on how to improve predictions, along with traps to be avoided.
13. The simplest case occurs when the distribution of probabilities is what statisticians call stationary, meaning that its properties are constant over time. A more general version of the condition allows the distribution to change as long as changes in the distribution follow a predictable trend, such as average house prices increasing steadily over time. However, in either case, the past is assumed to be a reliable predictor of the future.
14. Possibly if the models had included data from a much longer stretch of time—the past century rather than the past decade or so—they might have captured more accurately the probability of a large, rapid, nationwide downtown. But so many other aspects of the economy also changed over that period of time that it’s not clear how relevant much of this data would have been. Presumably, in fact, that’s why the banks decided to restrict the time window of their historical data the way they did.
15. See Raynor (2007, Chapter 2) for the full story.
16. Sony did in fact pursue a partnership with Matsushita, but abandoned the plan in light of Matsushita’s quality problems. Sony therefore opted for product quality while Matsushita opted for low cost—both reasonable strategies that had a chance of succeeding.
17. As Raynor writes, “Sony’s strategies for Betamax and MiniDisc had all the elements of success, but neither succeeded. The cause of these failures was, simply put, bad luck: the strategic choices Sony made were perfectly reasonable; they just turned out to be wrong.” (p. 44).
18. For an overview of the history of scenario planning, see Millet (2003). For theoretical discussions, see Brauers and Weber (1988), Schoemaker (1991), Perrottet (1996), and Wright and Goodwin (2009). Scenario planning also closely resembles what Makridakis, Hogarth and Gaba (2009a) call “future perfect thinking.”
19. For details of Pierre Wack’s work at Royal Dutch/Shell, see Wack (1985a; 1985b).
20. Raynor actually distinguishes three kinds of management: functional management, which is about optimizing daily tasks; operational management, which is focused on executing existing strategies; and strategic management, which is focused on the management of strategic uncertainty. (Raynor 2007, pp. 107–108)
21. For example, a 2010 story about Ford’s then CEO claimed that “What Ford won’t do is change direction again, at least not under Mr. Mulally’s watch. He promises that he—and Ford’s 200,000 employees—will not waver from his ‘point of view’ about the future of the auto industry. ‘That is what strategy is all about,’ he says. ‘It’s about a point of view about the future and then making decisions based on that. The worst thing you can do is not have a point of view, and not make decisions.’ New York Times, January 9, 2010.
22. This example was originally presented in Beck (1983), but my discussion of it is based on the analysis by Schoemaker (1991).
23. According to Schoemaker (1991, p. 552), “A deeper scenario analysis would have recognized the confluence of special circumstances (e.g. high oil prices, tax incentives for drilling, conducive interest rates, etc.) underlying this temporary peak. Good scenario planning goes beyond just high-low projections.”
24. See Raynor (2007, p. 37).
CHAPTER 8: THE MEASURE OF ALL THINGS
1. Some more details about Zara’s supply chain management are provided in a Harvard Business Review case study of the company (2004, pp. 69–70). Additional details are provided in Kumar and Linguri (2006).
2. Mintzberg, it should be noted, was careful to differentiate strategic planning from “operational” planning, which is concerned with short-term optimization of existing procedures. The kind of planning models that don’t work for strategic plans actually do work quite well for operational planning—indeed, it was for operational planning that the models were originally developed, and it was their success in this context that Mintzberg believed had encouraged planners to repurpose them for strategic planning. The problem is therefore not that planning of any kind is impossible, any more than prediction of any kind is impossible, but rather that certain kinds of plans can be made reliably and others can’t be, and that planners need to be able to tell the difference.
3. See Helft (2008) for a story about the Yahoo! home page overhoul.
4. See Kohavi et al. (2010) and Tang et al. (2010).
5. See Clifford (2009) for a story about startup companies using quantitative performance metrics to substitute for design instinct.
6. See Alterman (2008) for Peretti’s original description of the Mullet Strategy. See Dholakia and Vianello (2009) for a discussion of how the same approach can work for communities built around brands, and the associated tradeoff between control and insight.
7. See Howe (2008, 2006) for a general discussion of crowdsourcing. See Rice (2010) for examples of recent trends in online journalism.
8. See Clifford (2010) for more details on Bravo, and Wortman (2010) for more details on Cheezburger Network. See http://bit.ly/9EAbjR for an interview with Jonah Peretti about contagious media and BuzzFeed, which he founded.
9. See http://blog.doloreslabs.com for many innovative uses of crowd sourcing.
10. See Paolacci et al (2010) for details of turker demographics and motivations. See Kittur et al. (2008) and Snow et al. (2008) for studies of Mechanical Turk reliability. And see Sheng, Provost, and Ipeirotis (2008) for a method for improving turker reliability.
11. See Polgreen et al. (2008) and Ginsberg et al. (2008) for details of the influenza studies. Recently, the CDC has reduced its reporting delay for influenza caseloads (Mearian 2009), somewhat undermining the time advantages of search-based surveillance.
12. The Facebook happiness index is available at http://apps.facebook.com/usa-gnh. See also Kramer (2010) for more details. A similar approach has been used to extract happiness indices from song lyrics and blog postings (Dodds and Danforth 2009) as well as Twitter updates (Bollen et al. 2009).
13. See http://yearinreview.yahoo.com/2009 for a compilation of most popular searches in 2009. Facebook has a similar service based on status updates, as does Twitter. As some commenters have noted (http://www.collisiondetection.net/mt/archives/2010/01/the_problem_wit.php), these lists often produce rather banal results, and so possibly would be more interesting or useful if constrained to more specific subpopulations of interest to particular individuals—like his or her friends, for example. Fortunately, modifications like this are relatively easy to implement; thus the fact that topics of highest average interest are unsurprising or banal does not imply that the capability to reflect collective interest is itself uninteresting.
14. See Choi and Varian (2008) for more examples of “predicting the present” using search trends.
15. See Goel et al. (2010, Lahaie, Hofman) for details of using web search to make predictions.
16. Steve Hasker and I wrote about this approach to planning in marketing a few years ago in the Harvard Business Review (Watts and Hasker 2006).
17. The relationship between sales and advertising is in fact a textbook example of what economists call the endogeneity problem (Berndt 1991).
18. In fact, there was a time when controlled experiments of this kind enjoyed a brief burst of enthusiasm among advertisers, and some marketers, especially in the direct-mail world, still run them. In particular, Leonard Lodish and colleagues conducted a series of advertising experiments, mostly in the early 1990s using split cable TV (Abraham and Lodish 1990; Lodish et al. 1995a; Lodish et al. 1995b; and Hu et al. 2007). Also see Bertrand et al. (2010) for an example of a direct-mail advertising experiment. Curiously, however, the practice of routinely including control groups in advertising campaigns, for TV, word-of-mouth, and even brand advertising, never caught on, and these days it is mostly overlooked in favor of statistical models, often called “marketing mix models” (http://en.wikipedia.org/wiki/Marketing_mix_modeling).
19. See, for example, a recent Harvard Business School article by the president and CEO of comScore (Abraham 2008). Curiously, the author was one of Lodish’s colleagues who worked on the split-cable TV experiments.
20. User anonymity was maintained throughout the experiment by using a third-party service to match Yahoo! and retailer IDs without disclosing individual identities to the researchers. See Lewis and Reiley (2009) for details.
21. More effective advertising may even be better for the rest of us. If you only saw ads when there was a chance you might be persuaded by them, you’d probably see many fewer ads, and possibly wouldn’t find them as annoying.
22. See Brynjolfsson and Schrage (2009). Department stores have long experimented with product placement, trying out different locations or prices for the same product in different stores to learn which arrangements sell the most. But now that virtually all physical products are labeled with unique barcodes, and many also contain embedded RFID chips, they have the potential to track inventory and measure variation between stores, regions, times of the day, or times of the year—possibly leading to what Marshall Fisher of the University of Pennsylvania Wharton School has called the era of “Rocket Science” retailing (Fisher 2009). Ariely (2008) has also made a similar point.
23. See http://www.povertyactionlab.org/ for information on the MIT Poverty Action Lab. See Arceneaux and Nickerson (2009) and Gerber et al (2009) for examples of field experiments run by political scientists. See Lazear (2000) and Bandiera, Barankay, and Rasul (2009) for examples of field experiments run by labor economists. See O’Toole (2007, p. 342) for the example of the national parks and Ostrom (1999, p. 497) for a similar attitude to common pool resource governance, in which she argues that “all policy proposals must be considered as experiments.” Finally, see Ayers (2007, chapter 3) for other examples of field experiments.
24. Ethical considerations also limit the scope of experimental methods. For example, although the Department of Education could randomly assign students to different schools, and while that would probably be the best way to learn which education strategies really work, doing so would impose hardship on the students who were assigned to the bad schools, and so would be unethical. If you have a reasonable suspicion that something might be harmful, you cannot ethically force people to experience it even if you’re not sure; nor can you ethically refuse them something that might be good for them. All of this is as it should be, but it necessarily limits the range of interventions to which aid and development agencies can assign people or regions randomly, even if they could do so practically.
25. For specific quotes, see Scott (1998) pp. 318, 313, and 316, respectively.
26. See Leonhardt (2010) for a discussion of the virtues of cap and trade. See Hayek (1945) for the original argument.
27. See Brill (2010) for an interesting journalistic account of the Race to the Top. See Booher-Jennings (2005) and Ravitch (2010) for critiques of standardized testing as the relevant metric for student performance and teacher quality.
28. See Heath and Heath (2010) for their definition of bright spots. See Marsh et al. (2004) for more details of the positive deviance approach. Examples of positive deviance can be found at http://www.positivedeviance.org/. The hand-washing story is taken from Gawande (2008, pp. 13–28), who describes an initial experiment run in Pittsburgh. Gawande cautions that it is still uncertain how well the initial results will last, or whether they will generalize to other hospitals; however, a recent controlled experiment (Marra et al. 2010) suggests that they might.
29. See Sabel (2007) for a description of bootstrapping. See Watts (2003, Chapter 9) for an account of Toyota’s near catastrophe with “just in time” manufacturing, and also their remarkable recovery. See Nishiguchi and Beaudet (2000) for the original account. See Helper, MacDuffie, and Sabel (2000) for a discussion of how the principles of the Toyota production system have been adopted by American firms.
30. See Sabel (2007) for more details on what makes for successful industrial clusters, and Giuliani, Rabellotti, and van Dijk (2005) for a range of case studies. See Lerner (2009) for cautionary lessons in government attempts to stimulate innovation.
31. Of course in attempting to generalize local solutions, one must remain sensitive to the context in which they are used. Just because a particular hand-washing practice works in one hospital does not necessarily mean that it will work in another, where a different set of resources, constraints, problems, patients, and cultural attitudes may prevail. We don’t always know when a solution can be applied more broadly—in fact, it is precisely this unpredictability that makes central bureaucrats and administrators unable to solve the problem in the first place. Nevertheless, that should be the focus of the plan.
32. Easterly (2006, p. 6).
CHAPTER 9: FAIRNESS AND JUSTICE
1. Herrera then sued the city, which in 2006 eventually settled for $1.5 million. Three other officers who were involved in the incident were fired, and overall seventeen members of the 72nd precinct, including the commander, were disciplined. Police Commissioner Kerik opened an investigation into the operation of the midnight shift, which was apparently known to suffer from poor supervision and lax routines. Both Mayor Giuliani, and his successor, Michael Bloomberg, weighed in on the case, as did Governor Pataki. The legal status of the unborn baby Ricardo resulted in a fight between the medical examiner, who claimed the baby did not live independently of its mother and was therefore not to be considered a separate death, and the district prosecutor, who claimed the opposite. From the initial reports of the accident through the settlement of the lawsuit, the New York Times published nearly forty articles about the tragedy.
2. For a discussion of the relationship between rational organizing principles and the actual functioning of real social organizations, see Meyer and Rowan (1977), DiMaggio and Powell (1983), and Dobbin (1994). For a comprehensive treatment of the “new institutionalist” view of organizational sociology, see Powell and DiMaggio (1991).
3. See Menand (2001, pp. 429–33) for a discussion of Wendell Holmes’s reasoning.
4. The psychologist Ed Thorndike was the first to document the Halo Effect in psychological evaluations (cite Thorndike 1920). For a review of the psychological literature on the Halo Effect, see Cooper (1981). For the John Adams quote, see Higginbotham (2001, p. 216).
5. For more examples of the Halo Effect in business, see Rosenzweig (2007). For a glowing story about the success of Steve & Barry’s, see Wilson (2008). For a story about their subsequent bankruptcy, see Sorkin (2008).
6. See Rosenzweig (2007, pp. 54–56) for more examples of attribution error, and Staw (1975) for details of the experiment that Rosenzweig discusses.
7. To illustrate, consider a simple thought experiment in which we compare a “good” process, G, with a “bad” process, B, and where, just for the sake of the example, G has a 60 percent chance of success, while B succeeds only 40 percent of the time. If you think this isn’t a big difference, imagine two roulette wheels that produced red outcomes 60 percent and 40 percent of the time—betting on red and black, respectively, one could quickly and easily make a fortune. Likewise, a strategy for making money in financial markets by placing many small bets would do very well if it paid out equal amounts of money 60 percent of the time, and lost them 40 percent of the time. But imagine now that instead of spinning a roulette wheel—a process we can repeat many times—our processes correspond to alternative corporate strategies or education policies. This now being an experiment that can be run only once, we observe the following probabilities
Prob[G succeeds while B fails] = 0.6 * (1 - 0.4) = 0.36
Prob[B succeeds while G fails] = 0.4 * (1 - 0.6) = 0.16
Prob[G and B both succeed] = 0.6 * 0.4 = 0.24
Prob[G and B both fail] = (1 - 0.6) * (1 - 0.4) = 0.24
In other words, it is more likely that G will do at least as well as B than the other way around—just as one would expect. But it is also the case that only one time in three, roughly, will G succeed while B fails. Almost half the time, in fact, both strategies perform equally well—or poorly—and one time out of six, it will even be the case that B will succeed while G fails. With almost two-thirds probability, it follows that when the good and bad processes are run side by side, the outcomes will not accurately reflect their differences.
8. See Brill (2009) for the original quote.
9. The distinction is important because it is often argued that for any sufficiently large population of fund managers, someone will be successful for many years in a row, even if success in any given year is determined by a coin toss. But as Mauboussin (2006, 2010) shows, coin tossing is actually a misleading metaphor. Because the performance of managed funds is assessed after fees, and because the overall portfolio of managed funds does not necessarily mirror the S&P 500, there is no reason to think that 50 percent of funds should “beat the market” in any given year. In fact the actual percentage varied from 7.9 percent (in 1997) to 67.1 percent (in 2005) over the fifteen-year interval of Miller’s streak. When these empirical success rates are taken into account, the probability of observing a streak like Miller’s is closer to one in 2.3 million (Mauboussin 2006, p. 50).
10. For DiMaggio’s statistics see http://www.baseball-almanac.com/fur: DiMaggio’s Statistics.
11. Arbesman and Strogatz (2008), using simulations, find that the likelihood of a fifty-six-game streak is somewhere between 20 percent and 50 percent. Interestingly, they also find that DiMaggio was not the most likely player to have attained this distinction; thus his streak was some mixture of skill and luck. See also McCotter (2008), who shows that long streaks happen more frequently than they should if batting average is constant, as Arbesman and Strogatz assume, suggesting that batters in the midst of a streak may be more likely to score a subsequent hit than their season average would suggest. Although they disagree with respect to the likelihood of streaks, however, both models are consistent in the idea that the correct measure of performance is the batting average, not the streak itself.
12. Of course, it’s not always easy to agree on what constitutes a reliable measure of talent in sports either: whereas for a 100-meter sprinter it is very clear, in baseball it is much less so, and fans argue endlessly over which statistics—batting average, strikeout rate, runs batted in, slugging percentage—ought to count for more. Mauboussin (2010), for example, argues that strikeout rate is a more reliable measure of performance than batting average. Whatever the right measure is, however, the main point is that sports afford relatively large numbers of “trials” that are conducted under relatively comparable conditions.
13. See Lewis (2009) for an example of measuring performance in terms of a player’s effect on the team’s win-loss record.
14. Of course, we could artificially increase the number of data points by looking at their daily or weekly performance rather than their annual one; but these measures are also correspondingly noisier than annual measures, so it probably wouldn’t help.
15. See Merton for the original paper. See also Denrell (2004) for a related argument about how random processes can account for persistent differences in profitability among businesses.
16. See Rigney (2010). See also DiPrete and Eirich (2006) for a more technical review of the cumulative advantage and inequality literature. See Kahn (2010) for detail on college graduates’ earnings.
17. See McDonald (2005) for the Miller quote.
18. Mauboussin (2010) makes this point in considerably more detail.
19. Ironically, the further removed a measure of success is from a direct measure of talent, the more powerful the Halo Effect becomes. As long as your claim to talent is based on your personally having performed a particular thing well, someone can always question how well it was actually done, or how worthwhile a thing it was to do in the first place. But as soon as one’s accomplishments become abstracted from their substance—as happens, for example, when a person wins important prizes, achieves great recognition, or makes fabulous amounts of money—concrete, individual metrics for assessing performance are gradually displaced by the Halo. A successful person, like a bestselling book or popular idea, is simply assumed to have displayed the appropriate merit, at which point the success effectively becomes a substitute for merit itself. But even more than that, it is merit that cannot be easily questioned. If one believes that the Mona Lisa is a great piece of art because of X, Y, and Z, a knowledgeable disputant can immediately counter with his or her own criteria, or point out other examples that ought to be considered superior. But if one believes instead that the Mona Lisa is a great piece of art simply because it is famous, our pesky disputant can come up with all the objections she desires and we can insist quite reasonably that she must be missing the point. No matter how knowledgably she argues that properties of the Mona Lisa aren’t uniquely special, we cannot help but suspect that something must have been overlooked, because surely if the artwork was not really special, then it wouldn’t be, well, special.
20. See http://www.forbes.com/lists/2009/12/best-boss-09_Steven-P-Jobs_HEDB.html.
21. Sometimes even the leaders themselves concede this point—but interestingly they tend to do so only when things are going badly. For example, when the leaders of the four largest investment banks testified before Congress in early 2010, they did not take personal responsibility for the performance of their firms, claiming instead that to have been victims of a “financial tsunami” that had wreaked havoc on the economy. Yet in the years leading up to the crisis, when their firms were making money hand over fist, these same leaders were not turning down their bonuses on the grounds that everyone in their industry was making money, and therefore they shouldn’t be credited with doing anything special. See Khurana (2002) for details, and Wasserman, Anand, and Nohira (2010) for the empirical results on when leadership matters.
22. To quote Khurana directly: “strong social, cultural, and psychological forces lead people to believe in cause-and-effect relationships such as that between corporate leadership and corporate performance. In the United States, the cultural bias towards individualism largely discounts the influence of social, economic, and political forces in human affairs so that accounts of complicated events such as wars and economic cycles reduce the forces behind them to personifications.… This process of exaggerating the ability of individuals to influence immensely complex events is strongly abetted by the media, which fixate the public’s attention on the personal characteristics of leaders at the expense of serious analysis of events” (Khurana 2002, p. 23).
23. As Khurana and other critics are quick to acknowledge, their research does not mean that anyone can be an effective CEO, or that CEO performance is irrelevant. It is certainly possible, for example, for a CEO to destroy tremendous value by making awful or irresponsible decisions. And because avoiding bad decisions can be difficult, even satisfactory performance requires a certain amount of experience, intellect, and leadership ability. Certainly not everyone has the wherewithal to qualify for the job, or the discipline and energy to perform it. Many CEOs are impressive people who work long hours under stressful conditions and carry heavy burdens of responsibility. It’s therefore perfectly reasonable for corporate boards to choose candidates selectively and to compensate them appropriately for their talent and their time. The argument is just that they shouldn’t be selected or compensated on the grounds that their individual performance will have more than a weak influence on the future performance of their firm.
24. For a summary of Rawls’s and Nozick’s arguments, see Sandel (2009). For the original arguments, see Rawls (1971) and Nozick (1974).
25. See DiPrete (2002) for empirical evidence on intergenerational social mobility.
26. See, for example, Herszenhorn (2009) and Kocieniewski (2010).
27. See, for example, Watts (2009).
28. See Watts (2003, Chapter 1) for a detailed discussion of one such cascading failure—the 1996 failure in the western United States.
29. See Perrow (1984) for examples of what he calls normal accidents in complex organizations. See also Carlson and Doyle (2002) for a more technical treatment of the “robust yet fragile” nature of complex systems.
30. See Tabibi (2009) for an example of how Goldman Sachs profited from multiple forms of government assistance.
31. See Sandel (2009).
32. See Granovetter (1985).
33. See Berger and Luckman (1966). The deliberative democracy literature mentioned in Chapter 1, note 25, is also relevant to Sandel’s argument.
CHAPTER 10: THE PROPER STUDY OF MANKIND
1. The full text of Pope’s “Essay on Man” is available online at Project Gutenberg http://www.gutenberg.org/etext/2428.
2. Parsons’s notion of rationality was inspired by Max Weber, who interestingly was not a functionalist, or even a positivist, espousing instead what has become known as an interpretive school of sociology, manifest in his claim that rational action was that which was understandable (verstehen) to an analyst. Nevertheless, Weber’s work was quickly seconded by strongly positivistic theories, of which rational choice theory is the most obvious; thus illustrating how deeply the positivistic urge runs in all forms of science, including social science. Parsons also is sometimes cast as an anti-positivist, but once again, his ideas have been incorporated into positivist theories of social action.
3. For critiques of Parsons, see Mayhew (1980, p. 353), Harsanyi (1969, p. 514), and Coleman and Fararo (1992, p. xvii).
4. Many sociologists—both before Merton and since—have been critical of what they have viewed as facile attempts to replicate the success of natural science by imitating its form rather than its methods As early as the 1940s, for example, Parsons’s contemporary Huntington Cairns wrote that “We possess no such synoptic view of social sciences which encourages us to believe that we are now at a stage of analysis where we can with any certainty select the basic concepts upon which an integrated structure of knowledge can be erected” (Cairns 1945, p. 13). More recently, a steady drumbeat of criticism has been directed at rational choice theory, for much the same reasons (Quadagno and Knapp 1992; Somers 1998).
5. Quotes are from Merton (1968a).
6. See Merton (1968a) for his description of theories of the middle range, including the theory of relative deprivation and the theory of the role set.
7. Harsanyi (1969, p. 514) and Diermeier (1996) both reference Newton, while the political scientists Donald Green and Ian Shapiro have called rational choice theory “an ever-expanding tent in which to house every plausible proposition advanced by anthropology, sociology, or social psychology” (Green and Shapiro 2005).
8. The “success” or “failure” of rational choice theory, it should be noted, is highly controversial, with rational choice advocates claiming that it is unfair to evaluate rational choice theory as a “theory” in the first place, when really it should be regarded rather more as a family of theories unified only by their emphasis on purposive action as the cause of social outcomes over accident, blind conformity, or habit (Farmer 1992; Kiser and Hechter 1998; Cox 1999). Perhaps this is an accurate statement of what rational choice theory has become (although interestingly some rational choice theorists include even habit within the gambit of rational incentives [Becker and Murphy 2000]), but it’s certainly not what early proponents like Harsanyi intended it to be. Harsanyi in fact criticized Parsons’s theory explicitly for not being a “theory” at all, lacking the ability to derive conclusions logically from a set of axioms—or as he put it, “the very concept of social function in a collectivist sense gives rise to insoluble problems of definition and of empirical identification” (1969, p. 533). Whether or not it has subsequently metamorphosed into something more realistic should therefore not distract from the point that its original mission was to be a theory, and that in that sense it has been no more successful than any of its predecessors.
9. Indeed, as Becker (1945, p. 84) noted long ago, natural scientists are every bit as prone as social scientists to overestimate their ability to construct predictive models of human behavior.
10. Stouffer (1947).
11. It should be noted that not all sociologists agree that measurement is really the problem that I’m making it out to be. According to at least one school of thought, sociological theories should help us to make sense of the world, and give us a language with which to argue about it; but they shouldn’t aim to make predictions or to solve problems, and so shouldn’t be judged by the pragmatic test in the first place. If this “interpretive” view of sociology is correct, the whole positivist enterprise that began with Comte is based on a fundamental misunderstanding about the nature of social science, starting with assumption that it ought to be considered a branch of science at all (Boudon, 1988b). Sociologists, therefore, would do better to focus on developing “approaches” and “frameworks”—ways of thinking about the world that allow them to see what they might otherwise miss, and question what other people take for granted—and forget all about trying to build theories of the kind that are familiar to us from physics. It was essentially this kind of approach to sociology, in fact, that Howard Becker was advocating in his book Tricks of the Trade, the review of which I encountered back in 1998, and that John Gribbin—the reviewer, who, remember, is a physicist—evidently found infuriating.
12. See, for example, Paolacci et al. (2010).
13. The privacy debate is an important one, and raises a number of unresolved questions. First, when asked, people say they care deeply about maintaining their privacy (Turow et al. 2009); however, their actions frequently belie their responses to survey questions. Not only do many people post a great deal of highly personal information about themselves in public but they also decline to pay for services that would guarantee them a higher than default level of privacy. Possibly this disconnect between espoused and revealed preferences implies only that people do not understand the consequences of their actions; but it may also imply that abstract questions about “privacy” are less meaningful than concrete tradeoffs in specific situations. A second, more troubling problem is that regardless of how people “really” feel about revealing particular pieces of information about themselves, they are almost certainly unable to appreciate the ability of third parties to construct information profiles about them, and thereby infer other information that they would not feel comfortable revealing.
14. See Sherif (1937) and Asch (1953) for details of their pioneering experiments. See Zelditch (1969) for his discussion of small-group versus large-group studies. See Adar and Adamic (2005), Sun et al. (2009), and Bakshy and Adamic (2009) for other examples of tracking information diffusion in online networks.
15. Now that they’ve proven the concept, Reiley and Lewis are embarking on a whole array of similar experiments—for department stores, phone providers, financial services companies, and so on—with the aim of measuring differences across domains (do ads work differently for phones than for credit cards?), across demographics (are older people more susceptible than younger?), and even across specific ad layouts and designs (blue background versus white?).
16. See Lazarsfeld and Merton (1954) for the original definition of “homophily,” and McPherson et al. (2001) for a recent survey of the literature. See Feld (1981) and McPherson and Smith-Lovin (1987) for discussion of the importance of structural opportunities.
17. The reason is that social structure not only shapes our choices but is also shaped by them. It is true, for example, that whom we are likely to meet in the immediate future is determined to some degree by our existing social circles and activities. But on a slightly longer timescale it is also true that we may choose to do certain things over others precisely because of the people we expect to meet in the course of doing them. The whole point of “social networking” events in the business world, for example, is to put yourself in a situation where you might meet interesting people. Likewise, the determination of some parents to get their children into the “right” schools has less to do with the quality of education they will receive than the classmates they will have. That said, of course, it is not equally easy for everyone to get into Harvard, or to get invited to the most desirable social gatherings. On a longer timescale again, therefore, your position in the social structure constrains not only whom you can get to know now but also the choices that will determine your future position in the social structure. Arguments about the relative importance of individual preferences and social structure invariably get bogged down in this chicken-and-egg tangle, and so tend to get resolved by ideology rather than by data. Those who believe in the power of individual choice can always contend that structure is simply the consequence of choices that individuals have made, while those who believe in the power of structure can always contend that the appearance of choice is illusory.
18. A similar finding has subsequently been reported in another study of homophily using data collected from Facebook (Wimmer and Lewis, 2010).
19. Some studies have found that polarization is increasing (Abramowitz and Saunders 2008; Bishop 2008), whereas others have found that Americans agree more than they disagree, and that views on one issue, say abortion, turn out to be surprisingly uncorrelated with views on other matters, like gun ownership, or immigration (Baldassari and Gelman 2008; Gelman et al. 2008; DiMaggio et al. 1996; Fiorina et al. 2005).
20. See Baldassari and Bearman (2007) for a discussion of real versus perceived agreement. In spite of the practical difficulties, some pioneering studies of precisely this kind have been conducted, first by Laumann (1969) and later by Huckfeldt and colleagues (Huckfeldt et al. 2004; Huckfeldt and Sprague 1987).
21. Clearly Facebook is an imperfect representation of everyone’s friendship network: Not everyone is on Facebook, so some close friends may be missing, while many “friends” are barely acquainted in real life. Counting mutual friends can help differentiate between genuine and illusory friendships, but this method is also imperfect, as even casual acquaintances on Facebook may share many mutual friends. A better approach would be to observe how frequently friends communicate or perform other kinds of relational acts (e.g., clicking on a newsfeed item, commenting, liking, etc.); however, this data is not yet available to third-party developers.
22. For details of the Friend Sense study, see Goel, Mason, and Watts (2010).
23. Projection is a well-studied phenomenon in psychology, but it has been difficult to measure in social networks, for much the same reasons that have stymied network research in general. For a review of the projection literature, see Krueger and Clement (1994), Krueger (2007), and Robbins and Krueger (2005).
24. See Aral, Muchnik, and Sundararajan (2009) for a recent study of influence in viral marketing.
25. For other recent work using e-mail data see, Tyler et al. (2005), Cortes et al. (2003), Kossinets and Watts (2006), Malmgren et al. (2009), De Choudhury et al. (2010), and Clauset and Eagle (2007). For related work using cell-phone data, see Eagle et al. (2007) and Onnela et al. (2007); and for work using instant messaging data, see Leskovec and Horvitz (2008).
26. For information on the progress on cancer see an excellent series of articles, “The Forty Years War” published in the New York Times. Search “forty years war cancer” or go to http://bit.ly/c4bsc9. For a similar account of the genomics revolution, see recent articles by Wade (2010) and Pollack (2010).
27. I have made a similar argument elsewhere (Watts 2007), as have a number of other authors (Shneiderman 2008; Lazer et al. 2009).
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