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IF HUMANS SUDDENLY VANISHED FROM EARTH, the digital world would still 
vibrantly hum. Surveillance cameras scanning streets from Beijing to Washington 
would stream video. Self-driving trucks would haul material around an Australian 
mine. Russian social media bots would circulate political propaganda. Internet-
connected thermostats would regulate home climates. Robots would move mer-
chandise around massive warehouses. Environmental sensors would gauge air 
pollution levels. A giraffe wandering through a game reserve would trigger a mo-
tion detector that opens a gate. Bank accounts would make automatic mortgage 
payments. Servers would mine Bitcoin. Until electricity stops fl owing, cyber-
space lives.

This sounds like the prologue of a science fi ction story but is just a pragmatic 
acknowledgment of how far digital systems have leapt from human-facing dis-
play screens into the physical world of material objects and artifi cial intelligence. 
The Internet is no longer merely a communication system connecting people and 
information. It is a control system connecting vehicles, wearable devices, home 
appliances, drones, medical equipment, currency, and every conceivable industry 
sector. Cyberspace now completely and often imperceptibly permeates offl ine 
spaces, blurring boundaries between material and virtual worlds.

This transformation of the Internet from a communication network between 
people to a control network embedded directly into the physical world may be 
even more consequential than the shift from an industrial society to a digital in-
formation society. The potential for human advancement and economic growth 

 1
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is as staggering as the accompanying society-wide dilemmas. How will work 
be transformed as autonomous systems and networked objects embedded with 
sensors and actuators subsume entire labor sectors, from transportation to food 
service? Will there be any domain of human existence that remains private, or 
is individual privacy no longer conceivable? What does the Internet embedding 
into the physical world mean for consumer safety and national security?

The stakes of cybersecurity rise as Internet outages are no longer about los-
ing access to communication and content but about losing day-to-day function-
ing in the real world, from the ability to drive a car to accessing medical care. 
The Internet of things (IoT) bleeds into the real world in ways that enhance life 
but also can compromise personal safety and security. The nature of war and 
confl ict transforms as the cyber-embedded physical world can be surveilled and 
disrupted from anywhere on Earth. The expansion of the Internet into everyday 
objects is a new threat matrix for national security. Dependencies on the stabil-
ity and security of cyberspace, already necessary for the digital economy and 
the public sphere, extend deeper into human safety and the basic functioning of 
material infrastructures of water, energy, and transportation systems.

Internet-connected objects bring privacy concerns into intimate spheres of 
human existence far beyond the already invasive data-gathering practices of 
Facebook, Google, and other content intermediaries. Ambient data gathering 
of routine activities within homes and around medical and health practices can 
be much more privacy invasive even than surveillance of emails, texts, web-
sites visited, and other digital content through the clear portal of a screen. De-
vices collect personal information about everything humans do in daily life. It 
is not preordained that individual privacy will ever meaningfully be possible. 
Even gaining personal consent for data collection is sometimes impossible be-
cause affected individuals may not be the owners of these devices or even 
aware of their presence. Unprecedented privacy questions arise around what 
personal data is gathered and shared from everyday objects and the types of 
government surveillance now possible in life spheres that were previously 
shielded from any external scrutiny.

Three cybersecurity stories highlight the rising political stakes of this em-
bedding of digital technologies into the material world. The fi rst involves con-
nected medical devices and rising concern about human safety. Former U.S. 
vice president Dick Cheney and his cardiologist disclosed in a television inter-
view that the doctor had, in 2007, ordered the disabling of a wireless feature on 
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the vice president’s implanted defi brillator in an abundance of caution around 
fears that a terrorist could carry out an assassination by wirelessly hacking into 
the pacemaker.1 This seemed like a remote possibility until, ten years later, the 
U.S. Food and Drug Administration (FDA) issued a safety warning about cy-
bersecurity vulnerabilities in radio-frequency-enabled implantable cardiac de-
vices, including pacemakers and defi brillators.2 The affected devices transmit 
data to a home monitor, which can, in turn, connect to a physician over the In-
ternet. The FDA warning suggested that “someone other than the patient’s phy-
sician” could “remotely access a patient’s RF-enabled [radio-frequency-enabled] 
implanted cardiac device.”3 Cyber technologies are not only embedded in ob-
jects; they are embedded in objects that are embedded in the body.

The Stuxnet worm detected in 2010 similarly exemplifi es political entangle-
ments between digital and material infrastructure. Stuxnet was highly sophisti-
cated code designed to infi ltrate and sabotage the control systems operating 
Iranian nuclear centrifuges.4 Stuxnet is typically described as a coordinated U.S.-
Israeli initiative crafted to sabotage Iran’s nuclear weapon aspirations, although 
neither the U.S. nor Israeli government offi cially acknowledges these claims.5 
Since Stuxnet, there have been countless politically motivated attacks on critical 
infrastructure including disruptions to the Ukrainian power distribution systems, 
which offi cials have attributed to Russian security services. These attacks demon-
strate how control of cyber-physical infrastructure is now a proxy for state power.

The Mirai botnet is a similarly revealing example. This largest cyberattack in 
history was carried out by hijacked Internet-connected home appliances. More 
than eighty popular sites, including Amazon and Reddit, became inaccessible in 
parts of the United States in the fall of 2016. The cause of the outages was a mas-
sive distributed denial of service (DDoS) attack. The assault hijacked millions of 
unwitting devices, exploiting security vulnerabilities to implant malicious code 
and using these hijacked devices to fl ood the targeted sites with so many requests 
as to render the targets inaccessible to legitimate traffi c. A real-world analogy 
would be millions of people simultaneously calling a 911 dispatcher. The dispatch 
system itself is not infi ltrated, but the sheer volume of spurious calls makes the 
service unavailable to legitimate calls. As such, a DDoS attack has a similar effect 
as a complete outage of a besieged system. Tools for launching these attacks are 
readily and freely available online or as services available for hire.

This outage received considerable media attention because the sites affected, 
including Netfl ix and Twitter, were some of the most popular Internet services 
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at the time.6 There were much more alarming characteristics that offer insights 
about the nature of distributed control points in virtual-material spaces. First, 
the attack was carried out not directly against the affected sites but by attacking 
an intermediary technology necessary to keep the sites operational: the Domain 
Name System (DNS). The DNS is a massive, globally distributed database man-
agement system whose main function is to translate human-readable domain 
names (e.g., Netfl ix.com) into unique numbers (binary Internet Protocol, or IP 
addresses) used to locate virtual resources online. Because the DNS is used 
nearly every time someone queries a name online, it is a choke point where the 
fl ow of information can be disrupted. The attack even more specifi cally targeted 
Dyn, a company that provides managed DNS services responsible for resolving 
queries for the domain names of some of the sites affected. Dyn’s chief strategy 
offi cer described the outage as “a sophisticated, highly distributed attack involv-
ing 10s of millions of IP addresses . . . across multiple attack vectors and Inter-
net locations.”7

The Mirai botnet is a specifi c example of a general condition that control can 
be exerted by co-opting or disrupting intermediary infrastructures (rather than 
targeted systems) to achieve some objective.8 It is not necessary to infi ltrate or 
attack the intended site directly but only indirectly by turning to a supporting 
system, such as the DNS, systems of routing and addressing, cloud computing 
platforms, and points of network interconnection. Indeed, the DNS has long 
been used for information control, from political censorship to blocking access 
to pirated movies, and has even longer been a target of DDoS attacks.9 These 
technical infrastructures have a concealed complexity and a distributed archi-
tecture that keeps them out of public view. Attacks bring visibility to this be-
hind-the-scenes infrastructure and also highlight the crucial role of private 
companies as points of digital concentration and administration on which the 
stable exchange of information depends.

Much more consequentially, this massive attack was carried out primarily by 
home appliances such as security cameras and digital video recorders.10 The 
botnet, short for “(ro)bot net(work),” was a collection of interconnected de-
vices infected with malicious software (malware), without the device owners’ 
knowledge. Consumer IoT devices are susceptible to malware because they 
may contain security vulnerabilities or use weak (or no) default passwords. In 
this instance, the Mirai botnet scanned networks for vulnerable devices and sur-
reptitiously infected them with malicious code used to coordinate the attack. An 

http://Netflix.com
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analysis of the attack suggested that the Mirai botnet used “a short list of 62 
common default usernames and passwords to scan for vulnerable devices” and 
was able to access and infect mass numbers of appliances because so many peo-
ple had never changed the default username and password or else used very 
weak passwords, like “password.”11

The incident is also indicative of how security exploits, once developed and 
regardless of initial motive, can take on a life of their own. Three college-age 
defendants pleaded guilty to conspiring to violate the U.S. Computer Fraud and 
Abuse Act (CFAA) for creating and using the Mirai botnet to target connected 
home appliances and exploit these to execute DDoS attacks. The Department of 
Justice disclosed that one of the defendants “posted the source code for Mirai on 
a criminal forum,” which others then accessed and used later to carry out attacks 
such as the one that disrupted major Internet content sites in the fall of 2016.12 
Media reports claimed that the motive for developing the Mirai botnet was to 
gain competitive advantage in the wildly popular computer game Minecraft.13

Connected objects are not only a potential target but also a potential threat 
vector from which to launch attacks. The security of popular websites and con-
tent platforms is only as strong as the security of cyber-physical systems far re-
moved from these platforms. Their fate is intertwined. Some connected home 
devices are not upgradable or come with inherently weak security. In other 
cases, owners ignore security patches as devices become part of the taken-for-
granted background edifi ce of daily life. Consumer objects can be weaponized 
when they are vulnerable to exploits, and they are increasingly within the cross-
hairs of those who seek to exert control across borders.

As these three examples emphasize, the design and control of connected 
physical objects is an emerging and high-stakes terrain of global Internet policy. 
Cybersecurity has now become one of the most consequential issues of the mod-
ern era, necessary for human safety, privacy, critical infrastructure, and national 
security, as much as for economic security, democracy, speech rights, and access 
to knowledge. Yet connected physical objects are notoriously insecure. There is a 
huge chasm between the need for security and the state of security. Realizing 
the improvements to human life and the economic growth possible from cyber-
physical innovations is predicated upon the inherent security and stability of these 
systems. Technology policy must, in the contemporary context, anticipate and 
address future questions of accountability, risk, and who is responsible for out-
ages, security updates, and reliability. Public policy has not yet caught up to this 
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technological transformation and its consequences. Meanwhile, the pace of cyber-
physical innovation is accelerating.

The Dissolution of Boundaries between Virtual and Physical Worlds

The Internet has already reached a tipping point. More objects are now digit-
ally connected than people. This phenomenon is sometimes called the “Internet 
of things” or “cyber-physical systems,” although these dispassionate phrases 
dampen the remarkable reality that the real world connected by digital systems 
subsumes biological processes, currency, and transportation systems, not just 
mundane material artifacts like connected coffee machines. Already measured 
in billions, there will soon be on the order of 20 billion or more material objects 
online.14 Anyone with multiple tablets, computers, and smartphones intuitively 
understands the disproportionate ratio of devices to people online, but this is 
only a very partial accounting. Online artifacts include everything from kitchen 
appliances, door locks, home alarm systems, networked weather sensors, auto-
mobiles, energy system sensors, and industrial control systems (ICS).

As with other major technological changes, expectations about this material 
diffusion range from effi ciency promises about “smart cities” and “smart homes” 
to Orwellian warnings that this will be the death knell of human autonomy. To 
be sure, increases in object connectivity will result in new industries creating 
interconnected products embedded with chips, sensors, actuators, and radio-
frequency identifi cation (RFID) capability. Whether one views this as a new 
trend or the continuation of the Internet’s meteoric growth is of no consequence. 
What matters is that this phenomenon will have signifi cant implications for eco-
nomic growth, individual rights, business models, and governance and that there 
is a moment of opportunity to shape the constitution of this future.

In the vernacular of cyber-physical systems, connected things are real-world 
objects that directly embed cyber elements. They simultaneously interact with 
the real world and the virtual world. Their primary purpose is not communica-
tion among people or individual access to information such as news, knowl-
edge, business data, and entertainment. They are geared more toward keeping 
systems functional by sensing and analyzing data and autonomously control-
ling devices. Like other communication devices, these objects interconnect via 
either wireless or wired networks. Industry sectors have used terms such as 
“smart grids” or “sensor networks.” Policymakers have adopted language such 
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as “smart health” and “smart cities.” Consumer electronics manufacturers call 
this the “Internet of things.” In practice, these systems often involve sensor net-
works detecting contextual changes such as in the environment (weather sen-
sors) or a physical occurrence (a door opening, the delivery of a spare part in a 
manufacturing system, or a movement). Already millions of sensors monitor 
environmental conditions, industrial systems, security points, and the move-
ment of objects. These systems also directly actuate devices, such as moving a 
mechanical system or activating a light switch.

Tropes related to the Internet of things are often consumer-centric, including 
home appliances and other domestic systems or an individual’s car or other per-
sonal object. Beyond these everyday consumer objects, industry and local gov-
ernments are an important constituency operating cyber-physical environments. 
For example, cities operate traffi c control systems, utilities, street lights, trans-
portation apps, and other systems connected directly to the public Internet 
or indirectly via proprietary networks with a gateway to the public Internet. 
Cyber-physical systems, of course, exist in the vast infrastructures underlying 
industrial sectors. Digitally connected sensors provide energy companies with 
intelligence about natural resources. Manufacturing companies use digital net-
works to manage the handling of materials, optimization of inventories, and 
control of robotic systems. Shipping companies use embedded RFID chips to 
track packages and vehicles and optimize delivery routes.

Digital systems are now control systems for the real world of things but also 
bodies. Biological systems are part of the digital object space. The Internet of 
things is also the Internet of self. The “thing” in the Internet of things encom-
passes a person’s biological systems via wearable technologies, biometric identi-
fi cation devices, and digital medical monitoring systems for checking temperature, 
heart rate, or blood glucose level. Medical diagnostic and treatment systems sim-
ilarly rely on Internet-connected devices.

Physical and nonphysical boundaries collapse.15 Values are in tension. For 
example, strong cybersecurity is necessary to protect national security and indi-
vidual privacy but increasingly intersects with the physical world and human 
body in a way that creates a host of new rights concerns. Strong cybersecurity is 
necessary for consumer protection and privacy, especially around connected 
medical devices. But cybersecurity also creates challenges for individual pri-
vacy because it can require the collection of biometric identifi cation. Human 
authentication and identifi cation take place through voice, facial, or movement 
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recognition, retinal scans, fi ngerprints, and other globally unique human identi-
fi ers. China and other countries with authoritarian information technology (IT) 
approaches are using these biometric systems as part of social control programs.

The Internet transforms from being in a user’s fi eld of cognition to being 
an invisible background context of everyday life. Connected objects are con-
tinuously sensing and engaged in constant interactivity. Humans no longer di-
rectly experience connectivity through a screen but through everyday objects. 
This diffusion of the Internet into the material world speaks to the phenomeno-
logical sense in which the Internet is receding from human view even while 
expanding.

A “screen” is no longer the arbiter of whether one is online or offl ine. This 
distinction has always been imprecise because one can be swept online via 
screens belonging to others, such as tagged in an image or recorded in the back-
ground of a YouTube video. Nevertheless, in the era in which most access was 
screen mediated—a computer, phone, or tablet—it was obvious when someone 
was “on the Internet.” There was some self-awareness and some choice. The 
shift away from screens and into material objects further blurs this online-
offl ine distinction. It complicates individual awareness of personal data collec-
tion because it is more behind the scenes. Human online exposure shifts from 
sometimes on, when interacting with a screen, to always on, via ambient ob-
jects. Active engagement with digital networks moves to passive engagement.

Those who believe they “do not have a large digital footprint” because of 
personal social media choices neglect to consider the reality that modern cars 
capture minutiae about how they drive, phones record their every movement, 
and grocery store affi nity cards capture consumer data. Neighborhood surveil-
lance cameras record them walking their dog. These ambient technologies 
bring about enormous social benefi ts around convenience and safety. But choice 
becomes complicated. At one point, picking up a device with a screen—such as 
a laptop or phone—was a concerted choice about how and when to be online, 
even if that choice involved hidden power structures that affected individual 
rights. Now the choice is no longer present in the same way.

Offl ine-online hybridized spheres penetrate into the body, the mind, and the 
objects and systems that collectively make up the material world. The Internet 
is no longer just about communication but is also no longer simply a virtual 
space. Conceptions of the Internet as, a priori, a communication system be-
tween people have to be dispelled.



A F T E R  T H E  I N T E R N E T 11

The upsurge of systems that simultaneously embed digital and real-world 
components creates conditions that challenge traditional notions of Internet 
governance in profound ways. It no longer makes sense to view online and of-
fl ine spaces as distinct spheres, either technically or politically, with the virtual 
world somehow separate from the real world. They are entangled.

All Firms Are Now Technology Companies

What counts as an “Internet company” or a “tech company” transforms in the 
context of systems that embed both digital and material components. All fi rms 
are now technology companies, not only traditional tech fi rms like Google but 
any company (e.g., Caterpillar, Ford, GE) that manufacturers cyber-embedded 
products or collects massive stores of digital data.

In most industry sectors—from fi nancial services to consumer goods—fi rms 
historically have not viewed themselves as technology companies. They had a 
separate information technology department serving as a support structure for 
developing and delivering products and services to customers. This function 
was parallel to other types of enabling functions, such as human resources 
or fi nance. IT departments managed communication networks, email, data stor-
age, and industry-specifi c information systems such as point-of-sale in retail or 
production and distribution systems in manufacturing. Computer networks and 
the public Internet were vitally integral to operations, but end products—
whether a jacket or a refrigerator—did not embed computer networking as part 
of the product. They existed in the real world.

Conversely, “tech companies” have historically been viewed as born digital. 
These include information intermediaries, like Google and Baidu, which facili-
tate the exchange of content; network intermediaries like AT&T or Vodafone; 
or software and hardware companies like Microsoft and Cisco, whose core 
business is selling technology for use in other industries. Tech companies have 
also included born-digital retail companies like Amazon, which have no physi-
cal consumer retail presence but rather transactionally exist entirely online, al-
beit with massive back-end warehouses.

There is no longer a logical demarcation between born-digital tech compa-
nies and nontech companies. Companies that were once entirely digital are now 
producing material, real-world products that expeditiously leverage their mas-
sive data-processing capabilities and experience with cybersecurity. Apple, 
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Google, and Microsoft have all entered markets for self-driving cars. Google 
has been working on autonomous vehicles since 2009, for example, through its 
Waymo subsidiary.16

The shift of real-world product and service companies into the digital realm 
is just as signifi cant, if not more signifi cant, of a factor blurring this distinction 
between tech and nontech companies. GE now has a signifi cant product invest-
ment in the “industrial Internet of things” geared toward transforming industries 
with sensors and vast data collection and analysis, as well as augmenting its tra-
ditional product line of home appliances with digital interconnection. Financial 
services have moved almost entirely online. Under Armour has produced digit-
ally connected shoes. Levi’s partnered with Google to offer an interactive jacket, 
embedding a tag in the sleeve to enable wireless connectivity to a mobile 
device. Automobile companies from Ford to Tesla have sought to develop au-
tonomous vehicles embedding communications technology and massive data 
processing to such a degree that these are high-tech networking products as 
much as cars. Ford will compete with Google as much as with Toyota.

In other cases, it is impossible to assess whether a company began digitally 
or began in the physical world. Is Uber a tech company or a transportation com-
pany? Is Airbnb a tech company or a hotel service? These are examples of a 
new generation of fi rms that digitally facilitate real-world interactions but do 
not actually operate themselves in the physical world. Digital media companies 
bleed into the material world. Traditionally nontech companies are digitally in-
tegrated, and there is a rising breed of new companies that are neither fully of-
fl ine nor fully online. It is clear that the boundary around digital media company 
or tech company is blurred.

The twenty-fi rst-century phenomenon of all fi rms metamorphosing into tech-
nology companies has implications for technology policy. The most immediate 
concern involves the question of human rights in this hybridized context. The 
same types of civil liberties questions arising online in traditional digital media 
platforms—especially the privacy parameters around personal data collection 
and conditions of equality, discrimination, and access—now also apply, and 
even more so, to these contexts blending the virtual and the material. Another 
complication is cybersecurity. Many of the fi rms that are now suddenly also 
digital technology fi rms have historically less experience with cybersecurity. 
There are also not necessarily market inducements for strong cybersecurity or 
even upgradeability in quickly emerging product lines in which being fi rst to 
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market is paramount. Another of many complications is that integrating cyber 
interconnections in material objects makes systems traverse national bounda-
ries in ways that can complicate jurisdiction. A physical-world product, when 
digitally embedded, is suddenly reachable across borders by foreign intelli-
gence and hackers.

“Internet Users” Are Not People

This entanglement of real-world objects and the cyber world complicates 
even the simple category “Internet user.” This once clearly measurable cate-
gory is rapidly changing in the context of bots and connected objects with no 
human display screens. The history of the Internet’s success is often told 
through the lens of growth in users, the number of people connected via a com-
puter, laptop, tablet, or smartphone. The International Telecommunication Un-
ion (ITU) has consistently provided global and country-specifi c usage statistics 
about human-centric categories such as percentage of individuals using the In-
ternet and households with Internet access.17 By this user-centric metric, Inter-
net growth is staggering. Half the world’s population came online by 2017. In 
the mid-1990s, when Amazon and eBay were founded, less than 1 percent of 
the world’s population was online, with most users in the United States. Policy-
makers, advocacy groups, and scholars alike gauge Internet success by such 
usage statistics and direct policy efforts, particularly in emerging markets, ac-
cordingly. Examples include interventions to bridge the digital divide, improve 
broadband penetration in the developing world, and address net neutrality, an 
issue typically concerned entirely with last-mile Internet access to homes.

The growth in the number of individuals online and broadband penetration 
rates to homes have always had limitations as success metrics. Consumer-
centric views of Internet growth have often not matched Internet use in prac-
tice, for example, focusing on individual social media usage more than Internet 
access by major industrial sectors. Even with a content-centric view of Internet 
usage, the bulk of Internet traffi c is not communications between two people 
but entertainment programming, with video streaming services like Netfl ix, 
Amazon Prime Video, Hulu, and their competitors constituting more than half 
of Internet traffi c during prime viewing hours. Furthermore, a single person 
might simultaneously use multiple screen-mediated devices: a phone, laptop, 
tablet, work computer, home computer. Does that count as one user or fi ve? 
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User-centric Internet policy interventions also miss major swaths of public-
interest issues that exist outside direct consumer interfaces and in deeper layers 
of Internet infrastructure.

Another complication is that some “people” online are actually bots. “Bot” is 
a term for software code that simulates human activity or automates some re-
petitive task. One of the dictionary defi nitions that Merriam-Webster provides is 
“a computer program or character (as in a game) designed to mimic the actions 
of a person.”18 The 1860 Webster’s Dictionary defi nes bots as “a species of small 
worms, found in the intestines of horses.”19 Thankfully, in the digital age, it con-
nects more to “(ro)bot.” But bots actually are sometimes autonomous worms 
that self-propagate. DDoS attacks make use of armies of malicious bots.

Bots have had a central role in Internet tasks for decades, such as web crawl-
ers that autonomously scour pages to index content for search engines. They pro-
vide customized music streaming and personalized weather forecasts. Botnets 
are key enablers of spam, whether collecting massive stores of email addresses 
or distributing unsolicited marketing messages. Regrettably, botnets are also a 
staple of cyberattacks and cybercrime. Sometimes indistinguishable from peo-
ple, they generate automated emails appearing to be legitimate but designed 
to carry out identity theft. Sophisticated chatbots engage in conversations with 
people. Intelligence communities in the United States indicated that Russians 
used bots, as well as troll farms of actual people, to disseminate propaganda mi-
crotargeting American voters in an attempt to infl uence the 2016 presidential 
election.

Software code masked as human social media accounts produces a nontrivial 
percentage of social media content. They have a variety of purposes—marketing, 
political propaganda, infl uence campaigns, news dissemination, spam, hate 
speech, activism. But they are not individual users. One group of researchers es-
timated that “between 9% and 15% of active twitter accounts are bots.”20 One can 
simply observe the immediate aftermath of a Twitter posting by a prominent per-
son. Within less than a second, tens of thousands of “users” retweet the message. 
Much of this instantaneous content generation does not originate with actual 
human followers but via social media message-amplifi cation techniques. Count-
ing “users” can include counting nonhumans. Twitter has disclosed the scale of 
what the company faces in dealing with automated (nonhuman) accounts: “On 
average, our automated systems catch more than 3.2 million suspicious accounts 
globally per week—more than double the amount we detected this time last 
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year. As our detection of automated accounts and content has improved, we’re 
better able to catch malicious accounts when they log into Twitter or fi rst start to 
create spam.”21

The massive scale and sophistication of bot accounts make the problem impos-
sible to address via direct human detection and intervention. Only machine learn-
ing and automated pattern-detection capabilities can address the bot tsunami 
fl ooding the digital public sphere. Scholars who study the surface of content have 
sometimes compounded the problem. Studying discourses in social media plat-
form intermediaries can help propagate disinformation because it adds a veneer 
of quantitative legitimacy to what is actually gaming of systems.

While “Internet user” has always been an imperfect category, it is further 
complicated in the context of the cyber-embedded physical world. Connected 
objects outnumber connected people. What counts as an Internet user? Con-
nected lighting systems and doorbells exchange data just like humans exchange 
data. A lightbulb is not an Internet user by traditional defi nition, but it might be 
technically more accurate to measure the number of devices online rather than 
the number of users online.

Many connected objects, particularly in environmental, agricultural, energy, 
and other industrial settings, have no formal relationship to human users and no 
display screen or formal user interface. Machine-to-machine, or M2M, is a sig-
nifi cant usage category, encompassing devices in industrial settings, such as su-
pervisory control and data acquisition (SCADA) systems or other sensing and 
control transactions at digital-physical borders. These devices exchange infor-
mation, consume resources such as bandwidth and IP addresses, and raise all 
manner of cyber governance questions but are not counted as “users.”

Even people who have never been online are directly affected by what 
happens online. Everything is connected, so everyone is affected. Phrases such 
as “being on the Internet” or “being off the Internet” no longer have distinct 
meanings. Data breaches affect non-Internet users. During a hectic 2013 holi-
day shopping season, the U.S. retail giant Target acknowledged that hackers 
gained unauthorized access to its customers’ credit card numbers and other 
personal information. The data breach originated via an infi ltration of a third-
party heating, ventilation, and air conditioning system company connected 
to Target’s network.22 Target acknowledged that the stolen information included 
a customer’s name, credit card number, expiration date, and card verifi cation 
value (CVV) number (the three or four-digit number on a credit card), as well 
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as home address, email address, and phone number.23 Identity theft is a trivial 
matter given this combination of personally identifi able data. The retailer sug-
gested that the massive data breach affected as many as seventy million 
customers and, as companies often do in such case, offered a complementary 
year subscription to a credit-monitoring service for any customers who shopped 
in their stores.24 A non-Internet user who shopped at Target would have been 
swept up in this data breach. The Offi ce of Personnel Management (OPM) data 
breach in which China-based hackers gained access to the personal information 
of more than twenty-one million U.S. federal employees could have affected 
any non-Internet user who ever worked for the federal government.

Someone who buys a home alarm system but is not “online” via a traditional 
screen may actually be online. An elderly person simply showing up for a med-
ical appointment can be directly affected when a ransomware attack on the 
health-care provider prevents the person from receiving medical care. One does 
not have to personally be “on the Internet” to have one’s life dependent on the 
Internet. The category of “user” continues to evolve.

The changing user context and the expansion of what counts as a technology 
fi rm, as well as the evolution of cyber-physical technical architecture, is an im-
portant starting context for discussions about the state of Internet governance.

The Cyber-Physical Challenge to Internet Governance

What are the public-interest issues arising from the Internet’s expansion 
from a communication network to a control network whose infrastructure is en-
meshed in the material world, increasingly politicized, and involving new types 
of fi rms far beyond traditional tech companies? The pace of innovation and the 
opportunities for human fl ourishing are signifi cant but are clearly accompanied 
by critical economic and social concerns.

What are the rising implications for privacy, discrimination, human security, 
interoperability, economic stability, and innovation? Do existing models of In-
ternet governance still apply? Who are the new stakeholders in so-called multi-
stakeholder governance? As the technologies become more diffuse and less 
visible because they are embedded in material systems, the implications of 
these technologies become more concealed, and choice and consent become 
upended. Yet the digital economy, social life, and political systems are com-
pletely dependent on the stability and security of this infrastructure.



A F T E R  T H E  I N T E R N E T 17

This embedding of network sensors and actuators into the physical world has 
transformed the design and governance of cyber infrastructure into one of the 
most consequential geopolitical issues of the twenty-fi rst century. It challenges 
notions of freedom and power structures in Internet governance and further 
blurs the role of nation-states in addressing the politics of technical structures 
that inherently cross borders.

For much of its history, the Internet has created connections between people 
or between people and information. Hence, policy formulation around the In-
ternet, as well as theory and research, has concentrated on the network as a pub-
lic sphere for communication and expression or as an information system for 
commercial transactions.25 Content-centric topics have included intellectual 
property rights enforcement, social media infl uence campaigns, cyberbullying, 
freedom of expression, and data protection. Intellectual thought has focused 
primarily on this visible layer of content, communication, and transactions 
rather than underlying material control infrastructures.

This book seeks to make visible the power structures embedded in emerging 
digital-physical infrastructure landscapes, explain the social and economic 
stakes of how these infrastructures are designed and governed, and recommend 
a technology policy framework that accounts for the critical public-interest 
concerns arising in hybrid virtual-physical systems. The most consequential 
global policy concerns of the present era are arising in debates over the archi-
tecture and governance of cyber-physical systems. Technology policy has to 
be reconceptualized to account for the expansion of digital technologies from 
communication and information exchange to material sensing and control. 
How technical, legal, and institutional structures evolve will have sweeping im-
plications for civil liberties and innovation for a generation.

The book is written from the standpoint of both engineering and science and 
technology studies (STS), and the conceptual starting point is that arrange-
ments of technical architecture are also arrangements of power. On the contrary 
from implying any technological determinism, this theme suggests that those 
who control the design and administration of technologies shape these power 
structures. Technologies are culturally shaped, contextual, and historically 
contingent. Infrastructure and technical objects are relational concepts in that 
cultural and economic interests shape their composition. The philosopher of 
technology Andrew Feenberg has suggested that “technology is power in 
modern societies, a greater power in many domains than the political system 
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itself.”26 Interventions based on law or international agreements are not alone 
suffi cient. Public policy is inscribed and concealed inside architecture.

Technical points of control are not neutral—they are sites of struggle over 
values and power arenas for mediating competing interests. At the same time, 
the natural and physical world, of course, exists. The scientifi c process and in-
novation incorporate facts about the physical world derived from lived material 
experience. From an engineering perspective, it is not possible to construct a 
solid rocket booster out of lawn clippings, no matter what powerful values will 
it so. Understanding the politics of technology requires acknowledging both 
material engineering realities and also the social construction of the same.

In 1980, Langdon Winner infl uenced a generation of scholars with his 
provocative essay “Do Artifacts Have Politics?” Winner suggested two ways in 
which artifacts could have political qualities, including how “specifi c features 
in the design or arrangement of a device or system could provide a convenient 
means of establishing patterns of power and authority in a given setting” and 
also “ways in which the intractable properties of certain kinds of technology are 
strongly, perhaps unavoidably, linked to particular institutionalized patterns of 
power and authority.”27 He was writing prior to the globalization and commer-
cialization of the Internet or the development of the World Wide Web, but his 
themes would later resonate in scholarship addressing the politics of cyber 
technologies.

The late Susan Leigh Star described her 1999 STS publication “The Ethnog-
raphy of Infrastructure” as “a call to study boring things” and suggested, “it 
takes some digging to unearth the dramas inherent in system design,” in part 
because much of this work is “buried in inaccessible electronic code.”28 Star’s 
theoretical and methodological work on infrastructure, including her work with 
Geoff Bowker, has helped infl uence a large body of scholarship in infrastruc-
ture studies, collectively “inverting” infrastructure from a background frame-
work to the foreground to reveal underlying politics.29 Part of the purpose of the 
present book is to make visible the behind-the-scenes architectural components 
of cyber-physical systems.

The starting point for examining the governance issues in cyber-physical in-
frastructure is conceptually identical to the framework from The Global War 
for Internet Governance (2014). Levers of control in Internet governance are 
not at all relegated to the actions of traditional governments but also include (1) 
the politics inscribed in the design of technical architecture; (2) the privatiza-
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tion of governance, such as public policy enactment via content moderation, 
privacy terms of service, business models, and technological affordances; (3) 
the role of new multistakeholder global institutions in coordinating cross-
border critical Internet resources; and sometimes (4) collective citizen action. 
For example, the design of technical standards is political. These are the blue-
prints, or specifi cations, that enable interoperability between products made by 
different companies. From the Internet Protocol to BitTorrent, technical stand-
ards are not merely technical specifi cations. They establish public policy in 
their design features that connect to national security (e.g., encryption strength), 
human rights (e.g., privacy-enhancing features, web accessibility standards for 
the disabled), and democracy (e.g., security of election support infrastructures, 
an interoperable public sphere, access to knowledge). Another central theme in 
Internet governance is the reciprocal relationship between local decisions and 
global networks, which can be thought of as part of control by extraterritorial-
ity. Local regulations such as the European Union’s General Data Protection 
Regulation (GDPR) on private company policies on the other side of the world 
are an example of this type of cross-border infl uence.

The Internet of things seems like a local concern, on its surface. Cyber-
embedded objects have a hard, material presence in the real world. A piece of 
equipment in a factory or a medical monitoring device in a home are clearly 
tangible objects, not just information or human communication understood vir-
tually through screens. Yet they are not merely local policy concerns, any more 
than a social media application that someone accesses in a home is a local pol-
icy concern. These local objects and the systems that connect them are a global 
policy frontier entangled with international security, geopolitical confl ict, and 
human rights.30 Because they connect to the Internet, there is always the possi-
bility of someone reaching across borders to access a cyber-physical device. In 
some cases, the intermediating networks and technologies are different from, 
although they build on, the technologies supporting content-centric systems. 
But they also rely on the same core networks, interconnection points, and sys-
tems of routing.

If distributed infrastructure points of control shape, constrain, and enable the 
fl ow of communications (email, social media, messaging) and content (e.g., 
Twitter, Netfl ix, Reddit), infrastructure connected to the physical world (bod-
ies, objects, medical devices, industrial control systems) to a much greater ex-
tent is able to exert economic and political effects. Global control struggles 
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materialize at boundary points of “transduction” via sensors and actuators. Di-
rect connections between the digital world and the physical world now prolifer-
ate. Door locks are digitally connected and can be operated without being 
touched by a human hand. Medical devices inside the body can convert biolog-
ical measurements into digital signals transmitted over a network.

For these systems, the essence of control capability is transduction, the con-
version of signals and energy forms from the physical world into the digital 
world, and the inverse. Examples of this conversion include electrical signals 
converted into pressure, or temperature in the real world converted to an elec-
trical signal. Digital networks monitor and control real-world, material objects. 
Sensors capture a reading (e.g., temperature, pressure, movement, sound waves) 
in the real world and convert them to digital signals for transmission over a net-
work. Actuators take the instructions from a digital signal and convert this form 
of energy and act on the physical world, such as causing rotary motion or a 
chemical reaction.

A recalibration of technology policy debates is necessary to account for the 
rising potential and implications of transduction. One distinction theorists have 
made between cyber war and “real-world war” is that cyber confl ict does not 
result in human death. This distinction collapses as an increasing number of 
critical real-world systems become cyber embedded. For example, while auton-
omous vehicles will save lives because so many accidents arise from human er-
ror, digital networks control these vehicles, and hackers anywhere in the world 
can potentially sabotage or disrupt them, potentially resulting in human death.

This direct, connective manipulation of the physical world from anywhere 
in the world via a digital network is a powerful form of control, enhancing 
human life and industrial effi ciency but also creating terrifying possibilities 
for disruption, manipulation, surveillance, and confl ict—as close as within a 
body and as far away as industrial control systems located on the other side of 
the world.

The expansion of cyber into real-world, everyday objects, logistical net-
works, and industrial systems expands the national security threat base, the 
types of foreign intelligence possible, and what counts as cyber offense. Cyber 
is already viewed as the fi fth domain of warfare. Catastrophic cyber war is not 
yet inevitable, but politically motivated cyber confl ict is an everyday occur-
rence ranging from cybersecurity attacks on dissident groups to the Chinese 
hack of millions of records of U.S. federal government workers. Politically 
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motivated cyber-physical attacks have already moved into critical infrastruc-
ture such as the energy sector.

A critical and novel point of control, and therefore policy concern, is how in-
terventions and attacks in the physical world can then translate into digital ma-
nipulation, as opposed to how digital interventions can infl uence the physical 
world. The possibility of transductive attacks involving manipulation of physi-
cal readings to attack or mislead digital systems completely transforms the ob-
ject of analysis of cybersecurity, which now has to leave digital networks and 
data stores and extend into protection from manipulation originating in the 
physical world.

Policy issues around intermediaries also become more complicated. What 
counts as intermediation in cyber-physical systems and the institutional and so-
cioeconomic forces that shape this intermediation are more concealed and het-
erogeneous than traditional communication intermediation. The philosopher 
Bruno Latour asked in 1994, “Why is it so diffi cult to measure, with any preci-
sion, the mediating role” of technology or what he called “techniques”? “Be-
cause the action that we are trying to measure is subject to ‘blackboxing’—a 
process that makes the joint production of actors and artifacts entirely opaque. 
Daedalus’ maze is shrouded in secrecy.”31 As Latour explains, the black box 
itself also changes the meaning of its context, such as a speed bump shifting 
from an objective of not striking a neighborhood child to not damaging the 
suspension of one’s own car. A translation occurs. Cyber-physical system 
intermediation may be a modern recapitulation of the Labyrinth in Greek 
mythology.

The cyber-physical upheaval is heterogeneous and pervasive. There are many 
emerging areas of technological innovation in which digital technologies are be-
coming embedded into the physical world. Chapter 2 examines four of these. 
The digitization of everyday objects includes consumer Internet of things and 
connected objects in smart cities. The Internet of self encompasses cyber-
physical systems entangled with the body, such as wearable technologies, im-
plantable chips, biometric identifi cation devices, and digital medical monitoring 
and delivery systems. The industrial Internet of things, sometimes called the 
“fourth industrial revolution,” involves restructurings of industries and labor 
around cyber-physical systems. Finally, emergent embedded systems include 
those embedded objects that are born digital, such as robotics, 3D printing, 
and arguably augmented reality systems. Understanding these heterogeneous 
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technical architectures, and the technological affordances and characteristics 
they all share, is necessary for understanding emerging governance debates.

The policy issues that arise in cyber-physical systems create new problems 
and challenges that are more complicated and arguably more critical than even 
in traditional communication systems. Part 2 of the book, “The Global Politics 
of Cyber-Physical Systems,” breaks these emerging governance issues into 
three arenas: privacy, security, and interoperability.

Cyber-physical system privacy concerns encroach into intimate spaces in 
and around the body and in material spaces of industry, the home and society 
that were once distinctly bounded from the digital sphere. Chapter 3 addresses 
this critical area. Privacy problems are also concerns about discrimination, such 
as using collected data for employment, insurance, and law enforcement deci-
sions. Privacy problems in digital-physical spaces also raise a host of national 
security concerns. The chapter explains some of the constraints that complicate 
privacy and recommends a baseline privacy-protection framework to address 
this extraordinary policy challenge.

Cybersecurity increasingly connects to consumer safety and critical indus-
trial infrastructure, as well as the digital economy and systems of democracy. 
Chapter 4 explains how the stakes of cyber-physical security have never been 
higher. From attacks on the energy sector to the attacks on the consumer IoT 
and democracy, cybersecurity governance is an existential concern in society. 
Regrettably, security is woefully inadequate. Market incentives privilege rapid 
product introduction rather than strong security. This chapter suggests baseline 
recommendations, across all stakeholders, necessary for improving the cyber-
physical ecosystem. It also explains how cyber-physical systems complicate 
and increasingly shape already-diffi cult global cybersecurity governance ques-
tions such as when governments choose to stockpile knowledge of software 
vulnerabilities for cyber offense, rather than disclose them to secure critical 
infrastructure.

Chapter 5 examines how technical standardization faces unique challenges. 
Embedded objects require high security but are also constrained architectures 
that demand lower energy consumption and restricted processing power. The 
current state of interoperability is fragmented, heterogeneous, complex, and 
involving multiple competing standards and an expanding base of standards-
setting organizations. Unlike traditional communication systems that require 
universality, fragmentation by sector might actually have benefi cial effects, 
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such as serving as a de facto security boundary. The chapter explains the evolu-
tion of fragmented standards in the IoT space but suggests that open standards 
and interoperability in the underlying common infrastructure are still vital for 
accountability, innovation, and stability.

The complicated concerns arising in cyber-physical systems necessitate 
a reconceptualization of long-held beliefs about Internet freedom. They also 
call into question dominant approaches, ideologies, and power structures in 
global Internet governance regimes. Part 3, “Rethinking Internet Freedom and 
Governance,” addresses the cognitive dissonance between how technology 
is rapidly moving into the physical world and the conceptions of freedom and 
global governance that remain in the communication governance world.

Decades of cultural and political thought have sought to understand human 
autonomy and digital rights in the context of the Internet as an online public 
sphere for communication and access to knowledge. The goal in democratic so-
cieties has been to preserve “a free and open Internet,” an uncritical concept 
that has become somewhat of a fetishized ideal. Chapter 6 suggests that all of 
the various conceptions of Internet freedom have to be challenged in light of 
technological change. Internet freedom has a long history, but all incarnations 
center on the transmission and free fl ow of content, from John Perry Barlow’s 
“A Declaration of the Independence of Cyberspace” and calls for freedom from 
regulation to the United States Department of State’s Internet freedom foreign-
policy campaign. Normative frameworks should adjust both to the realities of 
information control from private ordering and authoritarian power and the ris-
ing human rights challenges of cyber-physical systems.

Structural transformations also challenge prevailing Internet governance 
power structures, imaginaries, and approaches. Provocations for the future of 
Internet governance are taken up in chapter 7. Policy entanglements with previ-
ously distinct spheres—consumer safety, systems of democracy, cryptocurrency, 
and environmental protection—expand the scope of global Internet governance. 
Power relations in the multistakeholder governance regime shift as new compa-
nies, new standards regimes, and new tensions arise between bordered govern-
ment regulatory responses and a global cyber-physical architecture. The rising 
stakes of digital security, such as to consumer safety and national security, chal-
lenge some venerable norms of Internet governance. Notions of a free and open 
Internet, still vitally important, move toward notions of security, stability, and 
reliability.
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Privacy and security have to take primacy as aspirational values as networks 
shift from digital only to directly embedded in the physical world. Chapter 8 
concludes the book with a call for various stakeholders to urgently take serious 
cyber-physical policy choices and collectively elevate cybersecurity as a gen-
erational imperative necessary for human security, economic security, and na-
tional security. For example, a long-standing Internet policy tradition, while 
varying by region, is immunity from liability for information intermediaries. 
What counts as an intermediary in cyber-physical architectures and how should 
risk, accountability, and liability be reconceptualized in the high-risk era?

The technological diffusion of the Internet into the material world requires 
new approaches to technical architecture and governance that not only consider 
the content-centric protection of the digital economy and the free fl ow of infor-
mation but also view infrastructure stability and cybersecurity as a critical hu-
man rights issue. The Internet, as a communication network, transformed how 
people communicate with each other and interact with information. The Inter-
net, as a cyber-physical control system, is transforming how humans interact 
with the material world. This book is a provocation both to “see” digital infra-
structure as it is and to understand and reimagine the politics embedded in this 
infrastructure. More importantly, it is the hope that this book will be of interest 
to any citizen concerned about the future of human rights in our digital future, 
in which offl ine and online spheres become completely indistinguishable.
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“THERE IS NO REASON ANYONE WOULD WANT a computer in their home,” the 
digital pioneer Ken Olson famously said in 1977. The modern-day equivalent 
would ask why anyone would want a computer embedded in all the objects in a 
home. That question is already outdated. Almost every imaginable physical 
object—in homes, in society, in industry—can be embedded with digital 
processing and communication capability, and the market for these technolo-
gies is intensifying. Finding a class of objects without embedded cyber connec-
tivity is more diffi cult than fi nding one with this capability. Digitally embedded 
material devices are not a future construct.

Cyber-physical systems—arrangements of digital architecture embedded in 
and interacting with the material world—are everywhere. Understanding this 
architecture is a necessary precursor for examining the emerging technology 
policy questions and the stakes for society.

Cyber-physical systems cannot be viewed as a narrow class of technology 
(e.g., consumer Internet of things). As Gilles Deleuze suggested about social 
control, “the different control mechanisms are inseparable variations, forming 
a system of variable geometry.”1 They have to be taken as part of an assemblage 
of interrelated technologies, often conjoined and shared at the back end with 
third-party networks, with governments, or in private corporate monocultures.

In a single day, individuals in advanced economies encounter hundreds, if 
not thousands, of network-connected physical objects containing sensors and/
or actuators. People wear connected fi tness bracelets and rely on connected glu-
cose monitors; homes contain connected coffee makers and door locks; stores 
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The Cyber-Physical Disruption
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house RFID-embedded retail items; vehicles contain networked sensors that 
detect collisions or monitor traffi c conditions; work environments use net-
worked energy systems, manufacturing robots, and security systems; municipal 
cyber-physical systems manage energy and transportation structures.

Policymakers rightly believe these technologies can improve public health, 
increase economic productivity, and create more effi cient and environmentally 
sustainable cities. Connected objects improve the lives of people with disabili-
ties. The cyber-embedded physical world, sometimes appropriately called the 
“Internet of Everything,” is linked to societal improvement and economic 
growth. Congressional hearings have certainly stressed economic opportunity, 
exemplifi ed by the chair’s opening remarks in a U.S. House of Representatives 
hearing on the subject: “The Internet of Things marks a crucial juncture for the 
U.S. economy and for American consumers as our country looks for new eco-
nomic engines and new sources for jobs. It promises a world in which digital 
and physical elements connect, gather information real-time, predict circum-
stances, prevent problems, and create opportunities.”2 It will take years before 
understanding which way the balance tips between new jobs in new IoT indus-
tries and job categories lost from cyber-physical automation. Either way, the 
transformation from an Internet society to a cyber-physical society will deeply 
disrupt structures of economic production and labor.

Cyber-physical systems, while heterogeneous and undergoing rapid techno-
logical change, are a major evolutionary chapter in the Internet’s history. Similar 
to how the inception of the World Wide Web transformed access to knowledge 
and spurred entirely new industries, cyber-physical systems are now similarly 
transformational. Life before the web and hyperlinked information is diffi cult to 
remember. Cyber-physical systems are a similar pivot point. Instead of trans-
forming how humans interact with and communicate with each other and content 
in the digital world, they are transforming the physical world and how humans 
and industries interact with this physical world. Acknowledging this transforma-
tion is not arguing that the disruption is occurring instantaneously. Transforma-
tion is accretionary. As Intel’s head of IoT strategy summarized, “At Intel, we like 
to say IoT is an overnight transformation thirty years in the making.”3

Applying the word “transformative” in this context is controversial. Actors 
with a stake in maintaining the prevalent structure of Internet architecture and 
governance and preserving dominant business models have an interest in char-
acterizing the Internet of things as just another application on the Internet. This 
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reference frame regards the diffusion of the Internet into the physical world as 
a continuation of the Internet as it has always been. Dominant institutions of In-
ternet governance and industry-leading tech companies have some interest in 
viewing these changes within current economic and architectural models. Sim-
ilar to Kuhnian changes in scientifi c knowledge that involve paradigmatic shifts 
in belief systems and modes of analysis,4 changes in technical architecture, en-
tirely new business models, and novel and even intractable policy concerns are 
all features of technological systems evolution that place pressure on dominant 
actors and provoke assertions that “there is nothing new here.”

The cyber-physical transformation is not a solitary development following a 
sequential and orderly development path. It is entering society via different do-
mains and originating from different actors and design communities. The Inter-
net was never one thing but rather a heterogeneous system owned by different 
private actors and experienced differently by different cultures and user com-
munities. Neither is the cyber-physical disruption one thing.

Understanding policy complications requires acknowledging this diversity. 
Even the category “Internet of things” has no single meaning or brand. As a 
Boston Consulting Group report explained, “there is no such thing as ‘the’ In-
ternet of Things: today’s market is heavily driven by specifi c use case scenar-
ios.”5 If anything, this contextual heterogeneity, with embedded systems arising 
simultaneously in multiple environments, industries, and social spheres, helps 
to emphasize the pervasiveness of this transformation.

The category “cyber-physical systems,” meant to be capacious and representa-
tive of contextual diversity, refers to arrangements of technologies that seamlessly 
integrate and interact with both the material world and the digital world. Although 
there is no precise universal defi nition of cyber-physical systems or even con-
nected “IoT devices,” descriptions from information science are instructive: “A 
cyber-physical system consists of a collection of computing devices communicat-
ing with one another and interacting with the physical world via sensors and ac-
tuators in a feedback loop.”6 The National Institute of Standards and Technology 
(NIST) defi nes cyber-physical systems as “smart systems that include engineered 
interacting networks of physical and computational components.”7

The term “cyber-physical systems,” while imperfect, is more accurately de-
scriptive than “IoT” to explain this phenomenon of blurring physical and digital 
domains, simply because IoT, over time, has in popular discourse become syn-
onymous with consumer markets, thereby obfuscating the larger phenomenon 
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of embedded devices in critical sectors including agriculture, defense, transpor-
tation, and manufacturing.8

In formal technical-expert communities such as the Internet Society, the no-
menclature “Internet of things” is not relegated to consumer products but rightly 
much more technically and contextually voluminous, to include industrial en-
vironments and critical infrastructure: “The term Internet of Things refers to 
scenarios where network connectivity and computing capability extends to ob-
jects, sensors and everyday items not normally considered computers, allowing 
these devices to generate, exchange and consume data with minimal human in-
tervention. IoT includes consumer products, durable goods, cars and trucks, in-
dustrial and utility components, sensors, and more.”9

Whether one uses the term “Internet of Everything” or “Internet of things” or 
“embedded systems” or “cyber-physical systems” or “network of everything” 
is not as important as acknowledging the very real underlying technological 
transformation—the fundamental integration of material-world systems and 
digital systems. Digitally connected computing devices have long permeated 
every sector that uses information and communication technologies. But these 
devices have traditionally exchanged information—knowledge, data, multime-
dia, transactions, communication content—between humans via devices with 
screens. A defi ning feature of cyber-physical systems is their integration or di-
rect interaction with the physical world and the communication among objects 
or between material, real-world objects or natural environments and humans.

The following cyber-physical taxonomy helps refl ect the contextual heteroge-
neity of these systems while also uncovering shared technological characteristics 
and control points: (1) the digitization of everyday objects, including consumer 
IoT devices and objects connected in municipalities; (2) the Internet of self, 
which includes objects in close proximity to the body, such as wearable technolo-
gies and digitally connected medical devices; (3) the industrial Internet of things 
or “fourth industrial revolution,” a term that captures the cyber-embeddedness of 
objects in industrial sectors; and (4) emergent cyber-physical systems, which in-
clude material objects that are born digital, such as additive manufacturing (also 
called 3D printing), robotics, and augmented reality, a special case that does not 
involve cyber-embeddedness in objects but rather the human perception of this 
embeddedness. After a discussion of the elements of this taxonomy, the chapter 
offers a description and analysis of shared technological architecture and af-
fordances of these systems and how they, in turn, shape new policy concerns.
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The Digitization of Everyday Objects

The number of everyday consumer objects connected to the Internet already 
exceeds the number of people who use the Internet.10 The oft-repeated but ap-
propriate prediction suggests that “everything that can be connected will be 
connected.” Measured in billions and experiencing rapid annual growth, the 
number of connected things is projected to grow (based on the most conserva-
tive projection) to twenty billion in the very near future, far higher than the en-
tire human population on Earth.11 What are these objects, how and why are they 
“connected,” and who is making them?

Connected consumer devices are sometimes called “smart devices”—such as 
a smart water bottle connected to a mobile phone app to track hydration. Other 
terms are “intelligent devices” or “Internet of things” devices. All of these 
terms generally denote that the device can be connected to the public Internet 
via access such as Wi-Fi, Bluetooth, cellular, or GPS and controlled by a con-
sumer either by accessing a website through a browser or, more often, via a spe-
cialized mobile phone app. Figure 1 provides a nonexhaustive snapshot of the 
types of consumer objects that have digitally connected consumer offerings, 
any of these easily found even via a cursory search on Amazon for Internet-
connected appliances and objects.

Consumers can purchase nearly any kind of object with embedded network 
connectivity and sensors. The Adidas smart soccer ball contains an integrated sen-
sor, battery, and Bluetooth network connection. The sensor can detect and record 
the ball’s strike point, speed, trajectory, and spin when kicked from a stationary 
position. The ball collects and transmits data over Bluetooth to a mobile phone 
app. General Electric sells a line of home appliances that connect directly to a 
home’s Wi-Fi network and then over the public Internet to a back-end system and 
ultimately to the owner’s smartphone, whether for remote monitoring and alerts 
such as the refrigerator door left open and fi lter requiring change or for controls 
such as initiating water heating for afternoon coffee or turning on the ice maker.

Other devices connect via RFID chips embedded in objects. For example, 
Audi cars introduced integrated toll transponders into rearview mirrors. These 
transponders use RFID chips (similar to the separate transponders connected to 
windshields with Velcro) to communicate with readers at toll collection points, 
sharing a unique identifi cation number tied to the vehicle owner’s account, 
which the owner can access via the public Internet.



Home Access and Security
Door locks
Doorbell cameras
Garage door openers
Home security systems
Video/audio surveillance systems
Motion detectors
Window locks and blinds
Smoke detectors

Health and Fitness
Scales
Sleep tracking devices
Blood-pressure monitors
Oxygen sensors
Cardiac monitors
Medication bottles
Fitness trackers 
Water bottles

Entertainment
Music speaker systems
Televisions
Digital video recorders
Cameras
Virtual-reality headset
Augmented-reality lenses
Gaming systems

Transportation
Automobiles
Trucks
Bikes
Traffi c cameras 
Traffi c control systems
Train systems
Taxis 

Home Systems
Thermostats
Heating and air conditioning
Lightbulbs and light switches
Air purifi ers and monitors
Washers, dryers, water heaters
Sinks, showerheads, faucets
Space heaters
Vacuum cleaners

Sports and Recreation
Sonar fi sh fi nders
Tennis rackets
Soccer balls
Footballs
Hockey sticks
Golf clubs
Treadmills 
Ellipticals and other equipment

Clothing and Accessories
Glasses
Watches
Athletic shoes
Jackets
Jewelry
Sports apparel
Hats

Kitchen Appliances and Supplies
Groceries
Grills
Refrigerators
Ovens
Coffee makers
Slow cookers
Dishwashers

Figure 1. Examples of connected home and consumer objects
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Beyond consumer and home objects, everyday public infrastructure systems 
incorporate cyber-embedded physical components. Municipalities embed these 
in transportation and utility systems, especially cities facing challenges related 
to resource constraints and population growth. The United Nations estimates 
that roughly 50 percent of the world’s population resides in cities, projected to 
grow to 60 percent by 2030.12 The exact defi nition and boundaries constituting 
a city is subjective, but population growth is a real phenomenon straining infra-
structure systems such as water, sanitation, transportation, and electricity. This 
is especially the case in megacities with ten million or more people. The need to 
monitor, track, distribute, and optimize such systems has prompted public and 
private entities alike to integrate cyber-physical systems within municipal sys-
tems. Traffi c congestion alone is a critical problem in the most crowded or 
sprawling cities, and it is a problem that cyber-physical systems can somewhat 
ameliorate by using sensors to detect traffi c conditions and congestion, perform-
ing optimizations to recommend routes, and deploying this information to ad-
just public transportation routes and traffi c-light timing. Consumer-facing cyber 
devices that interact directly with the physical world—vehicles, traffi c sensors, 
traffi c lights—are part of what can make this type of optimization possible.

All of these private and public-facing cyber-embedded objects share techno-
logical requirements: they have to be addressable/identifi able, embedded with 
sensors, connected over networks, and controlled by back-end systems that 
process massive quantities of data. They also foreshadow emerging cyber-
policy problems, with the stakes of cybersecurity affecting human safety and 
basic public infrastructure, as well as the possibilities for invasive surveillance 
and collection of personal information in previously private domains.

The Internet of Self

The body is part of the digital object space. The body is therefore now also 
part of the global cyber-policy landscape. The embedding of digital technolo-
gies in the most intimate spaces of individualized medical devices, fabric, and 
even inside the body perhaps best exemplifi es the pervasiveness and biophysi-
cal control features of cyber-physical technologies.

Far closer to the body than everyday objects in kitchens and workplaces, net-
worked devices have become intimate, personal, and in some cases embedded 
in or at least directly touching the body. Examples include network-connected 
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sexual devices, biometric sensors, and all manner of medical monitoring and de-
livery systems. The very personal nature of the data that mobile phones collect 
(e.g., thoughts, associations, emotional health, location) might pale in compari-
son to the sensitive data collected by devices directly touching the human body.

Wearable technologies are perhaps the most publicly visible example of this 
intense corporealization of digital devices. “Wearables” are network-connected 
devices worn on (or in) the human body to perform any number of functions in-
volving the delivery or collection of individualized data. Most do not immedi-
ately look like computing devices. They appear as everyday items worn on the 
body, such as glasses, clothing and other textiles, bracelets, watches, and medical 
devices. Many have sensors that pick up somatic cues such as temperature, loca-
tion, biometric variables, and haptic (touch) and kinesthetic (movement) meas-
urements. Nearly all are wirelessly connected and therefore mobile. The wireless 
alternatives are as diverse as for other digital devices. Some are connected short 
range via RFID. Some use personal area network wireless standards like Blue-
tooth. Others have embedded GPS capability connecting directly via satellite for 
location triangulation. Many are connected to cellular networks, and many tie di-
rectly to apps on cell phones for users to control and view collected information.

The 2013 product introduction of Google Glass helped usher in “wearables” 
as a household and industry term and foreshadowed the force of associated 
public policy dilemmas. Google Glass, essentially head-mounted display and 
camera technology in the shape of standard prescription glasses, provided 
hands-free communication capability controlled by voice command and a small 
side touch pad. One could immediately imagine the innovative and socially 
benefi cial applications possible, such as assisting the hearing impaired or en-
hancing performance in everything from surgery to military activities. But the 
product also created a fl ashpoint for society to contemplate everything from the 
etiquette of wearing the device in public and private settings and the ethics 
(and, in some regions, legality) of clandestine video recording and potential im-
plications of pairing the device with facial recognition software to identify 
those who are in the device’s fi eld of view. As with all innovations, an initial 
dissonant reaction accompanies the excitement around new product releases.

The earliest applications of wearables primarily involved fi tness, health, and 
activity tracking. Other products connected people to public services, such as 
safety devices that link an individual in distress to fi rst responders. Health, fi t-
ness, and safety wearables are completely mainstream. The subcategory of 
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wearable device trackers is already an enormous market, with the number of 
devices sold annually measured in the hundreds of millions.13 For elderly peo-
ple living alone or for people with disabilities, these trackers help maintain in-
dependent living. Many of these products embed built-in microphones and 
speakers so seniors can call for assistance, as well as motion sensors that detect 
movement indicative of a fall. Some devices also have embedded GPS capabil-
ity so loved ones or authorities can easily locate a missing person with Alzhe-
imer’s disease or other cognitive disorder.

Internet of self devices also embed much deeper into the body. Already, the 
FDA has approved a drug with a “digital ingestion tracking system.”14 The pill, a 
medicine treating a variety of psychotic disorders, contains a sensor that the pa-
tient ingests. When swallowed, the sensor provides a signal verifying the inges-
tion that a patch on the patient’s skin detects and in turn transmits to a mobile 
phone application. A web-based portal operated by the pharmaceutical company 
mediates the application on the back end. The objective of digitally connected 
pills is patient compliance tracking, confi rming that patients have taken medicine 
as prescribed, whether the tracking is done by the patient or, especially for patients 
with serious psychological disorders, by a caregiver or doctor. Ingestible digital 
medical monitoring, as well as associated data accessed by physicians, has obvi-
ous applications in personalized treatment, assessment measurement, and highly 
tailored therapies. The technology is already developed, available, and approved.

Ingestible sensors push the bounds of what is possible in medicine, but they 
also are an incursion crossing a red line into inviolable personal spaces. Digit-
ally embedded consumer devices remove the threshold of one’s home as a de-
marcation between public and private spaces. Ingested pharmaceutical products 
monitor personal spaces in a way that was previously unimaginable. Pairing the 
inside of the stomach with a mobile phone is no longer science fi ction. The 
technology-policy issues are profound. What constitutes notice and consent for 
a patient with a psychiatric disorder? Who may access the data on the smart-
phone or web portal, and do security measures adequately protect sensitive in-
formation about what prescription drugs someone takes? How and with whom 
is the data shared (insurance companies, employers, family members)? Further-
more, the same sensor technology embedded in pills can as easily be embedded 
in food. The social trajectory of this innovation is an open question.

The Internet of self raises privacy concerns because it inherently exists in 
such personal spaces. But because much of this data speaks to an individual’s 
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personal health status and practices around fi tness and well-being, another pol-
icy question is the extent to which discrimination can occur when the data is ac-
cessed by governments (such as China, with its social ranking score), by 
insurance companies to determine coverage, and employers to determine eligi-
bility for employment. The parameters of data collection and protection around 
these personal physical objects are not clear, other than certain regional con-
straints or sector-specifi c restrictions such as around health data. More conse-
quential than privacy is the issue of personal safety and whether devices are 
safe from infi ltration and hacking.

The Industrial Internet of Things or “Fourth Industrial Revolution”

The global mining company Rio Tinto quietly reached a striking milestone in 
January 2018. Its autonomous haul trucks—effectively driverless dump 
trucks—had moved their one-billionth ton of materials.15 The company com-
menced autonomous vehicle trials in 2008, and by 2018, its autonomous fl eet 
accounted for one-quarter of its mining haul of materials, such as iron ore, with 
no reported injuries. Autonomous haul vehicles, such as those made by Ko-
matsu and Caterpillar, embed GPS capability and connect to a supervisory and 
control system that directs their movements on the basis of the positions of 
other vehicles and known mining course maps, as well as relying on on-board 
decision processes based on available conditions.

Autonomous haulage raises productivity, in part because driverless vehicles 
can work continuously with no breaks, and have improved safety in mines by 
removing humans from dangerous environments. But these types of connected 
objects also raise societal and economic concerns. Marked transformations of 
technology have consequences for entire categories of jobs in the workforce, as 
well as for the natural world. Network outages (whether a technical problem or 
outage due to an intentional cybersecurity incursion) have greater economic 
consequences because they result in complete work stoppages. As demon-
strated by attacks on critical industrial sectors, increasing cyber dependencies 
create an expanded threat plane for politically motivated cyberattacks that es-
sentially mirror the effects of traditional warfare.

While society debates driverless cars and their associated public interest and 
policy concerns, autonomous vehicles of all kinds are already in widespread 
use in commercial settings. Controlled industrial settings are quite a different 
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environment from the complex, multivariable driving conditions of an urban 
street, but the growth in connected autonomous vehicles is indicative of the ris-
ing trajectory of complex embedded objects.

The network components and control systems in use in applications such as 
autonomous haul systems are often proprietary and not connected directly to the 
public Internet. But they are Internet adjacent, in that they are connected to net-
works on which other systems connect more broadly. As the Industrial Internet 
Consortium defi nes it, “An Industrial Internet of Things (IIoT) connects and in-
tegrates industrial control systems with enterprise systems, business processes 
and analytics.”16 It is part of the broad digital ecosystem of industrial settings.

The diffusion of cyber technologies into the material world transforms how 
entire industries do business. To an even greater extent than consumer IoT mar-
kets, all industries are decades into incorporating cyber-embedded physical 
systems into their production, maintenance, and distribution processes. This is 
especially the case for industries dependent on massive physical processes 
(such as energy, manufacturing, transportation, mining, utilities, and agricul-
ture), as opposed to fi nancial services and other information industries. Many 
of these are heavy commercial sectors that require extensive material infra-
structure and large industrial machinery.

The difference between traditional information technology systems in indus-
try and what is often called the industrial Internet of things is the use of sensors 
and actuators that interact with the physical world and physical objects. The em-
bedding of connected digital sensors and actuators into the material objects of 
this infrastructure is a primary part of the industrial transformation, augmenting 
quality control, materials handling, performance monitoring, safety and colli-
sion avoidance, supply-chain management, maintenance, and distribution.

Sensor-based water-management systems are a simple example of how in-
dustrial IoT systems promise substantial benefi ts, in this case water conserva-
tion. Pipeline systems often have aging, and therefore leaking, infrastructure. 
Embedded microprocessors distributed throughout a water-distribution system, 
both in pipeline infrastructures and at points of delivery, monitor fl ow, detect 
leaks, and test water quality and transmit this data in real time to control sys-
tems. Sensors monitor pressure, location, temperature, fl ow/movement, vol-
ume, and other physical properties. Water sensors constantly monitoring fl ow 
are capable of detecting sudden irregularities indicative of leakages and can 
communicate this information in real time to a control center.
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Any industry with materials handling similarly employs digital object em-
bedding. Tracking devices embed into production materials themselves for 
tracking products as they are developed in a manufacturing facility and into dis-
tribution and consumption. Sensors and actuators monitor and address the con-
ditions of production, such as the temperature, pressure, and quality of a soft 
drink during its formulation. These processors embed into the production 
equipment itself, such as measuring equipment performance and predicting 
maintenance needs. Predictive maintenance anticipates when something will 
fail via sensor-driven data analytics. Similar technologies, such as GPS track-
ing systems on trains connected to back-end control systems, provide collision 
avoidance.

None of these functions—from collision detection to predictive maintenance—
require human involvement. The systems communicate in a continuous feedback 
loop to track products, determine inventory levels, perform quality control, and 
many other functions. This embedding of digital capability directly into mechani-
cal systems—especially integration beyond mere tracking—constitutes a major 
operational transformation of conditions of production and distribution designed 
to improve both output and profi tability, as well as quality. An economic study of 
twenty countries by Accenture calculated the “likely gross domestic product 
(GDP) benefi t to their economies if today’s investment and policy trends continue 
on their current path . . . $10.6 trillion by 2030 for the 20 nations.”17

The agriculture and farming sector is undergoing this same cyber-physical 
overlay, via digital embedding of equipment and robotics. Automatic voluntary 
milking systems in dairy farms are an interesting example. Dairy farming is one 
of the most schedule-intensive professions because of the requirement of milk-
ing cows twice daily, twelve hours apart. For family farmers, this makes vaca-
tions nearly impossible and ties them to their enterprise for the milking schedule 
(and early wakeup). The process is undergoing automation, in which a stanchion 
cow (itself embedded with a tracking chip) elects to enter the milking system for 
the reward of feeding and milking. A robotic system in the milking unit rises 
to the cow for the milking process. Automatic feeding and cleaning systems 
similarly pervade modern farming. Smartphone-based management systems 
accessed over the public Internet provide farmers with a direct interface 
into their entire business, providing the ability to “control lights, fans, curtains, 
cooling equipment, fl ush valves, doors . . . feeding systems, chemical levels, 
even the temperature of the refrigerator that monitors important vaccines and 
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medicines.”18 Some of this automation is primarily for monitoring. But increas-
ingly, it provides the ability to activate and control objects.

The term “fourth industrial revolution” sometimes applies to these sector-
specifi c cyber-automation environments. The term, dating back at least to the 
1980s, conveys the general diffusion of technology into all industries but espe-
cially the use of IoT capability.19 More recently, thinkers at the World Economic 
Forum (WEF) have adopted this term, exemplifi ed by the WEF founder and ex-
ecutive chairman Klaus Schwab’s book The Fourth Industrial Revolution 
(2016).20 The basic trajectory that Schwab and others suggest is that the fi rst in-
dustrial revolution brought about great effi ciencies in transportation and pro-
duction through the use of water and steam power; the second industrial 
revolution involved increases in mechanical production from electrical sys-
tems; the hallmark of the third was the advent of pervasive information technol-
ogy and digital systems to automate industrial systems.

The term “fourth industrial revolution” “is characterized by a fusion of tech-
nologies that is blurring lines between the physical, digital, and biological 
sphere.”21 Similar to other perspectives infl uenced by neoclassical economics, 
the World Economic Forum’s periodization of industrial production stages as-
sumes that the driving force of technological change is the quest for effi ciency, 
whether reducing costs, gaining economies of scale, or improving productivity.22 
As the water-conservation system example suggests, and as concerns about pri-
vacy, human safety, and security arise around these changes, this transformation 
has to be viewed contextually and in light of both cultural forces and the relation-
ship between the economic power of businesses and political infl uence, as well 
as how these systems interact with and affect the natural world. Nevertheless, the 
economic focus of the term “fourth industrial revolution” succeeds in conveying 
the material embeddedness of digital technologies in all industry sectors.

Industrial IoT systems are not merely enhancements to how industries al-
ready operate. They are disruptive to these very industries. As cyber-physical 
technologies pervade traditional, real-world industries, digital native compa-
nies (or completely new entrants) suddenly enter and compete in these indus-
tries because of digital expertise rather than sectoral experience. The classic 
example is the race for dominance in autonomous-vehicle markets and the 
question of whether traditional tech companies (Intel, Google, Cisco, Baidu), 
brand-new companies, or incumbent manufacturers such as Toyota and General 
Motors will dominate.
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While the industrial purpose of cyber-physical integration is to improve pro-
ductivity and operational effi ciency or to solve an infrastructure problem such 
as improving water or other critical systems, the embedding of sensors in vehi-
cles, critical infrastructure, and products complicates national security, con-
sumer safety, and privacy. It also creates additional points of tension between 
law enforcement’s needs for access to this data and the protection of privacy in 
everyday life. The escalation of cyber-physical system automation in various 
industrial sectors also has acute implications for the workforce. As autonomous 
vehicles inevitably continue to displace trucking, for example, this will chal-
lenge an entire labor sector. Jobs related to operating manufacturing equipment 
will similarly continue to contract.

The proliferation of industrial IoT environments especially highlights the 
connection between cyber-embedded material systems and national security. 
Greater physical dependency on digital networks heightens the stakes of keep-
ing these real-world infrastructures operational and secure. Unauthorized access 
can result in the implantation of malicious code, intentional manipulation of 
end-point data, changes to hardware confi gurations, or system sabotage, as well 
as intelligence-gathering practices. The security of critical infrastructure de-
pends on the security of these cyber-embedded physical systems, which gives 
adversaries the ability to reach across borders not only to access data and infor-
mation but also to manipulate physical objects. Cybersecurity no longer protects 
content and data only. It also protects food security and consumer safety.

Emergent Cyber-Physical Systems

The three previous sections addressed broad categories of cyber-physical 
systems—everyday connected objects, the Internet of self, and the industrial 
IoT—that do not primarily involve technologies that are “born digital.” Rather, 
they are extensions of existing structures around human activities and industrial 
processes. Cyber-embedded home-security systems are still security systems. Wa-
ter-distribution systems imbued with sensors still carry water. A Wi-Fi-connected 
cardiac device is still a cardiac device. Cows are still milked, just autonomously.

Some emerging cyber-physical systems, however, are not enhancements to 
existing material structures but entirely new innovations arising directly at the 
physical-cyber nexus. Three examples are 3D printing, augmented reality, and 
some types of advanced robotics, all of which help to elucidate common tech-



T H E  C Y B E R - P H Y S I C A L  D I S R U P T I O N 39

nical features of cyber-material hybrids and emerging policy issues around 
technological spaces that integrate cyber components with the physical world.

The Jetsons, on the eponymous 1960s animated television show set in a fu-
turistic 2060s space age, used a form of 3D printing. The family pushed a but-
ton on the “Food-a-Rac-a-Cycle” to instantaneously churn out their meals. Half 
a century later, 3D printers are able to use raw materials, minuscule layer by 
layer, to manufacture everything from customized prosthetics to novelty toys to 
manufacturing parts and chocolate. 3D printing, or additive manufacturing, is 
an emerging policy terrain existing simultaneously in cyberspace and the mate-
rial world. In this case, however, the Internet is not connecting into the material 
world; it is constructing the material world.

The term “additive” manufacturing makes sense when the process is com-
pared with traditional manufacturing processes that are subtractive. In subtrac-
tive manufacturing, raw materials are taken away via cutting, drilling, milling, or 
lathing. Additive manufacturing constructs an object via a computer-controlled 
laser generating one precisely specifi ed, ultrathin layer of material at a time to 
cumulatively create an object. Additive technology has the advantage of preci-
sion, saving materials (generating little material waste relative to subtractive 
manufacturing), and saving time-consuming and laborious processes.

3D printing has particular application in environments that require high-level 
customization, such as fabricating individualized medical devices. An excellent 
example is 3D printable, customized prosthetic devices in which the prosthetic 
can be precisely tailored to the recipient.

Arrangements of binary digits (bits) can represent almost anything and, of 
course, already can be transmitted over a network and converted into anything 
viewed on a screen, such as a video, image, audio fi les, or text. The innovation and 
usefulness of 3D printing is that binary code represents real three-dimensional 
objects and then converts these into a real-world object. It takes binary represen-
tation from two dimensions into three. Digital-network-mediated additive manu-
facturing changes both the production and distribution of material goods. But it 
also raises a host of new social issues.

The policy implications of additive manufacturing in industrial settings are 
comparable to those in traditional industrial manufacturing, which is also often 
controlled by exacting computer programs. Cybersecurity and human safety are 
critical concerns in both environments. 3D printing, depending on its trajectory, 
may also disrupt distribution-dependent retail and industrial models such as the 
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Amazon consumer delivery model or traditional “just in time” manufacturing 
processes. Some goods will not arrive on a UPS truck. They will arrive over a 
network as zeros and ones, and a 3D printer in a home, manufacturing plant, or 
medical facility will fabricate them in real time.

Security, safety, and liability become more complicated. Even a simple man-
ual for a popular 3D-printing product hints at the liability ambiguity and com-
plexity in this space, stating that the company is not liable for any damages, 
even if the company has been notifi ed of the possibility of damages, and 
further, the company “assumes no responsibility, nor will be liable, for any 
damages to, or any viruses or malware that may infect, your computer, telecom-
munication equipment, or other property caused by or arising from your 
downloading of any information or materials related to this Manual.”23 When 
cyber components embed in real-world products, what is the appropriate liabil-
ity for the manufacturer of the 3D-printing device, versus the network con-
nected to the device or the individual(s) who developed the specifi cations 
available online to manufacture objects?

Hackers do not need to infi ltrate the printer itself but can sabotage a fi le spec-
ifying the instructions for fabricating the three-dimensional object. Subtle 
changes in the specifi cations can weaken material quality or build in points of 
fatigue and failure. The safety complications are even more consequential in in-
dustrial applications in which manufacturers, such as leading companies in the 
aerospace industry, routinely use additive manufacturing techniques in the pro-
duction of airline parts.24

Three-dimensional binary representation of objects is producing three-
dimensional intellectual property rights complications. The ease and low cost 
of capturing, replicating, storing, and disseminating digital information has 
complicated intellectual property battles for a generation. Theft of intellectual 
property—such as trade secrets and industry patents—is a signifi cant economic 
policy concern. The ease of digitally sharing music, movies, and video games 
has transformed the way people consume media, introduced new entertainment-
industry giants, and placed piracy at the center of many debates over the future 
of business models, cultural consumption, law, and the ever-evolving role 
of the Internet as a site of mediation. The same types of intellectual property 
complications over digital media exist with greater complexity in 3D printing. 
Yet systems for enforcing copyright around 3D printing are not yet in place. 
To ask an incongruous question, how does notice (of copyright violation) and 
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takedown (of copyright-infringing material) occur in 3D printing, who are the 
intermediaries responsible for this takedown, and under what conditions should 
or must this occur?

Augmented reality applications raise similar policy complications and more. 
Nowhere is the blurring of material and virtual realms more apparent than in 
immersive technologies that seek to do exactly that—blend the virtual and the 
real. Augmented reality, or AR, systems involve the visual or other sensory su-
perimposition of digital images and data onto human perceptions of the physi-
cal world. AR has a long history dating back at least to the early 1990s, 
contemporaneous to the introduction of the World Wide Web.25 Many of the 
earliest applications were geared toward industrial settings. By 2002, the maga-
zine Popular Science ran a story on augmented reality acknowledging that 
the accompanying headset technology was still too large and cumbersome to 
wear but would eventually amount to glasses and a small accompanying de-
vice.26 Augmented reality applications have indeed become less cumbersome 
and have entered the general public domain, primarily through smartphone-
mediated games and wearable devices.

AR is a physical-world extension of virtual reality (VR) or, reciprocally, a 
digital extension of material reality. So-called virtual reality applications do not 
necessarily touch the physical world in the same way by creating a visual over-
lay on the real world, although they can, but are usually more digitally immer-
sive, mediated by a headset that completely covers the eyes and often an audio 
headset. These completely virtual systems provide incredible fi ctional or non-
fi ctional experiences such as immersive journalism that brings the real world to 
life, multiplayer video games, fl ight training, and, of course, pornography. The 
demarcation between AR and VR is not at all a neat one because they are evolv-
ing so quickly. AR is a real-time hybrid between the virtual and material world 
and is therefore one of the cases that helps explain policy challenges arising as 
the digital world merges into the physical world.

The appropriately named concept of “mixed reality” is also now in the com-
mon tech-development vernacular, refl ecting a trend in which the virtual over-
lay onto the material world is designed to appear as if it is part of the material 
world—akin to a holographic overlay—rather than a superimposition of data 
that is clearly a digital overlay.

Many communities fi rst experienced AR as a cultural tsunami, via the Poké-
mon Go smartphone-game craze in the summer of 2016. The game used 
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GPS-enabled features to overlay an animated environment over real-world sur-
roundings and allowed players to fi nd and capture digital Pokémon characters 
overlaying actual surroundings. Illustrating some of the real-world concerns 
about the phenomenon, Arlington National Cemetery had to publish a request 
for the public to refrain from playing augmented reality games on its grounds 
out of respect for the deceased.27 The United States Holocaust Museum, as well 
as Poland’s Auschwitz Memorial at the site of the former Nazi concentration 
and death camp, issued similar policies imploring the public to refrain from us-
ing Pokémon Go on-site and requesting that the game creator, Niantic Lab, re-
move its game from such places because it disrespected the sanctity of the 
locations. Kuwait’s Ministry of Interior warned that authorities would prose-
cute smartphone users of the Pokémon Go app for taking legally prohibited pic-
tures of sites such as mosques, military locations, oil installations, or other 
restricted sites.28 A Duvall, Washington, police offi cer posting noted, “When I 
started in this profession never in my wildest dreams did I imagine that there 
would come a day when I would have to ask the public not to chase imaginary 
creatures behind the station at night.”29

Mixed-reality technologies are moving beyond visual sensory perception to 
include physical touch. As the terminology—to “augment”—suggests, digital 
content is added to the real world. If one thinks about the target of augmentation 
as perception by the fi ve human senses, increasingly, these innovations will in-
clude the sense of touch, called “haptic” technologies, and eventually taste and 
smell. Haptic technologies are those involving tactile perceptions such as exert-
ing pressure or vibration on a wearable technology, for example, a glove simulat-
ing for users the experience of touching or moving an object in their fi eld of view.

Many augmented reality applications are a subset of gaming, a multibillion-
dollar industry, but they have important applications in areas as diverse as na-
tional defense, manufacturing, and transportation. Indicators of industry’s focus 
on AR are clear from product-development investments and also from the prom-
inence of products at the major consumer electronics shows.30 AR cannot be dis-
missed as an entertainment-only technology any more than the World Wide Web 
could be dismissed as an entertainment-only technology in the 1990s. AR al-
ready enhances the lives of people with sight impairments, hearing loss, or other 
disabilities. Navigational and informational apps allow people to point a smart-
phone camera at a city location to superimpose routes, view useful information 
or historical pictures of an architectural site, or see an overlay of restaurants in 
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the immediate vicinity. More critically, doctors performing surgery, fi ghter pi-
lots, and people repairing complicated machinery could benefi t from a visual 
overlay of data and schema that aids them in performing intricate tasks, as well 
as bringing in remote participation of others networked into the system.

These technologies involve real-world interactions and can involve real-
world harms to property, the environment, and humans. As the legal scholars 
Mark Lemley and Eugene Volokh suggest, “People will kill and die using AR 
and VR—some already have. They will injure themselves and others. Some will 
use the technology to threaten or defraud others. Sorting out who is responsible 
will require courts to understand the technology and how it differs from the 
world that came before.”31 The pervasive surveillance conducted by AR head-
sets, often embedded in accessories, like glasses, that are not obviously digitally 
embedded, complicates privacy concerns and what counts as a private sphere.

Because mixed-reality technologies usually involve perceptions of the mate-
rial world and information overlaid from the digital world, they have all the 
policy problems of both digital-only environments and cyber-physical systems. 
For example, the information overlaid digitally via AR can involve speech 
rights, defamation, intellectual property rights, threats, and any other policy 
question arising in digital content.

The area of robotics is perhaps the most emergent and disruptive technology 
that is born both digital and material. Not every robotic technology embeds net-
work connectivity, but at a minimum, they contain embedded sensors collecting 
data from which to determine appropriate responses based on intrinsic instruc-
tions and algorithms and often machine learning. Furthermore, the term “robot” 
itself is intractably general and diffi cult to defi ne, meaning everything from an 
autonomous weapon system to a sex robot.

As the scholar Michael Froomkin explains, “A measure of how early a stage 
we are in is that there is not yet a consensus regarding what should count as a 
‘robot.’ ”32 However, he and his colleagues, in Robot Law, provide a useful def-
inition: “A robot is a constructed system that displays both physical and mental 
agency but is not alive in the biological sense.”33

A further complication is that a robot is not always a cyber-physical system 
because it does not exist in the physical world. Some (ro)bots are digital only, 
such as a social media bot designed to spread propaganda, promulgate hate 
speech, harass a targeted account, spread spam, or create automated discourse as 
part of a public-relations campaign. DDoS attacks use bots; there are diagnostic 
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bots, chatbots, and search bots, the web crawlers that scour the web to index 
webpages and other content. Some are news bots for automated journalism, 
news amplifi cation, or fake news dissemination. They call into question truth 
and raise epistemological issues in the same way that physical robots raise on-
tological issues. They, as Froomkin’s defi nition states, have agency, but they 
also embed parameters and boundaries that are programmed into their design.

Robots as portrayed in popular culture and that have more popular intrigue 
are physical, rather than digital only, and are anthropomorphized in some way. 
Wall-E, the robot in Lost in Space, Terminator, and the West World humanoid 
robots have autonomous and unique personas. Other than sex robots and robots 
designed for social purposes such as caring for the elderly and medical patients, 
cyber-physical robots in everyday use are much more utilitarian and esoteric, 
such as manufacturing-production-line devices or autonomous warehouse de-
vices that are robotic replacements of workers. In this regard, robotic cyber-
physical systems are part of the industrial Internet of things. The nomenclature 
is divergent. The objects and technological structures converge. As such, auton-
omous robots—whatever their ultimate purpose—raise similar policy issues 
around human safety, workforce automation, security, intellectual property 
rights, and critical infrastructure protection.

Common Technological Features of Cyber-Physical Systems

In the same way that laptops, personal computers, and smartphones consti-
tute only the 1 percent surface of the vast 99 percent behind-the-scenes infra-
structure of information and communication technologies, so too are embedded 
physical objects only the surface of a vastly larger system of services, technolo-
gies, institutions, and infrastructure making up cyber-physical systems. Under-
standing policy challenges requires understanding technological points of 
control and architectural characteristics, even while acknowledging the hetero-
geneity of these systems. Much of the infrastructure supporting connections be-
tween people and connections between material objects is shared, albeit 
different in scale. Some features are unique to cyber-physical systems.

Several technological advancements have converged to create the conditions 
enabling this integration of digital communication systems with the physical 
world. Microprocessors have become increasingly more powerful and minia-
turized, even while the cost of these processors has decreased. Intel’s founder, 
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Gordon Moore, as far back as 1965, made a sanguine prediction forecasting ex-
ponential increases in the processing power of chips over time. He suggested 
that the number of transistors able to be integrated on a circuit would double 
every two years. This “Moore’s Law” prediction has held true over time, and 
increases in processing power and associated miniaturization have become crit-
ical enablers of embedded systems. Miniature semiconductors are in every-
thing from automobile brake systems to sneakers.

The massive quantity of data collected by cyber-embedded objects would not 
be useful without advancements in data science, as well as high-capacity cloud 
computing architectures necessary to store and process this data. Apart from 
these obvious enabling technologies that make cyber-physical systems (as well 
as traditional information systems) possible, the following describes some 
common distinguishing characteristics of cyber-physical systems. What distin-
guishes the technical architecture also distinguishes the political architecture.

Direct Physical-Virtual Interaction

The crucial common feature of all cyber-physical systems is the combination 
of interaction/existence in the physical world with embedded networked compu-
tational elements. Information systems and cyber-physical systems have distinct 
engineering concerns, most pertinently in that the latter require engineering 
practices to design and optimize for both digital computational systems and 
physical processes. Fluid dynamics, thermodynamics, and mechanical engineer-
ing are just as integral as electrical and information technology engineering.

Material and computational features are seamlessly integrated in consumer 
IoT products, wearables, or Wi-Fi-connected medical monitoring systems. In 
industry sectors of all varieties, production and distribution operations and the 
products themselves are part of systems that are virtual but involve tangible 
material equipment and objects. Newer and emergent virtual-physical-blended 
environments such as augmented reality, 3D printing, and robotics share this in-
herent integration. These devices embed both material and cyber elements and 
simultaneously interact with the physical world and the connected digital 
world.

This direct interaction with the material world is the primary characteristic 
that extends cyber-physical systems out from information systems that exist en-
tirely in the digital realm—such as social media, content search engines, tradi-
tional industry information systems, and fi nancial systems. Information-only 
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systems, of course, also have a massive material support infrastructure of serv-
ers, switches, antennas, fi ber-optic cable, and so on.

This feature of real-world interaction changes the nature of policy questions 
and associated solutions because the real-world stakes of outages, attacks, sur-
veillance, and dependencies by default involve consumer safety and critical 
tangible information systems rather than merely digital systems. It also expands 
the expertise necessary to design, manage, study, or govern systems, such as re-
quiring understanding of hydraulics and pneumatics as much as information 
technology.

Transduction

The interaction of embedded objects between the physical world and the dig-
ital world involves transduction, the conversion of one form of energy to an-
other. Sensors detect (“sense”) and capture a signal from the real world (such as 
motion, sound, pressure, temperature), convert the signal to electrical form, and 
digitize and transmit this signal over a digital network. In this regard, a sensor 
acts as a transducer (Latin: “to lead across”) that converts signals in the physi-
cal world into electrical signals. In contrast, an actuator is a device that “acts” 
on the physical world, converting an electrical form into tangible manipulation 
of the physical world. The sensors gather and transmit information from some-
thing in the physical world. The actuators receive information that instructs 
something to happen in the physical world. In other words, it takes electrical 
energy and converts it into a mechanical or other energy mode.

Not long ago, networks were called “computer” networks, refl ecting the as-
sumption that end devices on the network were personal computers or other 
screen-mediated devices. Now these end devices are real-world objects such 
as trucks and lightbulbs, that incorporate networked sensors and actuators. 
Figure 2 provides a logical mapping of the transductive conversion that takes 
place in a device that is both an actuator and a sensor.

As shown in the sample list of inputs, sensors in embedded objects can pick 
up stimuli such as pressure, temperature, and motion in the real world. Some in-
puts are similar to information system inputs, indicative of the overlap between 
information systems and cyber-physical systems. Some of the transductive tech-
nologies at end points are the same, such as embedded microphones that convert 
physical sound waves into electrical signals. The digital encoding of sound 
waves can serve as an example of how any type of continuous (analog) physical 
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input can be sampled, encoded, and represented in binary code for transmission 
over a network. The audio input is an analog, real-world signal, a continuous 
physical waveform resulting from the compression of air molecules and meas-
ured by a number of properties including frequency (cycles of the wave per sec-
ond) and amplitude (the magnitude of the wave at a fi xed point in time).

A microphone captures the waveform and converts it into an analogous elec-
trical signal that also varies continuously. Converting the continuous waveform 
into discrete binary representation (zeros and ones) involves a three-step 
process: (1) sampling the magnitude of the signal at fi xed, infi nitesimally small, 

Figure 2. Logical mapping of transduction
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intervals (e.g., thousands of samples per second); (2) quantizing, or rounding 
the samples into one of a fi nite number of voltage values; and (3) assigning a 
binary code to each quantized value. Following this process, a continuously 
varying physical waveform is converted into digital—discrete values repre-
sented by binary code. Because the analog input from the physical world is 
sampled and rounded (quantized) to the nearest discrete number, it is a crucial 
design reality that the ensuing digital representation never exactly captures the 
original physical phenomenon. Margins of representational error are inherent to 
the system, commensurate with any analog-to-digital conversion. The material 
world is analog and continuously varies. The digital world is discrete.

Other examples of specialized sensors in embedded objects include range 
detectors for calculating distance, gyroscopes for measuring angular velocity 
(i.e., rotation), sensors for determining locational position, chemical readers, 
anemometers for measuring wind speed, thermometers for measuring tempera-
ture, and pressure sensors for measuring everything from weather conditions to 
blood pressure to the fl ow of liquid in a pipeline.

Actuators perform the converse function, transforming a digital signal into a 
physical action, whether pneumatic, electric, or hydraulic or other physical sys-
tem. The salient feature is that cyber-physical systems do not only exist simul-
taneously in the digital and physical world; they can perform the core function 
of transduction—reciprocally converting information from one world into in-
formation in the other world.

Technical levers of transduction, as a feature of cyber-physical systems, help 
shape policy questions. What are the policy concerns arising at the transductive 
intersection between the material and the physical, as well as in the support in-
frastructures that enable this interface? These transductive spaces are new 
spaces for social improvement and economic effi ciency but are also points of 
vulnerability for manipulation, surveillance, and attack. The evolving point of 
vulnerability is that, rather than attacking or infi ltrating a digital technology di-
rectly, it is only necessary to intentionally manipulate the physical environment 
that a sensor then reads, trusts, converts, and transmits.

Autonomy and Machine Learning

Another defi ning feature of cyber-physical systems is autonomy. Humans 
can sometimes be entirely excised from systems, once operational. As an Inter-
net Society defi nition of the IoT suggests, this quality of autonomy is the ability 
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of materially embedded digital devices “to generate, exchange and consume 
data with minimal human intervention.”34

Autonomous elements are already part of many information technology 
systems, even those not connected to physical artifacts or the natural world. 
Much happens without direct human intervention. Autonomous cybersecurity 
systems detect and address malware and identify network anomalies. Autono-
mous weapon systems are already in use.35 Web crawlers fuel search engine 
data.

User engagement with content and screen-mediated applications can convey 
the false impression of control when, in reality, content is only the surface of a 
malleable and evolving technical architecture. This architecture becomes 
broader and deeper in the realm of cyber-physical systems, involving human 
relinquishment of some real-world functions to machines, with digital systems 
increasingly assuming tasks once performed by humans, whether driving a car 
or administering medical treatment. Digital systems—code, protocols, algo-
rithms, and hardware—are themselves created by human designers and shaped 
by their values and interests. But the concealed complexity, material embed-
dedness, and data-driven machine learning of these systems ascribe a power 
that, at a minimum, diminishes the autonomy of the humans that use them, even 
while reciprocally empowering humans.

A memorable pronouncement in the chilling Cold War movie Dr. Strangelove 
suggested, “The only thing everyone can agree on is no one is responsible.” The 
quote, in the age of cyber-physical systems, raises the question of whether hu-
mans have the ability to control technological systems or whether technologies 
acquire an autonomous agency apart from human volition. For decades, think-
ers from or infl uencing science and technology studies have examined how ar-
tifacts take on agency (Martin Heidegger, Jacque Ellul, Albert Borgmann, 
Lewis Mumford), alternatively warning about the alienating and destructive 
consequences of autonomous technology or promoting agency as a prospect for 
liberation. Methodologically, the actor-network theory research program (espe-
cially as espoused by Bruno Latour) ascribes agency to nonliving actors as well 
as humans and living organisms as a way to reject either social or technological 
reductionism within other methodologies. In 1977, Langdon Winner published 
Autonomous Technology: Technics-out-of-Control as a Theme in Political 
Thought. Winner was addressing the belief that technology, once developed, 
tends to “follow its own course, independent of human direction.”36
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This acquired agency and autonomy, leading to technology becoming out of 
control, has long been a concern of philosophers and has shaped science 
fi ction depictions from Terminator to Matrix to Ex Machina. It is true that 
sensing and actuating occurs without human intervention. Once a transduction 
system is in place, it can have autonomy and agency. Individuals within prox-
imity of the device might not even be aware of its embedded cyber-physical 
features.

Rather than autonomous technology remaining a fear about something that 
could happen, this feature of autonomy is specifi cally designed into cyber-
physical systems. Some are designed ex ante to require no human intervention. 
As such, these systems are sometimes described as machine-to-machine 
implementations.37 Humans have an interface through which to view and ana-
lyze data but are not required to be present to operate the system. Others are 
semiautonomous, sometimes requiring human intervention and sometimes act-
ing with no need for human control. Anyone driving a car with advanced auto-
matic braking inherently understands this idea of semiautonomous systems.

The continuous and pervasive feedback loops enabled by autonomous tech-
nologies have never before been possible. This feedback loop involves real-
time sensing of continuously changing material conditions, instantaneous 
processing and analysis of this information, and immediate delivery of re-
sponses that can result in an actuator manipulating something physically. Con-
tinuous readings from medical devices, for example, are transmitted in real 
time to a back-end information system that performs data analysis, communi-
cates with other systems, and directs adjustments in treatment.

A crucial characteristic that will shape possible policy responses is that au-
tonomy is not only about a system performing a task with no human interven-
tion, such as being programmed to take a temperature reading every minute. 
Autonomy also involves the ability for cyber-embedded objects to learn, adapt, 
change, and improve, based on a continuous feedback of collected data. Indeed, 
advancements in machine learning are enabling ever-greater autonomous sys-
tems, for both traditional information systems and cyber-physical systems. Pro-
gramming is no longer relegated to static coding of fi xed algorithms into 
systems to specify exactly how they perform a task. Programming is about dy-
namically enabling the code to use statistical inference and large quantities of 
data to itself learn, adapt, and predict. This is certainly the case for facial recog-
nition, speech recognition, and, more to the point for embedded objects, the 
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ability to predict failures and maintenance needs on the basis of massive stores 
of historical data.

This feature of autonomy means that the object of intervention for policy 
questions is directed toward not only people, content, or even institutions but, 
to a greater extent than ever, technology with its own dynamic and evolutionary 
agency. This feature complicates accountability and responsibility. Autono-
mous features of technology, and especially how technology can evolve auton-
omously via machine learning drawing from many data sources, critically 
complicate norms of accountability, risk calculations, and liability.

Constrained Architectures

Design parsimony is another feature of a large class of (but not all) embed-
ded systems. They have, by design, architectural limitations relative to more 
broad-purpose end devices for information-only systems. Instead of serving as 
a blank slate for multiple applications, they are engineered for ad hoc, specifi c 
purposes (and physical space constraints) that are highly context specifi c and 
narrow, such as sensing motion, activating a light, or moving a door lock. Rela-
tive to traditional end nodes (laptops, servers, smartphones, personal comput-
ers) connected to the Internet, embedded cyber-physical objects often do not 
require the same microprocessing resources or memory capacity to perform 
their appointed tasks. Back-end data-analysis systems certainly have enormous 
processing and storage requirements, but end devices do not always. They are 
also sometimes not in an environment that enables direct AC power or a direct 
wire-line connection to a network but rather are often small, wirelessly con-
nected, and battery powered. In short, a constrained system involves devices 
“with restricted memory, energy, and processing power.”38 The Internet Engi-
neering Task Force’s defi nition of a constrained network node is helpful: “A 
node where some of the characteristics that are otherwise pretty much taken for 
granted for Internet nodes at the time of writing are not attainable, often due to 
cost constraints and/or physical constraints on characteristics such as size, 
weight, and available power and energy. The tight limits on power, memory, 
and processing resources lead to hard upper bounds on state, code space, and 
processing cycles, making optimization of energy and network bandwidth us-
age a dominating consideration in all design requirements.”39

The design rationales for limiting processing power, memory, and electrical 
power are context dependent but often include the economic need to constrain 
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the costs of routine sensor devices, limiting size and weight to fi t into small ob-
jects or spaces, or limiting power in dangerous or combustible environments. 
Characteristics that are taken for granted in some traditional communication 
networks, such as high throughput, reliability, and the capacity to use large 
packet sizes, are not necessarily characteristics of networks connecting embed-
ded objects.

Architectural constraints create political constraints. For example, legislat-
ing certain requirements into devices—such as privacy enhancements or 
security—may not be possible without redesigning systems to include greater 
memory and processing power and allow for enhanced code complexity. These 
general restrictions of power, computational resources, memory, and packet 
size also create limitations on the ability to implement network connectivity 
features (and protocol stacks like Transmission Control Protocol/Internet 
Protocol, or TCP/IP) that have become de facto standards in most other 
environments and have prompted adaptations and initiatives to develop proto-
cols specifi cally designed for low-power and low-computational-resources 
environments.

Network Architecture Heterogeneity

What is the “cyber” in “cyber-physical”? One common characteristic of all 
cyber-physical objects is that they are able to connect to a network to commu-
nicate with each other, with back-end applications that perform analysis 
and serve as command and control systems, with human-facing apps, with 
cloud computing and many other infrastructural elements. Similar to screen-
based information devices, embedded objects connect to these networks in nu-
merous ways. Some connect directly to broadband networks via a cable (e.g., 
twisted pair, coaxial, or fi ber optic). Many embedded objects connect wire-
lessly. Wireless connectivity is not a single technological category in itself but 
a constellation of different approaches using different standards and different 
electromagnetic frequency spectrum range. Local, short-range wireless con-
nectivity options include Wi-Fi, Zigbee, Bluetooth, RFID, and other near-fi eld 
alternatives that do not require device pairing but use magnetic induction in a 
passive reader activated by an active transmitter. There are also many com-
pletely closed and proprietary specifi cations that are manufacturer specifi c. 
Longer-range options include GPS and cellular telephony.
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Indeed, features of cyber-physical systems include the rise of proprietary pro-
tocol architectures, increasing use of gateways, and technology heterogeneity. 
Even the classic defi nition suggesting that if a device is reachable via IP, it is on 
the Internet, and if it cannot be reached, it is not on the Internet has ambiguity 
around the defi nition of “reachable.” Engineers in the IETF often use IP in defi ni-
tions of the Internet of things. On the other hand, groups outside the Internet’s 
historically dominant technical community sometimes omit use of the Internet 
Protocol as part of defi ning the Internet of things. For example, the ITU defi nition 
of the IoT does not specifi cally list IP as a requirement. “The IoT network infra-
structure may be realized via existing networks, such as conventional TCP/IP-
based networks, and/or evolving networks, such as next generation networks.”40

Some cyber-embedded devices connect directly to the public Internet. Oth-
ers, whether industrial or consumer IoT objects, do not directly connect to the 
public Internet but through a gateway. Regardless of direct or indirect assem-
blage, embedded systems transmit data over the same core networks that sup-
port content-based communications like email, social media, and commercial 
and fi nancial transactions. When they are connected to a proprietary network 
operated by a manufacturer, they can still be connected to networks that are, in 
turn, connected to the public Internet.

In the opening decades of cyber-physical system deployments, even in the 
narrower area of consumer IoT, there has been nothing close to a universal and 
consistent set of technical standards. Instead, numerous standards bodies com-
pete; specifi cations confl ict and overlay; and proprietary and monopolistic 
specifi cations have proliferated. But a foundational policy question arises. The 
goal of preserving a “universal” Internet with shared, open standards has al-
ways been present in Internet policy and design communities. Does the massive 
proliferation of embedded devices challenge this value? These openly available 
and generally royalty-free standards, such as TCP/IP, have promoted interoper-
ability and universality and, because they enable multiple, competing imple-
mentations, have contributed to rapid innovation. These advantages would 
similarly convey to embedded systems. However, it is also reasonable to argue 
that fragmentation in the cyber-physical system space can serve as a check on 
security vulnerabilities arising from exposure to global networks.

Most importantly from a policy perspective, it is not helpful to dismiss these 
systems as “separate from the rest of the Internet” or too heterogeneous to 
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address. The collectivity of connected networks—both cyber-physical and in-
formation systems—have to be brought squarely together in policy and re-
search discourses. The Mirai botnet, among other incidents, demonstrated how 
local, cyber-physical conditions can directly affect the integrity and security of 
the broader global system.

Embedded Identifi cation—Only on a Massive Scale

Each device that forms part of a cyber-physical system, commensurate with 
end nodes on any communication system, requires unique identifi cation and 
therefore addressability. Because the number of embedded objects is growing 
so rapidly and already measures in multiple billions, the ability to scale address 
space accordingly is a crucial design concern. Some of these devices, but not 
all, require globally unique IP addresses, either natively or connected through a 
gateway. One of the great Internet policy challenges of the past decades has 
been the question of how to provide incentives for the implementation and use 
of Internet Protocol version 6 (IPv6), the relatively newer Internet address 
standard that expands the number of available addresses from roughly 4.3 bil-
lion to an incomprehensibly large number. The proliferation of IP-connected 
embedded objects, which already far outnumber the world’s population of hu-
mans, will be another complicating variable. The need for massive pools of glo-
bally unique identifi ers for embedded systems should provide an incentive for 
IPv6, yet many manufacturers are not natively designing it into products, which 
are brought quickly to market and without concern about universal standards.

There are also many identifi cation approaches specifi c to cyber-physical sys-
tems. In general, the problem of identifi cation standards, identity management, 
and identity authentication in the IoT is in fl ux. There are many distinct and 
sometimes noninteroperable forms of identifi cation, some completely proprie-
tary. Other approaches have become de facto norms in specifi c contexts, such 
as the use of RFID microchips/tags in certain environments.

RFID microchips/tags provide a unique identifi cation number, often a per-
manent physical number on a tag that can be read over radio waves over a short 
(contactless) distance. The chip contains a transponder that transmits a radio 
signal when it comes into proximity with and senses/receives a predetermined 
signal from a reader, also sometimes called an “interrogator” or “transceiver.” 
An RFID system also includes some type of back-end data-management sys-
tem that looks up and processes information on the basis of the unique object 
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identifi cation number. Tags are active (conventional radio devices with an em-
bedded power source) or passive, containing no internal power source but 
rather drawing power from an RFID reader in its vicinity (through inductive, 
electromagnetic fi eld coupling, for example, where the tag antenna receives the 
electromagnetic power from the reader and charges an on-tag capacitor). To 
some extent, these radio identifi cation chips are functionally similar to optical 
barcode readers, but they use radio waves rather than light. RFID technologies 
are used here as only one example of physical identifi cation system, but they 
are in wide use in applications such as toll collection, retail theft detection, and 
supply-chain management.

The same types of policy questions that have arisen around the Internet ad-
dress space arise in this space of cyber-physical identifi cation systems. What 
are the privacy considerations of uniquely identifying devices—whether physi-
cal or virtual identifi cation—and how does this data, especially in combination 
with other data, create new sites of confl ict between law enforcement, individ-
ual privacy, and national regulations such as privacy statutes in the European 
Union? What cybersecurity mechanisms, such as cryptographic authentication, 
are necessary to prevent tampering with and spoofi ng of identifi cation systems? 
Given the rapid growth in connected objects, the ability to scale unique identi-
ties into the billions and billions range is a crucial policy concern.

Arrangements of technology are also social, political, and economic struc-
tures. Technology is not separate from being human. Each of the technical char-
acteristics just described also has accompanying policy characteristics. The 
deployment of cyber-physical systems is not only a technological phenomenon 
but a social phenomenon. With this backdrop of a taxonomy of types of cyber-
physical systems and a description of their shared technical characteristics, the 
next chapters examine three co-constructed policy concerns around privacy, se-
curity, and interoperability.
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THE FEDERAL BUREAU OF INVESTIGATION (FBI) issued a haunting public ser-
vice announcement admonishing parents about the privacy and safety concerns 
that Internet-connected toys posed to children: “The FBI encourages consum-
ers to consider cybersecurity prior to introducing smart, interactive, internet-
connected toys into their homes or trusted environments. Smart toys and 
entertainment devices for children are increasingly incorporating technologies 
that learn and tailor their behaviors based on user interactions. These toys typi-
cally contain sensors, microphones, cameras, data storage components, and 
other multimedia capabilities—including speech recognition and GPS options. 
These features could put the privacy and safety of children at risk due to the 
large amount of personal information that may be unwittingly disclosed.”1 This 
one caveat about one category of cyber-embedded object exposes the many di-
mensions of privacy risks and complications now concealed in the mundane 
physical objects inhabiting the most intimate spheres of human existence. As 
toys become cyber embedded, they embody all of the characteristics of cyber-
physical systems that complicate policy concerns. They connect to the global 
public Internet, usually through a Wi-Fi connection or Bluetooth or other short-
range network pairing it to an Internet-connected smartphone, potentially ex-
posing a child to exploitation, identity fraud, or government surveillance from 
anywhere in the world. These systems are not multipurpose devices like smart-
phones but rather constrained devices designed for a specifi c application con-
text. Yet invasive corporate data-collection practices around these objects can 
capture, aggregate, and share personal information about children—including 

 3
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name, home address, IP address, interests, facial recognition and other images, 
voice-recognition patterns—even if these practices violate laws such as, in 
the United States, the Children’s Online Privacy Protection Act (COPPA).2 
These toys often include machine-learning elements that tailor the toys’ 
interaction with a child on the basis of interaction history, and they embed sen-
sors designed to interact with the physical world, whether touch, movement, or 
sound.

Privacy complications emerging in embedded toys underscore how all com-
panies are now tech companies that gather and process digital data, not just 
content intermediaries such as Google but toy companies such as Mattel. The 
protection of personal data is not only from hackers and digital-content inter-
mediaries but from the corporations that sell these embedded objects. Some 
disclose their data-gathering practices, but if the majority of users do not read 
terms of service for content intermediaries, very few parents would read through 
the entirety of “terms and conditions” (if any) while assembling a toy in the 
ebullient moments after a child unwraps it.

A baby’s room in a home should be, more than any other private or public 
space, a completely safe environment. These rooms now routinely house video-
surveillance cameras to allow parents to remotely monitor children from a 
smartphone app. In 2013, parents using the Chinese-made Foscam camera were 
horrifi ed to fi nd that a miscreant gained access to the streaming video and im-
age of their sleeping baby, could control the camera, and was able to shout at 
the baby over the system.3

Inexpensive indoor security cameras lay bare the privacy complications aris-
ing in consumer IoT systems. These devices connect to the public Internet to 
allow home or business owners to receive phone alerts. They are wildly popular 
precisely because they provide such a valuable societal function, the ability to 
monitor the security of one’s home or business from anywhere in the world. At 
the same time, vulnerabilities or weak security sometimes allow foreign intel-
ligence agents or criminal hackers to peer into someone’s living room from any-
  where in the world. Cameras are capable of twenty-four-hour surveillance and 
recording and often upload and store this private video in cloud services. These 
systems sometimes embed biometric identifi cation features, especially facial 
recognition, and, via machine-learning advancements, are even capable of 
learning to recognize and authenticate the family dog. Such biometric recogni-
tion creates a meticulous record of when individuals come and go, who they in-
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teract with, and what they are doing. The policy issues are immense. Do these 
systems have privacy policies? How is consent sought and by whom? Are prod-
ucts upgradeable to patch security vulnerabilities? Who owns the rights to per-
sonal video, how is it shared with third parties, and are companies legally 
obligated to notify customers of data breaches? Answers to these questions are 
inconsistent.

Transparency and notice to consumers about data gathering and sharing 
practices should represent absolute minimal standards of practice. But even this 
minimal standard is diffi cult to attain. With no awareness and no consent, peo-
ple can be swept up in ambient data collection carried out by municipalities or 
via embedded objects owned by other citizens. Even when device ownership is 
clear, personal data collection via embedded objects is not always appropriately 
disclosed. The smart-television manufacturer Vizio agreed to a privacy-related 
settlement of $2.2 million to the U.S. Federal Trade Commission (FTC) and the 
Offi ce of the New Jersey Attorney General on charges that the company had 
“installed software on its TVs to collect viewing data on 11 million consumer 
TVs without consumers’ knowledge or consent.”4

The complaint alleged that Vizio TVs continuously tracked everything the 
consumer viewed through the television on a “second-by-second basis,” col-
lecting nearly one hundred billion data points a day in total, stored this data in-
defi nitely, captured personally identifying information like IP address and 
MAC (Media Access Control, i.e., Ethernet) address, and sold this data to third 
parties.5 Worse, the complaint alleged that third parties could use this informa-
tion to assess users’ behavior across devices, such as whether viewing an adver-
tisement on a television prompted the person to access a website from another 
device. The FTC, in this case and more generally, advised companies to dis-
close data-gathering practices ab initio, to gain consent related to both data col-
lection and sharing, to provide user choice, and to adopt consumer protection 
principles related to security and disclosure.

In the digital realm generally, it is an understatement to say that privacy is not 
going well. This assessment is independent of the newer, more personally inva-
sive privacy challenges arising in cyber-physical systems. It pertains to digital 
intermediaries generally. The business model of information intermediaries—
social media platforms, rating systems, content-aggregation sites—primarily 
involves giving away free services in exchange for data-collection-driven 
targeted advertising. This business model has helped fuel the growth of the 
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Internet and incentivize the development of innovative products and services, 
but it has relied on the practice of massive, privacy-invasive data collection. 
This data-collection-driven business model has induced a cultural shift in what 
counts as the private sphere, collecting innermost thoughts manifested in online 
searches, likes, locational movement, and behavior online. This private surveil-
lance is also what has enabled massive government surveillance of citizens. In 
the context of broader geopolitical concern over terrorism and national security 
risks, governments have heightened incentives to carry out pervasive govern-
ment surveillance. In authoritarian contexts, surveillance is a form of control 
over citizens.

Consumer data breaches are another factor diminishing individual privacy. 
Massive consumer data breaches have hit, among other institutions, the retail 
behemoths Target and Home Depot, the insurance giant Primera Blue Cross, 
Equifax, Yahoo!, and the U.S. Offi ce of Personnel Management. Incursions 
into such personal spheres compromise expectations of privacy, and especially 
when they are highly publicized, such as in the Equifax case, they affect con-
ceptions of trust in the digital systems that now underpin most economic and 
social transactions. At the same time, many of these privacy-compromising 
practices are hidden from direct human view: data collection to fuel twenty-
fi rst-century business models, government online surveillance practices, and 
massive data breaches.

As the Internet moves from a communication system to the pervasive control 
structure that fuses together the material world and the digital world, to what 
extent do these practices of surveillance-based business models, invasive 
government surveillance activities, and data breaches extend into the cyber-
physical realm and further escalate already-extant privacy concerns? The esca-
lation and stakes are already clear. The Hong Kong–based toy maker VTech 
Electronics agreed to pay a $650,000 settlement for collecting, without consent 
and without disclosure, personal information about children and for failing to 
reasonably secure this data, via controls and encryption, resulting in a data 
breach of personal information about children.6 Benign-sounding “smart city” 
initiatives such as “smart” energy meters collect data on usage that is tied di-
rectly to name, address, billing information, and other personally identifi able 
information. Breaches or unauthorized data sharing can result in identity theft 
and the identifi cation of sensitive personal information and behavior, such as 
when people are home and their associated energy consumption.7
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Cyber-physical systems radically escalate privacy concerns well beyond the 
world of content into the most private spheres in and around the body and in 
material spaces within work, industry, and everyday societal systems. The sur-
face of surveillance is ubiquitous and pervasive, online and offl ine, in public 
and in previously isolated or private spheres. These privacy concerns are 
also no longer merely privacy concerns. They are simultaneously concerns 
about safety, autonomy, national security, and sometimes discrimination. Data-
collection practices around how someone eats, drives, sleeps, and exercises 
create an exhaustive backdrop for determinations about employment, law 
enforcement responses, and insurance. Indeed, embedded systems connect di-
rectly to these other spheres, through employee fi tness programs, license-plate 
readers, and autonomously collected driving data that determine insurance 
rates. Data collection around industrial systems creates a sprawling attack 
service for foreign intelligence gathering.

Realizing the economic and social benefi ts of IoT innovations ultimately 
requires trust in these systems. Privacy concerns clearly escalate in cyber-
physical systems. A privacy-protection framework has to anticipate and address 
the technological disruption of cyber-physical systems as arguably the most 
challenging privacy problem ever to confront humanity.

The Background Context: Surveillance as Business Model

The least accurately predictive meme of the Internet era is now widely under-
stood to be the web-surfi ng dog in the New Yorker cartoon, accompanied by 
the caption, “On the Internet, nobody knows you’re a dog.” This exemplifi ed the 
1990s aspiration that the Internet would enable anonymity. It also refl ected the 
lived sensory perception that “surfi ng the web” in the privacy of one’s home 
was something actually done in private. The World Wide Web (as well as 
browsers) was brand new, moving the world from proprietary and closed online 
systems to the open Internet. The arc of history has revealed this phenomeno-
logically private act of surfi ng the web as, realistically, the least private thing 
one can do.

The nexus of online revenue models and widespread government surveil-
lance has powerfully shaped the evolution of individual privacy. Prospects for 
default privacy faded as the consumer Internet evolved from a subscription 
model to a biome of free services across the spectrum of email, social media, 
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information-aggregation sites, messaging, and search, all monetized by interac-
tive digital advertising. These models transformed consumers from paying cus-
tomers to valuable stores of data and recipients of microtargeted ads based on 
context, content, behavior, location, and association online.

Instead of money changing hands between customers and providers, money 
changes hands between providers and advertisers. Facebook’s market capitali-
zation long hovered around $500 billion, even though it has never charged a 
subscription fee from its hundreds of millions of social media users. Like 
Google and other large content intermediaries, Facebook primarily generates 
revenue through the monetization of consumer data. This model has opened In-
ternet access to billions of people. It has also changed the norms of what counts 
as privacy.

Technological limits in processing power, storage capacity, and data analyt-
ics once served as a natural constraint on personal data collection and analysis. 
Increasing processing power and storage, computational data science, and 
artifi cial intelligence have brought volume, precision, and predictive ability to 
information collection about individuals. Advancements in locational preci-
sion—via mobile phone GPS, for example—have further refi ned precision data 
collection. This revenue model based on online advertising is only sustainable 
via the constant collection and accrual of personal information. Google, Face-
book, Twitter, and other social media companies have access not only to the 
content individuals choose to disclose on their sites but also to considerable 
metadata, the information surrounding content that reveals highly personal in-
formation: location, phone number, unique software imprint, IP address, device 
information, cookies, activity data, and network connections.8

Depending on the company and, increasingly, region, intermediaries rou-
tinely share collected data—content and metadata—with third parties with 
which the subscriber has no formal relationship, contractual association, or 
even knowledge. For decades, privacy advocates have expressed concern about 
third-party data sharing, a norm since at least the rise of social media platforms.

These data collection and sharing practices came to greater public attention 
with the disclosure that the British political consultancy Cambridge Analytica 
harvested data from millions of Facebook users to aid the presidential election 
campaign of then-candidate Donald Trump and the campaign advocating for 
the UK Brexit vote to leave the European Union. Third-party data sharing was 
not an unusual practice, but it attracted widespread attention and controversy 
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because of the political context and some of the specifi cs of how personal data 
was shared. By May 2018, Cambridge Analytica ceased operating and fi led for 
insolvency in the United Kingdom, albeit arguing that the company has been 
“vilifi ed for activities that are not only legal, but also widely accepted as a 
standard component of online advertising in both the political and commercial 
arenas.”9

Facebook’s president, Mark Zuckerberg, responded to public concern about 
Cambridge Analytica’s access to personal information by explaining the cir-
cumstances and outlining steps to prevent a similar incident. Alarmingly, be-
cause Facebook was designed to encourage subscribers to share their contacts 
and information about friends, a Cambridge University researcher was able to 
access data about friends of individuals who voluntarily took a personality quiz 
that the researcher had developed. According to Facebook, the researcher “was 
able to access tens of millions of their friends’ data” and also shared his data 
with Cambridge Analytica.10 Facebook announced a number of measures pur-
portedly designed to better protect subscriber data, including restrictions on 
data given to a third-party developer app and greater requirements for data-
access approval. This is just one example of many privacy-eroding incidents.

The critical privacy questions inherent in the business models of content in-
termediaries extend to cyber-physical systems:

• Will targeted online advertising also become a dominant revenue model 
for cyber-physical systems, such as health wearables and consumer IoT 
devices?

• To what extent will personal information gathered from intimate physical 
spheres be combined with massive data stores already consolidated and 
handled by third-party data aggregators?

• Do voluntary corporate measures suffi ce for protecting privacy, or is 
sweeping regulatory action necessary to protect citizens from potential 
harms of corporate data-gathering practices?

• Do traditional approaches such as notice, disclosure, and consumer choice 
even apply in cyber-physical systems?

Another background context is that a global patchwork of regulatory ap-
proaches address privacy in various ways. Governments have an interest in pre-
serving the ability to access personal data from information intermediaries. 
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Because information fl ows almost entirely over infrastructure and platforms 
owned and operated by the private sector, government surveillance primarily 
occurs via government requests to the private sector to disclose data. Docu-
ments leaked in 2013 by the intelligence analyst Edward Snowden drew atten-
tion to both the extent of government surveillance (not just in the United States 
but in many other countries) and the direct connection of this surveillance to 
leading technology companies. As shown on one leaked slide on the National 
Security Agency (NSA) PRISM program, major companies including Micro-
soft, Yahoo!, Facebook, Google, and Apple were portrayed as sources of user 
information such as emails, chats, photos, and Voice over IP (VoIP).

Disclosures about the sweeping extent of government surveillance, facili-
tated by private digital intermediaries, have drawn attention to the role of the 
private sector in determining many dimensions of privacy: whether someone’s 
real name is required to have an online account; the extent of personal data col-
lected and how it is shared with third parties; and the gatekeeping function of 
determining when to turn over user data to governments around the world un-
der various laws, circumstances, and norms.

As the political scientist Ron Deibert graphically portrayed private-industry 
data capture years ago, “Like a giant python that has consumed a rat, Facebook 
captures, swallows, and slowly digests its users.”11 How much more will the 
personal data collected by cyber-physical intermediaries swallow society un-
less there are adequate privacy measures that protect individuals and create 
the trust necessary for the expansion of the digital economy? The logic of ad-
vertising-driven data-collection models, and associated problems, already ex-
tends (and escalates) in cyber-physical systems. But cyber-physical systems 
also create a real-world, intimate plane on which unique privacy concerns 
materialize.

The Radical Escalation of Privacy Concerns

The digitization of material objects complicates privacy in ways that eclipse 
concerns about social media disclosures. Cyber-embedded material systems—
consumer objects, industrial structures, medical devices, augmented reality, 
and emerging hybrid systems—are bringing about great effi ciencies and life 
improvements. To do so, these systems operate via continuous sensing and 
processing. This constant data collection reaches much further into daily eco-
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nomic and social life than ever imaginable in screen-mediated contexts alone 
and intensifi es the scope of surveillance. The ability for the private sector and 
governments to track human activity, thoughts, and intimate life now permeates 
the material world.

A laptop or personal computer screen is no longer a protective portal demar-
cating whether or not one is observed. Privacy is affected by ambient data col-
lection from systems with which people have no ownership or contractual 
relationship—such as traffi c-management systems, tracking devices in retail 
stores, or devices in other people’s homes. This data collection extends beyond 
devices that companies and individuals purchase into systems with which these 
entities have no commercial or usage agreements. Without screens, terms of 
agreement, or ownership, how do companies secure human consent? How do 
they reveal privacy policies or data gathering and sharing practices? One of the 
most consequential questions about the pervasiveness of cyber-physical sys-
tems is the extent to which data gathered from every domain of human exist-
ence is merged together in back-end fusion centers that already aggregate data 
from diverse sources, public and private.

The nature of cyber-physical data represents actual behavior and physical 
state in the real world. Collection becomes highly personal. But it also becomes 
wholly global in that observation can cross borders and involve foreign surveil-
lance or other cross-border scrutiny. The intimate and precise nature of this in-
formation raises concerns about inferential discrimination against people in 
employment, political freedom, fi nancial credit, and insurance.

Digital Privacy Becomes Intimate

One misconception, and sometimes a justifi cation for opposition to even 
modest regulatory constraints around privacy practices, is that data collected 
from things does not involve individuals. The following argument exemplifi es 
this view: “a smart refrigerator does not need any personal information to know 
that it is running low on milk.”12 This argument is certainly true for a subset of 
industrial implementations, such as sensors in energy pipelines or materials 
handling tracking during manufacturing and production. It is also accurate 
that the refrigerator does not need any personal information to detect and 
communicate an inventory shortage. But smart refrigerators contain micro-
phones, creating a potential point of ambient surveillance in one’s home. They 
are also connected to the public Internet and thus can combine with personal 
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information via unique identifi ers and devices tied directly to individuals. A 
hacked refrigerator can reveal information to thieves about whether a family is 
away on vacation.

Samsung introduced an innovative, voice-activated refrigerator with the 
ability to access the Internet, stream music, order groceries, and dictate memos. 
This refrigerator offers parental controls to restrict children’s access in the same 
way one might on a traditional desktop computer. A smart appliance is only 
useful if it is network connected to an individual’s smartphone app and calendar 
and possibly to an interactive grocery delivery service. In other words, the de-
vice is almost always connected to something that links it to a personal identi-
fi er, whether an IP address or a unique software imprint and personal information 
associated with a phone. Even if not directly linked to an individual’s personal 
information, the IP address that the refrigerator uses (if permanently or recur-
rently) or unique software confi gurations can reveal a great deal to data-
aggregation sites and combine with more personal information. The metrics 
that a refrigerator or other appliance collects reveal highly personal information 
such as the amount of beer consumed or the nature of one’s diet, creating 
sensitive portrayals of health that could potentially lead to discrimination in 
employment and insurance.

Of direct relevance to privacy, cyber-physical devices in homes contain mi-
crophones, cameras, and video recorders and therefore bring the potential for 
total surveillance into the previously most inviolable of personal spaces. These 
devices are, of course, useful and socially desirable. In many ways, they are in-
evitable as it becomes increasingly diffi cult even to fi nd products without cy-
ber-embedded capability. But these devices also create a voluntary system of 
surveillance of audio, images, and video.

Smart televisions that connect directly to the Internet are an example of how 
connected consumer devices involve trade-offs between convenience and pri-
vacy risk. The need for this device arises from legacy cable-television subscrip-
tion models that lock out access to popular Internet-born programming 
platforms like Netfl ix, Hulu, Amazon Prime, and YouTube. Smart televisions 
are just traditional televisions with the addition of integrated Internet connec-
tivity, such as an Ethernet port or Wi-Fi access to a home’s broadband connec-
tion. The majority of new televisions have this capability, allowing for natively 
streaming online programming, as well as browsing the web and using apps and 
multiplayer games.
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Privacy concerns around Internet-connected TVs entered policy discourses 
in 2013, when security researchers at iSEC Partners claimed to have gained 
unauthorized access to features embedded in the 2012 Samsung smart TV, 
including the camera and all the features controlled by the browser.13 A 
hacker or government intelligence agent would presumably be able to redirect 
the viewer to a rogue browser and, more pertinent to privacy, be able to take 
control of the television’s camera and remotely and surreptitiously spy on 
people in proximity to the device. Samsung responded by issuing a software 
upgrade, accentuating the importance of upgradeability in consumer IoT 
devices.

Cyber-physical systems entangle much more personally with issues of 
sexual privacy, coercion, and harassment, an amplifi cation of problems in in-
formation systems. As the law professor Danielle Citron explains, “The law 
needs updating again to combat destructive invasions of sexual privacy facili-
tated by networked technologies.”14 Citron is referring to a host of digitally en-
abled online information problems ranging from revenge porn to online sexual 
harassment.

The online sphere already amplifi es opportunities for harassment and con-
trol. Attacks—whether cyberbullying, hate speech, revenge porn (posting sexu-
ally explicit images or videos of a former partner without the person’s consent), 
sexual harassment, or defamation—are effective because they create a perma-
nent searchable record of online abuse and because they reach a potentially 
large audience. Phone-tracking features and other locational apps also provide 
avenues for abusive spouses to track and locate their partners. Content interme-
diaries have a mixed track record of dealing with these ever-evolving abuse 
mechanisms, in part because of the large volume of incidents but also because 
of inconsistent adherence to terms of service and the challenge of dealing with 
the laws and norms of different regions in which they operate. But those who 
are subjected to online harassment could at least turn off the screens and retreat 
into the safety of their homes. The cyber-physical context is more integrated 
into material surroundings, so screens are not a natural protective boundary 
from harassment.

Domestic violence and abuse cases also now have consumer IoT dimensions. 
Law enforcement personnel already understand well the connection between 
the IoT and domestic violence.15 Embedded devices create an entirely new ter-
rain for harassment. Ghost-like incursions into home environments—changing 
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the temperature or unlocking doors—are an unfortunate new threat in domestic 
abuse situations. A partner who formerly resided in a home often retains control 
of systems from his or her smartphone.16 Some abusive interventions are active, 
including intimidation or harassment via remote tampering with connected 
home devices or turning off or blocking access to systems. Some are passive, 
such as coercive control via tapping into video-surveillance cameras. The 
abusive partner is sometimes the legal owner of the device and services, so this 
harassment does not involve “hacking.” The same innovations, especially con-
nected surveillance cameras and home alarm systems, that protect individuals 
from harm can facilitate harassment by estranged partners. Exploitation of 
technology has long been a tool for domestic abuse.17 Now the surface for 
digital exploitation has expanded to the physical world.

Cyber-embedded objects that are on or in the body create even greater per-
sonal privacy concerns. Wearable technologies are intimate objects, but new 
product manufacturers do not have the same dialectic relationship with privacy 
concerns as traditional technology companies. The digital-only sphere, even 
with its privacy problems, has had an evolution of terms of service and a rising 
public awareness of data collection. Cyber-physical systems, often brought 
quickly to market for competitive advantage, have not yet confronted privacy 
issues in the same way.

As an extreme example of privacy issues arising in this cyber-physical ter-
rain, customers sued a sexual products company over its collection and trans-
mission of personal and sexual information via its Bluetooth-connected vibrator 
and smartphone remote-control app. The company had introduced an app-
mediated feature in which customers (or their partners) could remotely control 
the product from a smartphone. The lawsuit alleged that the company failed to 
inform the customer about data collection, thereby violating an Illinois statute 
on consumer fraud and deceptive business practices. Specifi cally, the class-
action lawsuit alleged, “Unbeknownst to its customers, however, Defendant de-
signed We-Connect to (i) Collect and record highly intimate and sensitive data 
regarding consumers’ personal We-Vibe use, including the date and time of 
each use and the selected vibration settings, and (ii) transmit such usage data—
along with the user’s personal email address—to its servers in Canada. . . . 
Defendant’s conduct demonstrates a wholesale disregard for consumer privacy 
rights and violated numerous state and federal laws.”18 The company, Standard 
Innovation, settled the class-action lawsuit for $3.75 million. Sex-tech weara-
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bles are already a sizable industry and one that is quickly moving beyond 
accessories to sex robots. The artifi cial intelligence sex robots connected di-
rectly to the Internet raise every imaginable confi dentiality concern about data 
collection and sharing.

Human-implantable chips that break the barrier between human fl esh and cy-
ber technologies are even more of an incursion into what counts as a private hu-
man domain. In 2004, the FDA approved a subdermal RFID chip, VeriChip, 
designed to enable health-care providers to instantly access patients’ medical 
records.19 Medical professionals and entrepreneurs have long expressed interest 
in human-implantable computer chips designed to store a person’s medical 
records. An emergency-room doctor could scan a patient for the presence of the 
chip and instantaneously learn information about blood type, allergies, insur-
ance, medical history, and other personal details.

Human-implantable chips already have a long history. In 1998, a professor 
at the University of Reading in the United Kingdom voluntarily inserted a 
silicon microchip into his arm. Professor Kevin Warwick specialized in 
intelligent buildings and was studying the implantable chip as a security moni-
toring and authentication method for gaining access to certain areas of the 
building.20

Modern-day RFID medical-implant technology is nearly identical to the 
“Home Again” microchips injected into pets and livestock to identify them us-
ing a unique identifi cation number that can be cross-referenced with informa-
tion on fi le for that number. The microchips are the size of a grain of rice and 
implanted directly into fl esh. These medical and informational microchips are 
not tracking devices in the same way that GPS-connected smartphones are. 
They do not contain their own internal power source but rather derive power 
from a close-proximity scanner to transmit the information contained on the 
microchip.

Even while some regions, such as Scandinavia, see voluntary adoption of hu-
man chip implantation, it is an open question whether people will submit to 
widespread chip implantation in their own bodies, either in the interest of con-
venience or under the pressure of coercion. Drawing public attention to this 
question, a Wisconsin company issued a press release announcing an optional 
program for employees to be voluntarily implanted with an RFID chip to man-
age their access to resources at work.21 The company, Three Square Market, ex-
pected fi fty employees to volunteer for the chip, which would be implanted 
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between the thumb and fi rst fi nger and, via near-fi eld communications and data 
stored on the chip, allow workers to make food purchases, use copy machines, 
log in to computers, and gain entry to rooms.

Contemporary products on the market include the Danish company BiChip’s 
human microchip implant that allows for RFID-read payment in popular crypto-
currencies (e.g., Bitcoin, Ripple), as well as storage of medical information, 
driver’s license, and passport data. The company envisions the human implant, 
injected into the hand, as an “alternative Payment System integratable with 
cryptocurrency wallets.”22

Science fi ction movies have imagined a future in which human beings were 
voluntarily or involuntarily implanted with microprocessors that tracked their 
location or contained personally identifi able information. This once-inconceiv-
able idea has manifested itself in contemporary society. It is no longer science 
fi ction.

Human emotion is another cyber-physical privacy sphere. The 2018 report of 
the Internet of Things Privacy Forum fl ags human emotions as a space in which 
IoT technologies are certainly addressing: “The proximity of IoT technologies 
will allow third parties to collect our emotional states over long periods of time. 
Our emotional and inner life will become more transparent to data collecting 
organizations.”23 This concern is understandable, considering that the biometric 
sensors embedded in fi tness and health monitors can detect human biological 
data closely associated with emotional status—such as temperature, heart rate, 
and blood pressure. These measurements, coupled with speech picked up on 
microphones, especially capture emotional state. One’s inner life is already 
monitored via contextual analysis of social media postings, what one reads, and 
especially search queries. For example, searches for “suicide” or “depression” 
or “infatuation” or “anger problem” speak volumes about human emotions rel-
ative to biometric measurements. The inner life of the mind may be one area in 
which content platforms encroach on privacy as much as or more than cyber-
physical infrastructure.

Carrying around a smartphone already creates privacy issues because it ena-
bles locational, intellectual, and behavioral tracking. The convenience and 
communication innovations of smartphones often supersede these concerns. 
The same trade-offs exist in cyber-embedded material systems. They enhance 
human life. They also raise unprecedented privacy concerns in intensely per-
sonal areas. The cyber-embeddedness of objects that directly communicate 
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with or within the human body are more directly invasive because they are part 
of the physical world as much as the digital world.

Privacy evolves again.

Cyber-Physical Privacy and National Security

A barrage of media articles in early 2018 drew public attention to a once-im-
plausible connection between personal fi tness privacy and national security. An 
online heat map designed to depict collective and anonymized patterns of where 
runners and cyclists traversed was interpreted to reveal the locations of U.S. 
military personnel.24 The exercise mobile app and web platform, Strava, sup-
ported tens of millions of fi tness enthusiasts. The product was designed to work 
with a diverse array of devices including iPhones and Fitbit fi tness bracelets 
and serve as a resource helping athletes to track their performance metrics, con-
nect with other athletes, access ideas for routes, and compete with themselves 
and others. It also allowed runners to opt for useful safety features such as shar-
ing their position with loved ones in real time and connecting into health de-
vices like heart-rate monitors.

Such health and fi tness applications provide benefi cial intelligence and safety 
features for individual users and enable them to connect to like-minded fi tness 
enthusiasts. Collectively, the millions upon millions of data points collected 
from tens of millions of users of the fi tness platform, when aggregated together, 
depict concentrations of fi tness activity. Unless an individual user activates a 
privacy setting that marks the data private, the company collects, anonymizes, 
and aggregates the data with information that the company gathers about other 
subscribers. Strava’s so-called heat map was essentially a data visualization de-
picting the movements of its users. In other words, this collective data revealed 
clusters of activity where subscribers exercised and, as such, inadvertently de-
picted concentrations of possible military troops (or potentially intelligence op-
eratives or international aid workers) located in dangerous areas.

Members of the U.S. House of Representatives Committee on Energy and 
Commerce responded to the controversy with a request for a briefi ng from the 
company’s chief executive offi cer on its data and security practices and for a re-
sponse to national security concerns that they phrased as follows: “security an-
alysts have raised the possibility that this information may expose the identities 
and locations of personnel at military sites and other sensitive areas.”25 One 
concern addressed the tracking of military supply routes and movements, 
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presumably because of the ambient continuous data collection that can occur 
outside of intended app usage. The committee members also expressed concern 
about the possibility of deanonymizing data to identify specifi c individuals and 
also the extent of data sharing with third parties.

This one incident is illustrative of the connection between privacy regarding 
wearable digital devices and broader concerns about national defense. Even In-
ternet of self wearable devices raise cross-border, global policy concerns and 
sometimes even national security concerns. What immediately jumps to mind 
is the old adage “loose lips sink ships,” only now the danger is not what military 
personnel might say but what their technologies might reveal without their 
knowledge. How can military policies stay ahead of quickly evolving technolo-
gies? What default settings should companies establish for location data? It is 
not generally in the interest of companies to set the default to keeping data pri-
vate because of business models that rely on the monetization of data or be-
cause of product dependencies on maximizing aggregate data (e.g., a heat map 
of user activity).

Cyber-physical system privacy connects with national security in many other 
ways, including terrorist surveillance and foreign intelligence access to these 
systems or any defense infrastructure that integrates cyber-physical components. 
This issue is also an extension of already routine (and already politically compli-
cated) practices of government access to information and communication-
technology data stored by private intermediaries.

Then U.S. director of national intelligence James Clapper, in his statement 
on the intelligence community’s worldwide threat assessment before the Senate 
Armed Services Committee, said, “In the future, intelligence services might use 
the IoT for identifi cation, surveillance, monitoring, location tracking, and tar-
geting for recruitment, or to gain access to networks or user credentials.”26 
Clapper’s statement includes the recognition that, beyond traditional consumer 
IoT devices, augmented reality and virtual reality systems are one of the tech-
nology areas that both challenges cyber defense and also provides a new play-
ing fi eld for intelligence gathering. It is no longer necessary to access phone 
conversations or information on an encrypted smartphone when law enforce-
ment can gain similar information from a microphone on a television or the data 
collected via a Bluetooth connection in a car.

Cyber-physical systems represent an entire new domain of private surveil-
lance and therefore government surveillance—both foreign intelligence gather-
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ing and domestic surveillance, whether to identify and target political dissidents, 
to track terrorists, or to carry out foreign surveillance of critical cyber-physical 
infrastructure. Intelligence gathering, government surveillance of citizens, and 
law enforcement are no longer relegated to communications but now extend to 
the digital control systems that run transportation, energy, and other sectors.

Public policy, while traditionally in areas of uncertainty while technology 
evolves, will have to evolve to address the bounds of government access to en-
crypted (or even unencrypted) information on consumer and industrial cyber-
physical systems. The capacity for foreign intelligence gathering from Internet 
of things technologies also helps emphasize the criticality of securing these de-
vices, not just for privacy but for national security.

Cyber-Physical Surveillance as Social Control

The privacy-advocacy community often focuses concerns on businesses: pri-
vate data collection and the privacy harms arising from how this information is 
monetized to deliver customized services and highly targeted online advertis-
ing. A larger problem is authoritarian government surveillance. This condition 
is a global political problem rather than a business-model issue, but it relies on 
the exact same technologies and depends on the privatization of data collection 
and the fusion of public and private resources.

Society has become accustomed to passive surveillance cameras designed to 
provide private businesses and law enforcement with information about inci-
dents such as a theft from a store. Contemporary technologies based on artifi -
cial intelligence, machine learning, facial recognition, and other interactive 
real-time capabilities are completely upending the role of these cameras.

Surveillance cameras have transformed into completely different technolog-
ical artifacts and arrangements of social control. They are capable of much 
more than passive video recording. Nowhere is the potential and reality of total 
government surveillance starker than in China’s extensive network of surveil-
lance cameras, many of which include facial recognition software that instanta-
neously connects a face to a person’s identity. This pervasive control system 
both identifi es and behaviorally nudges citizens.

Facial recognition is a powerful form of biometric identifi cation. Media 
attention to China’s system has been signifi cant due to the Orwellian nature 
of applications and the revolutionary capability of the technology. The BBC 
reported on Chinese police use of facial recognition to identify and arrest a 
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suspect who blended into a crowd of sixty thousand at a concert.27 The Beijing 
Subway system announced the installation of facial scanners to identify passen-
gers who failed to pay (as well as biometric palm scanners in lieu of tickets).28 
Similar facial recognition is also used as identifi cation in banks, apartments, 
and various businesses. In Shenzen, China, enormous digital display screens 
shame-display the identity of those who have jaywalked, on the basis of facial 
recognition.29 Perhaps the most surreal example of the privacy-compromising 
use of this technology is facial-recognition-controlled toilet-paper dispensers in 
public bathrooms in Beijing and elsewhere, designed to ration paper and solve 
a problem of overconsumption and so-called theft of paper. Police in Beijing 
also tested augmented reality glasses that perform the same functions as public 
cameras, including facial recognition and access to citizens’ information.

Systems of distributed cameras with facial recognition and artifi cial intelli-
gence capability can track location, association, and sometimes emotion. One 
could argue that this tracking capability is already embedded within smart-
phones (and it is), but there is some choice exercised by citizens in carrying a 
smartphone and no choice whatsoever in facial recognition surveillance. These 
surveillance-control systems are part of China’s evolving social credit system, 
in which various measures of “trustworthiness” and penalties for lack of trust-
worthiness, whether measured by jaywalking or by politically objectionable 
speech, shape a social score that affects human rights such as the ability to at-
tend certain schools, travel by plane, or stay in a luxury hotel. The same tech-
nological assemblage that enacts digital surveillance serves as an apparatus 
controlling material access and movement in the physical world. Connected ob-
jects from cars to cameras are technologically able to provide total government 
surveillance, especially in public places. Information collected about one per-
son, in combination with information on others, creates a record of association 
and proximity. Systems of using facial recognition to enact widespread surveil-
lance of citizens and collect behavioral data that feeds into its social scoring 
system are powerful control.

Such concerns about digital surveillance often invoke the French philoso-
pher Michel Foucault’s theorizing about the power and social control of the 
philosopher Jeremy Bentham’s Panopticon prison design, in which a central 
tower enacts social control because it creates a visible, permanent, unverifi able 
potential surveillance in which a prisoner might be watched at any time and 
therefore must behave as if watched.30 This model has utility in describing dig-
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ital content systems, but cyber-physical systems subvert this model entirely. 
There is no central tower serving as an entry point for surveillance (the role that 
the display screen plays in content mediation). The surveillance is everywhere, 
over everyone, and increasingly in everything from cars to wearables to bodies. 
Where Foucault’s work does apply is in suggesting that the machine of surveil-
lance is a “machine to carry out experiments, to alter behavior, to train or cor-
rect individuals.”31 The practice of shaming jaywalkers in China on the basis of 
facial recognition and public display on large digital screens reverts discipli-
nary approaches away from private law enforcement mechanisms back to the 
public spectacle of the gallows.

Authentication has become more socially complicated, taking away pros-
pects for anonymity. At one point in the Internet’s history, design and govern-
ance decisions fashioned possibilities for anonymous speech and behavior 
online. Making unique Internet identifi ers logical (software defi ned) rather than 
physical (linked to specifi c hardware) was one such decision. This ideal was re-
fl ected in conceptions of democratic freedom online, such as the so-called Arab 
Spring. What has actually happened, and to some extent needed to happen, is 
the establishment of systems of authentication and identity, such as the use of 
public-key encryption to certify that commercial and fi nancial websites are le-
gitimate. In the broader digital realm, it has also bled into the use of biometric 
identifi cation in which systems capture, digitize, transmit, and analyze unique 
biological characteristics to authenticate human identity, to authorize behavior, 
or to enact powerful authoritarian governmental or commercial surveillance.

Biometric identifi cation is part of the larger class of transductive inference 
systems in which the physical world is converted into digital systems for some 
control intervention. Authentication once involved a thing one knows, such as 
a password, or a thing one possesses in real time, such as token-based authenti-
cation or so-called two-factor authentication, in which a temporary code trans-
mits to a smartphone. A much more powerful form of human identifi cation is 
biometric: unique fi nger prints, voice recognition, facial recognition, retinal or 
iris eye scan, palm vein scan, DNA, and increasingly movement, such as typing 
pattern or gait analysis. Biometric transduction, in certain contexts, is an impor-
tant cybersecurity or physical access technique.

Policing and law enforcement, across societies, increasingly rely on net-
worked, continuous feedback connections to the physical world and tied to 
back-end public databases. These systems carry out routine activities such as 
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catching speeders with sensors and cameras, using license-plate readers to 
identify stolen vehicles, and fl ying drones for surveillance of civil unrest.32 
Cyber-physical systems profoundly affect the capability of law enforcement 
and other fi rst responders in ways that, among other goals, facilitate effi cacy 
and minimize response time. Connected vehicle technologies can trigger traffi c 
lights to speed the fl ow of an emergency vehicle. License-plate readers con-
nected to national databases alert police to stolen vehicles or people with out-
standing warrants for arrests or on terrorist watch lists. Body-worn cameras 
record interactions between police and citizens. Closed-circuit television cam-
eras are ubiquitous in Beijing, Washington, DC, New York, and other major cit-
ies. Data collected in cars (as well as, of course, smartphone position data 
collected and sold by Internet service providers, or ISPs, to third parties) pro-
vide law enforcement with detailed location at nearly all times. These are all 
current technologies that are already present and routinized.

As always, the same technologies that serve democratic societies (e.g., legit-
imate and accountable law enforcement access to automobile data as part of an 
investigation) serve as modes of authoritarian control (e.g., blocking access to 
transportation systems as part of social control). The rapid advancement of dig-
ital identifi cation applications in the private sector complicates these possibili-
ties, whether the use of biometric identifi cation to access a theme park or 
continuous data collection in a privately owned automobile.

The technology of facial recognition works extremely well. Facebook, Ap-
ple, Google, and other born-digital companies have already demonstrated this 
capability to translate real-world human biological features into digital identifi -
cation. Technological change in this area trends well ahead of policy responses. 
There is no longer a physical boundary or technological constraint against the 
ubiquity and effi cacy of surveillance. There are also diminishing opportunities 
for citizens to exercise reasonable choice to opt out of this surveillance.

Inferential Discrimination

The continuous, ubiquitous information collected via cyber-physical systems 
constructs new possibilities for discrimination. Cyber-utopian imaginings have 
envisioned the Internet as a sphere in which differences in race, sex, ethnicity, 
and religion vanish. Particularly in the text-dominated world of the early public 
Internet, one could not “see” who else was participating in discussion boards, 
so all were equal. This notion of equality was not necessarily promulgated by 
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cyber libertarians but rather the businesses that inherently profi ted from the 
growth of the Internet. The 1997 “Anthem” television ad, placed by the promi-
nent Internet service provider MCI, exemplifi es this market philosophy. The 
now-often-analyzed ad, placed during the height of the 1990s dot-com boom, 
promised, “There is no race. There are no genders. There is no age. There are 
no infi rmities. Only minds.”33

Race, sex, sexual orientation, religion, ability, and other categories have not 
disappeared online but have become more complicated. For example, online 
harassment of women, or of people with female names, is a problem in all on-
line spaces, from Wikipedia editing to video games.34 As the media scholar Lisa 
Nakamura explains, “racism and sexism have continued to fl ourish on the Inter-
net, and indeed to some extent have even come to defi ne it, despite our suppos-
edly ‘post-racial’ historical moment.”35

Taking human communicants out of a technological system does not remove 
bias or discrimination. In the same way that humans have, to varying degrees, 
biases around race, culture, gender, class, and so on, technology is not neutral. 
Among the most notorious and concerning examples of racial and ethnic prob-
lems instantiated in software, facial recognition programs tagged images of Af-
rican Americans as “gorillas” and images of Native American dancers with the 
culturally inappropriate word “costume.” More generally, researchers have 
found that the machine-learning algorithms behind facial recognition have ac-
curacy disparities based on skin color and male and female attributes.36

Autonomous or semiautonomous technologies mediate much of information 
exchange: bots, algorithms, artifi cial intelligence, and, at a minimum, technolo-
gies that refl ect the values and biases of designers. Discrimination is not only a 
factor in design and in algorithms and machine-learning software implementa-
tions that operationalize algorithms but also in the decisions about what data to 
include, how it is prioritized, and assumptions about what it represents. For ex-
ample, geographical/locational data can serve as an approximate indicator of 
race and ethnicity. Prioritization of certain classes of data over others are value 
judgments.

Different types of inferential and inductive discrimination are possible de-
pending on the data collected and how it is shared. Privacy advocates and schol-
ars have historically expressed concern about the discriminatory possibilities of 
private companies’ digital data collection, especially massive commercial data 
brokers that aggregate data from multiple private-sector sources and then share 
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this data with law enforcement and other public-sector actors.37 In the article 
“The Scored Society: Due Process for Automated Predictions,” Danielle Citron 
and Frank Pasquale examine how big-data mining is predictively used to rate 
individuals’ suitability as citizens and consumers in areas as diverse as credit 
risk, employability, rental-housing reliability, and worth as a customer.38 Data 
aggregation can result in real harm and stigmatization in critical life spheres—
employment, housing, fi nancial services—with very little transparency and due 
process.

Concerns about algorithmic scoring and data discrimination escalate in the 
cyber-physical space and make data privacy practices and regulations much 
more consequential. The type of data collection possible via cyber-physical 
systems has implications in authoritarian countries and democratic countries 
alike. Physical data collection feeds directly into authoritarian surveillance 
practices and citizen ranking systems. China’s national social credit system al-
ready factors in variables such as speeding tickets, speech, payment histories, 
and many other areas of people’s lives to rank trustworthiness and to determine 
whom the government views as good citizens. People with high scores receive 
favorable treatment, for example, on loans, and those with lower scores can be 
subjected to restrictions on travel.

In countries with less authoritarian approaches to information technology, the 
effects of data-gathering practices could, in effect, mirror authoritarian environ-
ments. The ultrapersonal data collection inherent in wearable and close-proximity 
technologies shifts the concern from the biases that enter technology design ex 
ante to the discriminatory practices that arise from this data collection ex post. 
FTC analysts acknowledge that privacy concerns are also concerns about direct 
harms that can arise from how the constellation of gathered data can provide a 
consumer profi le that companies can use to determine whether to hire, insure, or 
provide credit to individuals.39 Examples of consumer services directly affected 
by cyber-physical system data collection include the following:

• Insurance eligibility or rates
• Employment decisions
• Credit rating
• Predictive worth to businesses
• Law enforcement evidence gathering and predictive metrics
• Political communication targeting
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Fitness bracelets help individuals monitor fi tness level and health status. But 
this same data provided to insurers as a decision factor for coverage or to an 
employer as a precursor to employment or as part of an employee wellness pro-
gram ties this information to the potential for bias against individuals because 
of a medical condition or lifestyle circumstance, such as being overweight or 
not regularly exercising. While individual personal fi tness and health data 
anonymized and aggregated into a population health dashboard has great po-
tential to alert public-health offi cials to possible disease outbreaks, this same 
nonanonymized information about individuals provides a quantitative input to 
discrimination.

Modern automobiles exemplify how connected objects, and the extent of 
data privacy practices around these connected objects, complicate individual 
experience around everything from insurance to law enforcement. The cost of 
car insurance increasingly relies on a customer’s day-to-day driving habits, as 
indicated by the sensor data accumulated from connected cars. In this usage-
based insurance model, insurance companies partner with car manufacturers to 
gain access to real-time information about location, miles driven, routes taken, 
speed, brake wear and tear, tire pressure, oil temperature, and other ambient 
data that collectively reveals drivers’ safety and performance. Map data in cars 
includes speed limits, so this information, in combination with continuous data 
collection of speed, immediately indicates the extent to which a driver exceeds 
posted speed limits. This is a disruption to insurance-industry models, as con-
tinuous, real-time streaming transmitted directly from automobiles supplants 
premium calculations based on claim history.

These plans offer lower insurance premiums for drivers with safe or infre-
quent driving patterns, so they have tangible benefi ts to safe drivers. The norm 
is for drivers to opt in to these services, but given that simply signing up pro-
vides a discount, this creates a two-tier system for those who are willing to turn 
over data and those who are not. The choice to opt in or not is part of the differ-
ential framework of discrimination. Exogenous creep of data collection means 
that this data also enables targeted ads to customers in a highly segmented and 
esoteric approach based on demographic and performance information.

In the same way, law enforcement no longer requires access to phones but 
only access to automobile systems and intermediary networks, which can store 
call logs, as well as highly specifi c information about location and driving habits. 
Cars were once only mechanical devices. Now they integrate both mechanical 
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and digital elements and are connected to networks for navigation, entertain-
ment, roadside assistance, and specialized apps.

The considerable amount of data collected also creates a target for data 
thieves and identity theft and also a target for direct harm to particular individ-
uals. Creating misleading transductive data can ruin an attack victim’s credit or 
insurance ratings. In this regard, the possibility for discrimination is compli-
cated not only by the privacy of collected data but also by the associated secu-
rity features. Privacy depends on cybersecurity.

Rethinking Privacy for the Cyber-Physical Era

Samuel Warren and Louis Brandeis, in their celebrated 1890 Harvard Law 
Review essay “The Right to Privacy,” argued that “political, social, and eco-
nomic changes entail the recognition of new rights, and the common law, in its 
eternal youth, grows to meet the new demands of society.”40 Responding to the 
technological context of the rise of photography and the intrusion of newspaper 
society pages into personal lives, these legal thinkers envisioned privacy as the 
right to be left alone. They also envisioned the concept of privacy as evolution-
ary with societal changes.

What no one in the nineteenth century could have envisioned was that incur-
sions into the right to be left alone would extend to people’s internal life—their 
most intimate thoughts and private communication practices, as well as their 
day-to-day activities within traditionally private spheres of home life, health 
and medical condition, and sexual activity. Admittedly, the routine surveillance 
of what people are thinking (e.g., online searches, news sharing), doing (e.g., 
online purchases, location), and saying (e.g., social media posts, comments, 
messages) has already raised privacy questions that were once unimaginable.

The cyber-physical disruption pushes the bounds of privacy concerns much 
further, bringing digital networks into physical domains of privacy that were 
previously sacrosanct. One starting point for addressing cyber-physical system 
privacy dates back to the 1970s, when mainframe computers enabled the wide-
spread collection and storage of personal information. In this context, a U.S. 
governmental advisory committee introduced the concept of fair information 
principles around personal electronic privacy. In the contemporary context, 
these ideas have evolved into a broad set of principles, the Fair Information 
Practice Principles (FIPPs), which have often served as a framework for pri-
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vacy in policy discussions in the United States, Canada, and parts of Asia and 
in frameworks suggested at the Organisation for Economic Co-operation and 
Development (OECD).

Approaches that draw from the FIPPs framework vary by version, such as 
the FTC and the U.S. Department of Homeland Security (DHS) in the United 
States, as well as the European Union and OECD. To use one example, DHS is-
sued the following eight principles in 2008 as a guide for its privacy program:

• Transparency. Providing notice of personal information collection, use, 
and dissemination

• Individual participation. Including principles of consent, access, and 
redress

• Purpose specifi cation. Explaining the purpose of data collection and rele-
vant authority

• Data minimization. Ensuring that collection is directly relevant to a speci-
fi ed purpose and retained only as long as necessary for this specifi ed 
purpose

• Use limitation. Imposing constraints on usage and sharing for the specifi ed 
purpose in the notice

• Data quality and integrity. Ensuring accuracy and relevance
• Security. Safeguarding information from unauthorized access, modifi ca-

tion, or disclosure
• Accountability and auditing. Demonstrating compliance with principles41

Some of these are diffi cult to apply in the contemporary cyber-physical context. 
Setting aside the question of the extent to which these principles (and sets of 
similar principles) are adhered to in practice in various contexts, either by gov-
ernments or the private sector, the preliminary question relevant to this study is 
whether they are realistically applicable at all to cyber-physical systems. There 
are some underlying themes that, while possibly ideal for the IoT, are com-
pletely unrealistic. For example, human engagement is not always possible. It 
is not always feasible to notify the individuals who are directly affected by data 
collection, nor is there always a mechanism to gain consent or allow redress. 
Nevertheless, the basic principles have remained infl uential in policy discus-
sions and documents and are a good starting point for moving from principles 
to praxis.
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The question of what can and should be done faces inherent challenges. As is 
always the case in cyber-policy debates, values come into confl ict. In the realm 
of content control, one person’s privacy is another person’s censorship. In the 
realm of cyber-physical system control, privacy to some extent confl icts with 
performance and innovation. Innovation and performance of sensor and actua-
tor systems necessitate massive data analysis. Unlike content intermediaries, 
for which a primary impetus for data collection is the generation of advertising 
revenue (as well as customized services), the data collection in cyber-physical 
systems is fundamental to system performance, such as vehicle navigation. 
Law enforcement and intelligence-gathering goals also contradict with privacy 
protections, such as strong encryption.

Privacy frameworks for cyber-physical systems have to start from the as-
sumption that massive data collection is fundamental and endogenously neces-
sary for systems to operate. Solutions also have to be system centered rather 
than human centered because of the implausibility of relevant individual par-
ticipation and consent. These structural features escalate the importance of is-
sues such as data minimization across systems, radical transparency, ex post 
accountability, and moving to a conceptualization of privacy as a broad social 
and economic good rather than only an individual human right.

Innovation and Performance Depend on Mass Data Collection

One complication in addressing contemporary digital privacy issues is struc-
tural. Mass data collection in cyber-physical systems is endemic to the very op-
eration of the systems. The collection of data via a constant feedback loop of 
sensors and actuators is part of the service itself. In the information intermedi-
ary space, a structural part of massive data collection is for the monetization of 
free services via targeted online advertising. Data restrictions in the content in-
termediation space can erode business models. Data restrictions in the cyber-
physical intermediation space are restrictions on the operation of these systems.

Public policy has to realistically acknowledge that much social and eco-
nomic good emanates from this constant data collection. Embedded devices de-
signed to aid the disabled and elderly or care for the sick require continuous 
data collection. Cyber-physical systems in the agriculture sector can help to re-
duce pesticides, maximize food output, and reduce water consumption. Contin-
uous feedback sensors in oil pipelines can quickly fl ag a leak that would, if 
undetected, result in environmental damage. Intelligent traffi c systems can 
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minimize delays and associated pollution. License-plate readers help police 
identify stolen vehicles or people with warrants out for their arrest. All of these 
activities require continuous sensing, networking, processing, and feedback. 
These structural dependencies and the associated societal benefi ts have to be 
acknowledged and even facilitated in privacy approaches.

Consent Is Complicated

Cyber-physical systems disrupt privacy-protection ideologies in another fun-
damental way. So-called notice and choice principles no longer easily apply. A 
traditional privacy recommendation, especially espoused by those who call pri-
marily for voluntary industry self-regulation, is “notice and choice,” meaning 
that companies should transparently provide notice of privacy approaches, and 
consumers should then provide consent to these practices by agreeing to terms 
of service. The consumer agrees to the terms, called the “fi ne print” in an earlier 
age, and thereby agrees to the data-gathering practices of the device manufac-
turer. Notice and choice are already problematic concepts, even when it is fea-
sible to provide notice and gain consent, but they often do not apply at all to the 
Internet of things.

When individuals primarily accessed the Internet from personal computers 
and laptops, this provided a natural boundary demarcating when one was online 
or offl ine. It also provided a clear portal through which individuals could agree 
to the terms of online services and platforms. The advent of smartphones and 
other portable devices obviously changed the parameters of this boundary, pro-
viding 24/7 access that accompanied one’s every movement. But even this 
ubiquitous, continuous, and portable device access provided a clear gateway 
into the online realm and could therefore provide a screen boundary.

Screen-display technology allowed for various layers of choice: the device 
could be turned off or left home; applications could be selected or removed; and 
individuals could choose whether or not to agree to the terms of service. Apart 
from specifi c statutes around medical, fi nancial, and children’s data, this policy 
prescription of notice and choice dominated privacy approaches for decades.

The privacy scholar Helen Nissenbaum has coined the expression “post-
consent privacy” to challenge the notion of user choice and consent around pri-
vacy issues in the online public sphere.42 Consent-based approaches have not 
suffi ced even for content platforms like social media, with which consumers 
directly interact. Research indicates that privacy policies are rarely read, 
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insuffi ciently comprehensible, and completely disconnected from users’ pri-
vacy expectations.43 Notice and choice, including meaningful disclosures about 
privacy policies, have been necessary but not suffi cient to address privacy.

To a much greater extent, consent is complicated, and sometimes not even 
possible, in cyber-physical systems. Transparency, notice, and choice are not 
always possible. Nissenbaum’s concept of “post-consent privacy” is ideally 
suited for framing this fundamental condition of privacy in cyber-physical sys-
tems. Cyber-physical systems do not always have a one-to-one relationship to 
an affected person or a formal relationship to the person at all. Humans are no 
longer always end users; they might not even be aware of either the embedded 
device or the nature of data collection.

Even when one can explicitly agree to terms of service for privacy prac-
tices, consent becomes complicated. Embedded systems often change hands 
without the opportunity to secure consent from the new owner. A further prob-
lem is that an agreement to allow collection and sharing with third parties pro-
vides no consent or agreement for how the third party will then use or share 
information.

A more general problem is that the digital embeddedness of the material 
world is not visible to humans because of the relative concealment of sensors, 
networks, transponders, and back-end data-analysis systems. Miniaturized mi-
croprocessor transponders in everything from manufacturing supply chains to 
consumer retail products and home objects are often not obviously apparent to 
humans. The wireless networks and transponders that sense the tags are also not 
readily visible; neither are the back-end data-management systems.

The nature of privacy in the cyber-physical domain is most complicated be-
cause data collection occurs on systems that are in the control or ownership of 
other people and businesses. It is not always possible to opt out, to provide con-
sent, or even to be aware of the surveillance. This circumstance involves gov-
ernments and industry but also especially the constant information gathering 
practices of technology end users.

“Sousveillance” (from the French: “view from below”) as opposed to “sur-
veillance” (view from above) has already evolved into a term that captures the 
essence of this ubiquitous, distributed capture of images, video, sound, data 
movement, temperature, and facial expressions by everyday citizens rather than 
by centralized authorities or by private industry. Rather than organizations ob-
serving people, “sousveillance” usually refers to the inverse Panopticon, 
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whereby citizens observe authorities.44 A citizen recording police activity on a 
smartphone is an example of the disruption of the primarily one-way surveil-
lance fl ow of authorities enacting surveillance on customers, citizens, and eve-
ryday human activities into more symmetrical observational fl ows that can hold 
governments and large corporations (and other citizens) accountable.

Attributing empowerment to the ability to surveil the surveillers via weara-
ble technologies, as many people have, misses a key feature of technical archi-
tecture and governance. The observation possible via embedded systems does 
not just observe authorities but everyone. The concern is not as much being 
swept up in ambient surveillance as providing a fi re hose of data to the private 
intermediaries that collect, share, and monetize the data and, by extension, to 
the governments—authoritarian and democratic alike—that obtain this infor-
mation from private companies.

The central characteristic of augmented reality systems—the ongoing gaze 
and processing of the surrounding world—creates this privacy concern for 
those who are unknowingly caught up in this recording. Someone wearing an 
AR device could record conversations, capture images and video, and connect 
into voice or facial recognition systems, all without the knowledge or consent 
of the people in the vicinity of the device.

Consent becomes complicated endogenously, in objects in the most proximal 
and intimate spheres, and especially exogenously, in the pervasive context of 
measurement collection from devices and systems with which humans have no 
direct contractual arrangement or even awareness. Ambient, background data 
collection in all material terrains of life complicates consent, thereby making it 
diffi cult for any one person to have meaningful choice or to opt out.

Companies should absolutely disclose the data collected and seek consent 
when possible. But if individual notice and choice is infeasible for those who 
are swept up in digital physical systems, in one’s own home, another person’s 
home, in an industrial or retail setting, or in public, addressing privacy from a 
policy standpoint has to extend beyond traditional concepts of individual notice 
and choice.

Cyber-Physical Privacy as a Societal Good

Even while pervasive data collection is endemically necessary for real-world 
feedback systems involving digital sensors and actuators, and because of the in-
trinsic barriers to meaningful individual consent, privacy frameworks also have 
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to be an inherently structural element of these systems. The privacy challenges 
already explained make clear that the word “privacy” itself is complicated, 
multivariable, and still diffi cult to defi ne. It is culturally elastic, susceptible 
to co-option from forces with an interest in its defi nition, and highly context 
specifi c.45

The challenges in the cyber-physical domain connect variously to a patch-
work of concerns: discrimination, government surveillance, foreign intelli-
gence, boundary control, anonymity, confi dentiality, personal information 
dissemination, safety and health, harassment, identify formation, and the right 
to simply be left alone.

One historical feature, and now limitation, of privacy advocacy is that it ap-
proaches this area as an individual problem rather than a global economic and 
political problem. An inherent public policy asymmetry exists. Public policy 
views the advantages of massive data collection as a public good while viewing 
the harms in this same context as an individual problem.

Especially in the cyber-physical arena, privacy has broad public purposes, in 
the same way as freedom of expression is not only about individual rights 
but also about public power and democratic stability. Freedom of expression 
is an individual civil liberty but also more broadly facilitates democratic self-
government and fosters a marketplace of ideas.

The privacy law scholar Julie Cohen has explained why “privacy is an indis-
pensable structure of liberal democratic political systems,” with “freedom from 
surveillance . . . foundational to the capacity for innovation” as well as “foun-
dational to the practice of informed and refl ective citizenship.”46 Considering 
the stakes of cyber-physical privacy to national security, democracy, and the 
digital economy, as well as trust of citizens in these systems, the importance of 
viewing privacy as a public good with economic and political implications in-
creases considerably; privacy is a societal problem requiring structural solu-
tions that are not only legal but multistakeholder. No one solution alone will 
incentivize or require the privacy practices necessary for everything from na-
tional security to trust in the digital economy.

Cyber-physical system privacy structures will require principles of data 
minimization and radical transparency, as well as a multistakeholder approach 
of enforcement that includes legal constraints, voluntary industry measures, 
third-party certifi cation, citizen education and engagement, and technical 
solutions.
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Data Minimization

One argument that society should not be concerned about the privacy of con-
nected material devices is that each digitized device collects data used specifi -
cally in the service of expediency and convenience surrounding that particular 
device. Referring back to the refrigerator example, the appliance collects data 
used to aid a household in determining what food to buy at the grocery store or 
to be delivered via a grocery delivery service.

Historically, data has extended far and wide beyond that needed to operate a 
device or create convenience and expediency around the device and has ex-
tended far beyond the company from which the device was purchased. The data 
fuels the business decisions of industries even at the furthest perimeters of the 
consumer interaction. In other cases, data is combined because of control mo-
nocultures that tie together devices made by the same manufacturer.

The automobile is a prime example of the exogenous creep of data beyond 
the point of accumulation and beyond the company with which the consumer 
has a direct relationship. Most modern automobiles embed built-in data-
collection mechanisms. Data includes information that one might expect, such as 
speed, brake pressure, seat-belt usage, and acceleration. This information con-
tributes to safety and performance improvements in future vehicle designs, 
generally, or makes calculations about maintenance needs of the data-generating 
car, specifi cally. But cars are capable of gathering even more personal infor-
mation, such as entertainment predilections, body weight, and location. The 
location-gathering data in itself creates privacy concerns because it captures 
some of the most private actions of individuals, such as where one shops, eats, 
lives, and works and whom one visits. The tracking mechanism in a car can 
gather highly personal data that precludes privacy of movement, association, 
labor, and consumption. Cars also have built-in cameras (e.g., backup cameras) 
and so are capable of collecting images as well as other data.

What is automobile data gathered for, in addition to its contributions to vehi-
cle safety and maintenance and possibly even future reduction in environmental 
emissions? Answering this question only requires an examination of the busi-
ness models and product descriptions of the third-party companies involved in 
back-end data-integration markets for connected cars. Data-integration compa-
nies seek to provide value by combining data from car manufacturers, vehicle 
data from individual cars, and data from mobility-service providers.47
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In the same way that online communication data is monetized and drives the 
business models of information intermediaries, car and other device data is 
monetized and used for targeted delivery of ads in cars, “smart city” traffi c 
management or toll planning, insurance rating/scoring for drivers, or data sug-
gesting where gas stations, convenience stores, and other retail sites should be 
optimally located.

The larger concern comes with the combining of data sets. As the U.S. Na-
tional Science and Technology Council’s “National Privacy Research Strategy” 
suggested, “The availability of disparate data sets is setting the stage for a ‘mo-
saic effect,’ where analysis across data sets can reveal private information or 
generate inaccurate inferences, even though in isolation the data sets may not 
raise privacy issues.”48

The principle of data minimization, although it sounds like an oxymoron, has 
historically been associated with digital privacy in all contexts. The underlying 
idea is that the gathering, holding, use, and sharing of data should be relegated 
to the immediate purpose and context in which a specifi c task is occurring and 
only shared beyond this purpose with clear and explicit consent.

Data-minimization approaches are critically essential for cyber-embedded 
physical systems and serve multiple purposes. Given that information-intensive 
sensors and actuators and back-end or edge data-analysis systems are intrinsi-
cally necessary for a system to operate, this operational data, explicitly stated in 
advance, forms a natural boundary around the scope of data collection that ac-
cords with the reasonable expectations of those who are affected by this collec-
tion. Data minimization, as a principle, can serve both the intrinsic requirement 
for data feedback loops within cyber-physical systems and the societal advan-
tages of providing a reasonable expectation for data not to be shared beyond the 
innovation and technical effi ciency goals of the system. Industry-specifi c con-
siderations (e.g., embedded medical devices versus industrial control systems) 
will affect the balance between operational effi ciency and privacy. However, 
bounding data on the basis of operational performance (rather than aggregation 
and monetization of data for direct marketing) not only minimizes harm to 
those who are potentially affected but also limits the lure and impact of cyber-
security data breaches.

Moving from the content intermediary norm of collecting as much data as 
possible to store, aggregate, combine, and sell to third parties for monetization 
to a cyber-physical system norm of collecting the data necessary for innovation 
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and operational effi ciency would be a radical change, but it is one that is indis-
pensable for privacy, innovation, trust, and critical infrastructure protection. 
Privacy advocacy often pursues a one-trick pony of national law applied to par-
ticular technologies. Considering the rapid pace of technological change in this 
area and considering that technological systems cross borders in ways that 
complicate jurisdiction, this approach alone is problematic. Data minimization 
and transparency, security, accountability, and other relevant principles require 
a multipronged approach involving technical design and standards, regional 
policies (e.g., the European Union’s General Data Protection Regulation, or 
GDPR, adapts data minimization as a core tenet), court rulings and precedents, 
industry self-regulation, consumer education, and third-party certifi cation.

Shifting to Multistakeholder Privacy

Cyber-physical systems present the greatest privacy complications ever to 
confront humanity. The success or failure to address privacy will have implica-
tions for trust in the digital economy, human rights, and innovation. Proposed 
solutions are too often relegated to institutional mechanisms that are readily un-
derstood or visible to policymakers and scholars, such as corporate terms of 
service or laws. Privacy is shaped multivariably by technical design, institu-
tional policies, market demand, and legal constraints. Like most areas of Inter-
net governance, it is a multistakeholder problem requiring multistakeholder 
solutions.

Technical solutions have to be part of a broader framework of privacy for the 
Internet of things. Meaningfully addressing privacy has to commence in the de-
sign stage of products and services and even prior to design, in the development 
of common technical specifi cations that can be used to address privacy. The In-
ternet engineering community has emphasized that “IoT devices often have 
even greater privacy concerns due to access to the user’s physical environment 
and personal data.”49

Voluntary industry privacy measures and third-party rankings and certifi ca-
tions of these measures are also components of advancing IoT privacy. Industry 
transparency is critical. Even though notice and consent are complicated, trans-
parency is not. An important part of accountability is corporate openness, from 
system design and implementation to usage and management. Some areas re-
quiring open disclosure of privacy practices include: privacy design, transpar-
ency about privacy considerations designed into technical architecture; privacy 
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operation, disclosure of company policies on the collection, use, sharing, re-
purposing, and retention of data, including public-private data sharing; and pri-
vacy crisis management, disclosure of data breaches and security vulnerabilities. 
Security practices are closely tied to privacy, especially cryptographic ap-
proaches that prevent the unauthorized access of highly intimate stored or trans-
mitted data and authentication methods that regulate access to devices and data. 
Because of the heterogeneity of cyber-physical systems, industry privacy prin-
ciples and approaches will vary by sector. Automobile manufacturers’ privacy 
norms will be different from medical-device manufacturers’ privacy practices.

Many chapters of Internet innovation have proceeded well without heavy 
regulatory constraints. IoT privacy, commensurate with IoT security, does not 
necessarily have an inherent market incentive for privacy practices. In many 
ways, market incentives discourage privacy practices. Companies have an eco-
nomic incentive to monetize data by third-party sharing or retaining data for 
unforeseen future repurposing. Companies have a disincentive to disclose when 
data breaches have occurred. Furthermore, as described earlier, the very opera-
tional success of data-science-driven systems requires enormous data inputs.

Because the technologies and consumer bases of transnational companies 
cross borders, constraints in one region have sweeping effects on constraints in 
others. The European Union’s GDPR is probably the most comprehensive ex-
ample of governmental constraint on data-collection practices and also of the 
way local or regional policies reverberate globally. The European Union ap-
proaches privacy of personal information as a fundamental right, even while 
acknowledging that it must be balanced against other fundamental rights. The 
regulation has strong provisions for requiring maximal transparency, the right 
of citizens to access data that has been collected, the right of erasure (the right 
to be forgotten), and strong data-minimization requirements, such as the fol-
lowing: “The processing of personal data for purposes other than those for 
which the personal data were initially collected should be allowed only where 
the processing is compatible with the purposes for which the personal data were 
initially collected.”50 The GDPR has had some harmonization effect globally 
because large companies have adapted privacy policies to comply with these 
requirements, at least to a certain extent. Law alone is insuffi cient, but neces-
sary, to fulfi ll the Warren and Brandeis 1890 charge to meet the new demands 
of society.
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IN THE MIDST OF POLITICAL ACRIMONY OVER ongoing investigations into 
Russian interference in the 2016 U.S. presidential election, DHS and the 
FBI issued a technical alert warning about the Russian government cyber-
targeting critical Western infrastructure sectors including “energy, nuclear, 
commercial facilities, water, aviation, and critical manufacturing sectors.”1 The 
report explained how Russian government actors had infi ltrated, among other 
things, energy-sector networks. These Russian actors, rather than attacking 
the intended sites directly, began by infi ltrating less secure organizations 
that already had a trusted relationship with the target organizations and used 
these trusted parties as periphery levers from which to direct malware, spear-
phishing, and other techniques toward the intended targets. According to the in-
telligence assessment, “In multiple instances, the threat actors accessed 
workstations and servers on a corporate network that contained data output 
from control systems within energy generation facilities. The threat actors 
accessed fi les pertaining to ICS or supervisory control and data acquisition 
(SCADA) systems.”2

The potential of cyberattacks to also be physical-world attacks crystallized in 
December 2015, when hackers disrupted Ukrainian electric-power companies, 
causing power outages for approximately 225,000 customers.3 A DHS investiga-
tion described the incident, which targeted three Ukrainian power-distribution 
companies, as “synchronized and coordinated” and executed using “either 
existing remote administration tools at the operating system level or remote in-
dustrial control system client software via virtual private network connections.”4 

 4

Cyber-Physical Security
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The Ukrainian president, a year later, acknowledged a concentrated series of 
thousands of cyberattacks targeting state institutions including the treasury, as 
well as part of the Kiev power grid, and attributed these attacks to Russian secu-
rity services.5

It is diffi cult to call such activities anything short of cyber war or certainly at 
least cyber confl ict. The technological acceleration of the cyber-physical world 
is matched by the acceleration and sophistication of attacks. As Gordon M. 
Goldstein of the Council on Foreign Relations summarized, “While some bu-
reaucratic actors within its government are not capable of operating at Internet 
speed, America’s adversaries—hostile sovereign powers, transnational crimi-
nal enterprises, hacker and terrorist collectives—continue to attack with all the 
relentless intensity and innovation afforded by a constantly evolving arsenal of 
modern cyberweapons, penetration technologies and tactics.”6

“Welcome to the world of high-risk technologies,” wrote the sociologist 
Charles Perrow about the inevitable risk of large-scale systems in his classic 
1984 book Normal Accidents: Living with High-Risk Technologies.7 Primarily 
writing in the context of nuclear-energy systems and in the aftermath of the 
Three-Mile Island nuclear accident, Perrow argued that, regardless of safety 
measures put into place, accidents are inevitable. Features such as system inter-
dependencies and interactive complexity exacerbate this risk. The commercial-
ization and globalization of the Internet would surely be part of Perrow’s 
narrative if written today.

Cyber dependencies in all of society’s critical systems elevate the Internet to 
the ranks of high-risk systems, like nuclear energy, in which the consequence of 
failures and outages have potentially catastrophic effects. Cybersecurity policy 
decisions should begin with the recognition that digital technologies will never 
be 100 percent secure, even while the term “secure” itself is culturally and po-
litically malleable. History suggests caution about claims, usually from nontech 
communities, that, for example, “blockchain technology provides unbreakable 
security.”

Cyber risk is inevitable, in the same way that there is always engineering risk 
in other complex arenas, from nuclear-energy systems to space programs. From 
the Challenger space shuttle explosion to the Fukushima Daiichi nuclear disas-
ter, the history of technological success is the history of technological failure.

Internet history is replete with discoveries or exploitations of vulnerabilities 
and security holes. Beginning with the Morris worm of 1988, attacks on the In-



C Y B E R - P H Y S I C A L  S E C U R I T Y 95

ternet have exploited design or implementation weaknesses. A federal court 
convicted the Cornell University graduate student Robert Morris of violating 
the United States Computer Fraud and Abuse Act (CFAA) by releasing a self-
propagating worm that exploited a known security vulnerability in the Internet.8 
Of the fewer than one hundred thousand people using the Internet at the time, 
primarily in universities, research institutions, and military installations, ap-
proximately 10 percent were affected by this multiday outage.9 What has 
changed is that the consequences of outages have dramatically risen with 
growth and with socioeconomic dependency on digital systems.

The state of cybersecurity, generally, is alarming. Critical problems exist 
deep within infrastructure and seep into components that enter many industries. 
Some are product specifi c. Some are politically motivated attacks. Some sub-
vert cybersecurity innovations into modes of attack, such as using cryptography 
for ransomware assaults that cryptographically lock systems until a ransom is 
paid, often in Bitcoin. Ransomware enters systems through either an unpatched 
(or previously unknown) software vulnerability or a phishing prompt in which 
a system user clicks on a link or opens an attachment through which malicious 
code downloads onto a device. Already, hospitals and health-care systems are 
targets for ransomware attacks in which patients’ records and medical informa-
tion systems are locked up until the health-care provider agrees to pay a ran-
som. Symantec’s 2017 Internet Security Threat Report estimated that the 
average ransom payment demanded in such attacks rose from $294 in 2015 to 
$1,077 in 2016 and that the number of ransomware infections increased by 
36 percent.

The infamous NotPetya ransomware was a malware exploit of Windows vul-
nerabilities that locked fi les until the victim (hospitals, individuals, fi nancial in-
stitutions, etc.) paid a Bitcoin ransom. Even with a payment, there was no 
guarantee that perpetrators would unlock systems. The attack spread across 
North and South America, Europe, and Asia and caused billions of dollars in 
damage. The U.S. government has publicly attributed the ransomware attack to 
the Russian military. The Trump White House, in 2018 attributed the NotPetya 
attack to Russia. According to the White House press release, NotPetya “was 
part of the Kremlin’s ongoing effort to destabilize Ukraine and demonstrates 
ever more clearly Russia’s involvement in the ongoing confl ict. This was also 
a reckless and indiscriminate cyber-attack that will be met with international 
consequences.”10
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Ransomware approaches are likely to target cyber-physical objects, not only 
online systems. Attacks that exploit vulnerabilities to shut down a transporta-
tion system or energy-delivery system or medical device not only will be dan-
gerous but will also have chilling effects on trust in technology.

The Heartbleed bug was one of the most notorious infrastructure vulnerabil-
ities, involving an exposure in OpenSSL (a widespread software implementa-
tion of core Internet infrastructure security protocols) allowing remote attackers 
to view critical data, “possibly including user authentication credentials and se-
cret keys, through incorrect memory handling in the TLS [Transport Layer 
Security] heartbeat extension.”11 Vulnerabilities in software and hardware, gen-
erally, can infi ltrate cyber-physical products. Vulnerability discoveries and at-
tacks are incessant, with some of the most critical breaches scarcely entering 
the popular press, such as the Meltdown and Spectre attacks that can disclose 
sensitive information by taking advantage of “CPU [computer processing unit] 
hardware implementations . . . vulnerable to side-channel attacks.”12

Many of the most high-profi le security incidents are naturally massive data 
breaches. The 2013 Target data breach affected the credit card information of 
forty million customers and personal information (including home addresses) 
of seventy million customers.13 Yahoo! disclosed, in 2016, that hackers had sto-
len the account information of more than fi ve hundred million users in 2014. 
The company attributed the theft of information to a state-sponsored actor and 
admitted that the personally identifi able data stolen included names, email ad-
dresses, phone numbers, birth dates, passwords, and in certain cases security 
questions.14 Three months after the disclosure of this theft of personal data of 
more than fi ve hundred million user accounts, Yahoo! then announced that a 
third party informed the company of a separate previous incident involving 
theft of personal information from more than one billion user accounts, it be-
lieved, by the same state-sponsored actor.15

As a clear indicator that one does not need to be an “Internet user” to be af-
fected by a data breach, the consumer-credit-reporting giant Equifax disclosed 
a data breach affecting 145 million people.16 According to the company’s ac-
count of the incident, the personal information exposed in the data breach was 
highly sensitive—names, Social Security numbers, birth dates, home addresses, 
and in some cases credit card numbers and driver’s license numbers.17

Security is never only about technology. It is political. Infrastructure security 
is intertwined with political power. The cybersecurity arena has become the 
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primary locus for global power struggles over Internet governance. More than 
any other area, the design and implementation of cybersecurity mediates com-
peting societal values. Strong security protects economic activity such as online 
banking and commerce and also facilitates privacy and data protection. Con-
versely, weaker security is sometimes required to serve intelligence gathering, 
law enforcement, and national security. High-profi le debates over cybersecurity 
make these tensions visible. One prime example was the Apple encryption con-
troversy about whether law enforcement should or could force Apple to develop 
a mechanism to access an encrypted phone in the wake of the San Bernardino 
terrorist attacks. There is rising public attention to cybersecurity because of the 
stakes of these controversies and especially questions around election hacking.

The global digital economy, democracy, and the public sphere depend on the 
stability and security of cyberspace. An outage in infrastructure is not just a 
technical outage but a disruption to fi nancial fl ows and to basic social and eco-
nomic functioning in the modern era. Trust in online banking systems, digital 
commerce, digital health-care systems, and transportation-management sys-
tems depends on strong security, whether through end-to-end encryption, error 
detection and correction, access control via virtual private networks and fi re-
walls, or authentication via public-key cryptography or certifi cate authorities. 
Cybersecurity is also a precursor for civil liberties. Privacy requires encryption 
and access control. Speech requires reliable infrastructure because a technical 
outage blocks communication fl ows.

Increasingly, democracy itself depends on cybersecurity. Data breaches, in-
fi ltration of networks, and hacking erode the stability of democratic systems, 
individual civil liberties, and trust in the economy. Trust in digital systems is a 
precursor for basic functioning in the world. These points of security and trust 
are points of control over commerce, the public sphere, and individual privacy.

Part of infrastructure-embedded control also lies in the cumulative potential 
energy of state cyber-offense capability, both politically engineered code and 
also knowledge of vulnerabilities and code that exploit these vulnerabilities, 
usually called zero-day vulnerability and exploit stockpiling. It used to be that 
the discovery of protocol or software vulnerabilities would be shared with the 
software or hardware manufacturer for correction. Now the hoarding and stock-
piling of digital vulnerabilities is both a market phenomenon and a source of 
state cyber power. One clear control arena around cybersecurity pertains to vul-
nerability disclosure.
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The political force with the greatest cybersecurity profi ciency—both offen-
sive and defensive—increasingly controls the economy, the political sphere, 
and the international security arena. As such, cybersecurity is the most pressing 
problem of the modern era. A joint U.S.-UK technical alert issued by DHS, the 
FBI, and the United Kingdom’s National Cyber Security Centre (NCSC) in 
2018 claimed “high confi dence that Russian state-sponsored cyber actors are 
using compromised routers to conduct man-in-the-middle attacks to support es-
pionage, extract intellectual property, maintain persistent access to victim net-
works, and potentially lay a foundation for future offensive operations.”18 
National security now depends on routing and protocol security, as much as on 
the protection of data stores and the securing of end devices.

The work of Ron Deibert and his Citizen Lab at the University of Toronto has 
theorized and explained connections between cybersecurity and control strug-
gles. In Black Code: Inside the Battle for Cyberspace (2013), Deibert explains 
the subterranean battles over cybersecurity at the nexus of rising state power, 
cyber espionage, and the central role of private intermediary power underneath 
it all.19

Many cybersecurity attacks are indeed politically motivated. In 2014, Sony 
Pictures experienced an incursion in which hackers obtained and publicized 
sensitive internal corporate data including email records and employee salaries 
and also prematurely released upcoming Sony fi lms. The “Guardians of Peace” 
group claiming responsibility was seeking the cancellation of an upcoming 
Sony movie, The Interview, because its members objected to the story line’s in-
clusion of a plot to assassinate North Korean leader Kim Jong-Un. Some U.S. 
sources, including the FBI and the Obama administration, attributed the attack 
to North Korean sources, although technically, the attack could have been car-
ried out by a disgruntled employee or political operative inside Sony. In the at-
tack’s aftermath, North Korea’s Internet connection to the rest of the world 
went down, with some North Korean sources reportedly blaming the U.S. gov-
ernment. Whether or not the technical particulars of this cybersecurity attack 
and counterattack are ever publicly released, it serves as an exemplar of the in-
creasing politicization of the Internet.

The future of the subterranean Internet—the Dark Web—raises even greater 
concerns for human security and Internet stability. Many cybersecurity breaches 
are visible and public examples of both the network’s vulnerability and the 
increasing economic and political stakes of hacking. Much political and 



C Y B E R - P H Y S I C A L  S E C U R I T Y 99

economic confl ict, however, is occurring in less visible clandestine areas of 
cyberspace. The term “Dark Web” refers to the part of cyberspace used for 
activities shielded from search engines and typically reliant on sophisticated 
anonymizing technologies. It is often used for unlawful activities such as 
markets for identity theft, zero-day exploits, assassins, weapons, human traf-
fi cking, and the illegal drug trade, but it is used for lawful communication 
as well.

How do public-interest debates around digital security transform in the realm 
of cyber-physical systems? The embedding of digital technologies in the mate-
rial world, and the ensuing control struggles therein, transforms cybersecurity 
and digital-control debates into a monumental concern. Cybersecurity risks that 
once primarily involved compromising personal privacy or disrupting interper-
sonal communications and information access now include the prospects of 
harming human life, disrupting critical industrial sectors, serving as a more po-
tent arena for global confl ict, and potentially infl uencing the outcome of demo-
cratic elections.

To what extent can cyber objects be susceptible to ransomware? What is the 
appropriate balance between law enforcement access to data and privacy when 
the data in question is in the most intimate physical objects surrounding human 
social and economic life? Who is responsible for securing cyber-physical sys-
tems that often change ownership or reach end-of-life and are no longer up-
gradeable or never were upgradeable in the fi rst instance? What cybersecurity 
requirement mandates should be designed into cyber objects? The political and 
economic dependency on cybersecurity accords with society’s rising depend-
ency on digital physical infrastructure. The security of this infrastructure is now 
a precursor for human security and safety, as well as the stability of the digital 
economy and systems of democracy.

Cyber-physical systems complicate already-controversial cybersecurity gov-
ernance debates. One of these debates involves the question of when govern-
ments should notify manufacturers and the public of vulnerabilities they detect, 
versus stockpiling knowledge of these vulnerabilities and exploits based on 
these bugs for cyber offense. The signifi cant, sometimes life-and-death, impli-
cations of cyber-physical systems complicate the public-interest calculation 
about whether to hoard or disclose vulnerabilities, as well as other contentious 
cybersecurity governance issues such as the legality of security research and 
the debate about government access to encryption back doors.
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Material Terrains of Cybersecurity Confl ict

It can no longer be argued that bullets will never be fi red online. This argu-
ment had a rational basis when one viewed Internet policy only through the lens 
of information content. Content-centric policy issues such as free speech, moral-
ity, defamation, and intellectual property rights seldom raise issues of immediate 
human security. The blending of offl ine and online components upends this ar-
gument. Sabotaging the brakes on a car, incapacitating a medical device, and dis-
rupting power-distribution systems can have the same dangerous effects as 
conventional weapons. Cybersecurity once only pertained to what happened 
“online.” Now it pertains as much to the physical world as the virtual. The con-
sequences of all cybersecurity problems and solutions—encryption, authentica-
tion, access, identity management, public-key cryptography—escalate. Without 
strong security, unauthorized interests, from criminal hackers to foreign adver-
saries, can gain access to the most intimate details of one’s day-to-day life. Cy-
bersecurity now has graver implications for consumer safety, the digital economy, 
critical industrial infrastructure, cyber confl ict, and systems of democracy. All of 
these concerns amplify the economic consequences of cybersecurity breaches, 
such as loss of business functionality, reputational damage to the affected manu-
facturer, or theft of intellectual property such as the algorithms and other trade-
secrecy-protected information that can be leaked during a security breach.

Cyber-Physical Security and International Confl ict

Cyberspace is already the fi fth domain of warfare, along with land, sea, air, 
and space. It is both a defensive sphere and a vector for offensive attacks. 
Cyber-physical systems raise the stakes for defensive cyber strategy against 
foreign adversaries and nonstate actors and are a clear terrain of cyber offense. 
The Stuxnet code targeting Iranian nuclear reactors is an example, as are the 
Russian attacks on the Ukrainian power systems. The future of espionage will 
target cyber-physical systems as much as communication systems. The ability 
to gather data about traffi c patterns and energy consumption may have more 
utility in information warfare and espionage than audio or text-based transmis-
sions among military personnel or political leaders do. Militaries also use IoT 
devices as part of operations.

Concern about critical infrastructure security has a long history, especially in 
the United States. In 1996, prior to the global spread of the Internet and preceding 
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the September 11, 2001, terrorist attack on the United States, President Bill Clin-
ton issued an executive order establishing a President’s Commission on Critical 
Infrastructure Protection that identifi ed cyberterrorism as a threat to physical 
systems: “Today, the right command set over a network to a power generating sta-
tion’s control computer could be just as effective as a backpack full of explosives, 
and the perpetrator would be harder to identify and apprehend.”20

After September 11, 2001, concern about the cyberterrorism threat to critical 
infrastructure escalated. The U.S. “National Strategy to Secure Cyberspace” ac-
knowledged the importance of cybersecurity to address the context of computer 
networks controlling real-world utility systems including water distribution, the 
electrical grid, and transportation systems, as well as fi nancial markets and other 
information-dependent industries.21 This concern primarily addressed the role 
of information-control systems in keeping physical systems operational.

The embedding of digital sensors and actuators into these material systems 
complicates security risks. Twenty years after the 1996 President’s Commis-
sion on Critical Infrastructure, a new Commission on Enhancing National Cy-
bersecurity sounded an alarm about the risks associated with digitally embedded 
material systems. “Although this connectivity has the potential to revolutionize 
most industries and many facets of life, the possible harm that malicious actors 
could cause by exploiting these technologies to gain access to parts of our crit-
ical infrastructure, given the current state of cybersecurity, is immense.”22

Even while national security depends on cybersecurity, the two forces of cy-
ber offense and defense are often in opposition. Balancing countervailing ob-
jectives of offense and defense shapes many policy debates, from export 
controls to encryption-strength restrictions to decisions about when to disclose 
known vulnerabilities in software. Weak security is sometimes in the interest of 
intelligence gathering and counterterrorism. Strong end-to-end encryption, for 
example, restricts law enforcement’s access to digital information, even while 
that access is necessary to protect national critical infrastructure from costly 
and damaging attacks.

Politically motivated cyber confl ict is very real. North Korean malicious cy-
ber activity is referred to by U.S. authorities as “HIDDEN COBRA.”23 The vir-
ulent “WannaCry” ransomware locked up hundreds of thousands of computers 
worldwide by exploiting a critical vulnerability in Windows systems. The mal-
ware was technically a worm in that it spread quickly and autonomously by 
scanning for and exploiting vulnerable systems. Microsoft had issued a bulletin 
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notifying customers about the vulnerability and issuing patches to mitigate the 
problem, but systems that were not yet upgraded or using older, unsupported 
versions of the operating system remained vulnerable.24 Victims of the attack 
spanned more than one hundred countries, with Asia and the European Union 
hit particularly hard. The attack infi ltrated numerous industry sectors including 
fi nancial services, manufacturing, and telecommunications. Hospitals were af-
fected, disrupting the ability of medical professionals to access patient records, 
appointment schedules, and essentially deliver health care.25 The WannaCry 
perpetrators demanded payment in Bitcoin in exchange for a promised decryp-
tion key that would allegedly unlock the disabled systems.

The consensus assessment of governments in Australia, Canada, Japan, New 
Zealand, the United Kingdom, and the United States, as well as Microsoft Cor-
poration, attributed the destructive attack to North Korea.26

The North Korea–originating attack had an even more politically charged 
component that speaks to the politicization of cybersecurity. The software vul-
nerability at the heart of the attack had been detected initially by the U.S. Na-
tional Security Agency, which originally withheld rather than disclosed the 
vulnerability and which developed cyber-offensive code to potentially use for 
national security reasons. The malicious code used in the WannaCry attack was 
allegedly developed by the NSA and appropriated by North Korea in a cyber 
incursion into NSA systems.27 Because the malicious code exploited a vulner-
ability in Microsoft Windows, this is an example of how governments some-
times withhold knowledge of software vulnerabilities and developing cyber 
weapons that exploit these vulnerabilities, rather than immediately reporting 
them to the product developer. The rising stakes of cyber-physical systems 
should factor into the balance between strong cybersecurity and approaches 
that leave vulnerabilities unpatched, a policy debate addressed later in this 
chapter.

Cyberattacks frequently target the energy sector and other physical infra-
structure systems, especially in Europe and North America.28 Intelligence 
sources have attributed numerous energy-sector attacks to Russian actors. To 
understand the vulnerability and solutions, it is helpful to understand how these 
attacks take place. Technical explanations from the United States Computer 
Emergency Readiness Team (US-CERT) provide intricate details.29 In short, at-
tackers often initially focus on organizations on the periphery of the intended 
target but with a trusted relationship with the targeted organization. The initial 
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attack begins with well-established and easy-to-carry-out techniques such as 
spear-phishing attempts that ultimately gain access to a site’s source code, 
email credentials, and virtual private network (VPN) connections. The attacker 
then weaponizes these compromised assets, such as implanting malicious code 
on a website that is trusted by individuals in the targeted organization. The at-
tacker can then collect users’ credentials, access the organization’s network, 
download tools from a remote server, conduct reconnaissance on the internal 
network, and ultimately access fi les related to ICS or SCADA systems. These 
systems monitor and control many physical processes.

Considering the cyber embeddedness of these physical processes, it is self-
evident how national security depends on cybersecurity of these systems. The 
private sector operates and therefore secures these systems, further demonstrat-
ing the privatization of essential governance functions. National security de-
pends on cybersecurity, which depends on both public and private actors.

Consumer Safety Depends on Cyber-Physical Security

Security researchers funded by the Defense Advanced Research Projects 
Agency (DARPA) demonstrated (including live on 60 Minutes) the ability to 
wirelessly connect to a car and disrupt braking and acceleration by remotely 
hacking into the car’s emergency communication systems.30 Autonomous vehi-
cles are likely to save lives by eliminating human error, but they create a new 
set of risks, due to design error or vulnerability to hacking or both. Consumer 
safety and the protection of property now depend on cybersecurity.

Critical breaches sometimes masquerade as whimsical news items, such as 
the hack of a casino’s fi sh tank. Attackers traced to Finland infi ltrated a Wi-Fi-
connected fi sh tank and, by extension, the casino’s network.31 By accessing the 
tank, the hackers circumvented the casino’s network security measures in order 
to access and exfi ltrate sensitive data from the casino’s servers. Fish tanks, or at 
least their constitutive parts, are now connected to the same global network ec-
osystem that connects people online to their bank accounts. Inexpensive, con-
nected fi sh-tank products on the market include tank power-management 
systems, underwater cameras, salinity-management devices, and aquarium 
thermometers. The purpose of these devices is primarily monitoring to ensure 
that the environmental conditions—temperature, water level, salinity, food 
delivery—are optimal for fi sh and to enable the owner to monitor and adminis-
ter systems remotely.
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Everyday cyber-embedded objects enhance human life (and, apparently, fi sh 
life). Like other technological shifts, new innovations create new risk sets. A 
network is only as secure as its least secure component. One insecure device, 
such as a connected lightbulb, can expose Wi-Fi or other network credentials to 
hackers or other malign actors, who can gain access to other resources on the 
network or implant malicious code for launching a DDoS or other attack.

Smart door locks exemplify this combination of human convenience and po-
tential security risk. These are keyless entry systems connected with Bluetooth 
or Wi-Fi, or Z-Wave or another low-energy mesh-wireless approach designed 
specifi cally for smart-home automation. Network-connected locks provide 
home owners with great conveniences and control capabilities. Owners use 
voice commands or smartphone-app commands to activate the lock and re-
motely set access controls and schedules. Some provide geofencing features 
that automatically lock the door if the owner’s mobile phone position moves 
outside a designated perimeter. Similar to home alarm systems, the devices 
send alerts to a home owner in the event of a forced entry or system tamper. 
These locks are especially convenient for vacation-rental owners who use the 
system to remotely manage access for customers.

The convenience of network-connected smart door locks is offset by the no-
torious cybersecurity risks of these devices. Policy conferences on the IoT (and 
security conferences like DEF CON in Las Vegas) have sometimes included a 
demonstration in which a presenter hacks into a smart door lock. A team of UC 
Berkeley engineers examining smart-lock security found that “fl aws in the de-
sign, implementation, and interaction models of existing locks can be exploited 
by several classes of adversaries granting them capabilities that range from un-
authorized home access to irrevocable control of the lock.”32

Connected medical devices further raise the stakes of security. A DHS bulle-
tin warning about security vulnerabilities in a brand of pacemaker described the 
potential impact as follows: “Successful exploitation of these vulnerabilities 
may allow a nearby attacker to gain unauthorized access to a pacemaker and is-
sue commands, change settings, or otherwise interfere with the intended func-
tion of the pacemaker.”33

Implantable networked medical devices sometimes have minimal security by 
design because these controls impede doctors from accessing devices in critical 
moments.34 While there have not been any known cases of hackers killing or 
harming someone by infi ltrating a medical system, many vulnerabilities have 
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come to light in which someone could potentially do just that. The Johnson & 
Johnson unit Animas issued a letter to insulin-pump customers notifying them 
of a security vulnerability in wireless pumps and, in particular, that “a person 
could potentially gain unauthorized access to the pump through its unencrypted 
radio frequency communication system.”35 In this case, the probability of infi l-
tration of the unencrypted connection between insulin pump and control unit is 
low. This is in part because the wireless connection between the two devices is 
local (not connected to the public Internet) and would require a hacker to be in 
physical proximity to the wireless connection. Nevertheless, the broader threat 
posed by networked access to medical devices means that there is the possibil-
ity of administering a lethal dose of insulin by hacking into the connection.

The Weaponization of Embedded Objects

The same devices that require greater protection are also themselves threats, 
as the Mirai botnet attack so vividly demonstrated. The security of connected 
objects is not only about the security of these connected objects. It is about the 
security of every device, service, platform, and information resource online, 
whether virtual or physical. Local objects, when connected, become global ter-
rains both for launching attacks and to direct attacks.

Connected devices in homes and in the most personal of spheres appear com-
pletely localized. Phenomenologically, the device seems hyperproximate in 
that it has a local material presence and its usage context is usually highly cir-
cumscribed. But the very instant these objects connect to a digital network, they 
are opened up virtually to infi ltration from actors located anywhere in the 
world. They are physically local but logically global. These potential actors in-
clude foreign governments (as well as local and national governments) as well 
as criminal hackers. These same actors can exploit these devices as an attack 
vector from which to disrupt anything online or offl ine. In the same way that 
other infrastructure domains have become a proxy for political and economic 
power, so too has IoT infrastructure.

Cyberattacks launched from seemingly anodyne connected objects are a new 
threat plane and concern for entities tasked with protecting networks, whether 
public or private. The owners of the devices may have even less incentive to 
address security than do manufacturers that are concerned with bringing prod-
ucts to market quickly. Device owners are usually not aware of DDoS 
attacks carried out by their IoT devices, and even if they were aware, the device 
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exploitation might not directly affect them. As the security expert Bruce 
Schneier summarized in congressional testimony in the wake of a 2016 Internet 
outage caused by infi ltrated IoT devices, “your security on the Internet depends 
on the security of millions of Internet-enabled devices, designed and sold 
by companies you’ve never heard of to consumers who don’t care about your 
security.”36

Hacking Infrastructures of Democracy

Democracy now also depends on cybersecurity. Less than a month before the 
election of U.S. President Donald Trump, in an announcement without U.S. 
historical precedent, the intelligence community issued a joint statement indi-
cating that the Russian government directed efforts to hack into email accounts 
belonging to U.S. political institutions and individuals. The intelligence com-
munity claimed that “these thefts and disclosures are intended to interfere with 
the U.S. election process.”37 The announcement followed the release on Wiki
Leaks of thousands of Democratic National Committee (DNC) emails that 
were potentially damaging to the presidential campaign of Hillary Clinton.

After the election, DHS and the FBI released a joint analysis report provid-
ing technical details about malicious cyberattacks by Russian sources targeting 
sites and networks associated with the U.S. election. The U.S. government then 
dubbed these election-related cyberattacks “GRIZZLY STEPPE.”38 Russian 
civilian and military cyber operations used, among other techniques, spear-
phishing approaches in which an email falsely appeared to be from a trusted 
source but contained a link to a fake website intended to capture personal infor-
mation such as a password or a link that installs malicious code that can infi l-
trate and monitor systems.

Foreign election meddling has not only been directed at the United States. 
European elections, including the French presidential election and the Brexit 
vote, were similarly targeted. Whether Russian cyber operations infl uenced the 
outcome of these elections will never be decisively known, but the develop-
ment is indicative of the turn to Internet infrastructure for political infl uence as 
well as the direct connection between cybersecurity and democracy.

The security of material cyber-physical systems has direct implications for 
speech contexts, media systems, and democracy. Information subversion ef-
forts exploit human knowledge about news accounts or events in the political 
sphere. Fake news is most effective when the deception has a whiff of truth, as 
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the adage “all lies are wrapped in truth” suggests. The extent to which mislead-
ing information seems plausible has substantial effects on human cognition and 
content credibility. The incorporation of highly personalized information about 
the intended target of misinformation adds credibility to the message.

The acquisition of data from highly personal cyber-physical systems—health 
devices, home systems, and cars—will enhance the social-engineering effec-
tiveness of information subterfuge. Personalized data collected from the Inter-
net of things will enhance the effectiveness of spear-phishing techniques. 
Phishing attacks target individuals via email, whether criminals trying to steal 
account information or political operatives trying to obtain email credentials, as 
was the case in the DNC email infi ltrations. These attacks are effective because 
they appear to originate from a trusted source, such as an employer, friend, or 
technology provider, or contain information that only a trusted insider would 
know. Cyber-physical system information from an individual’s daily life would 
make phishing attempts more credible and effective.

It is a trivial exercise to envision how the infi ltration of cyber-physical sys-
tems could disrupt democratic elections. Content-centric election interference 
has involved email phishing attacks, probing of voter rolls, and infl uence cam-
paigns in social media. Disrupting or infl uencing elections using cyber-physical 
system infrastructure would be much more direct and immediate, such as tam-
pering with traffi c lights and transportation systems to disenfranchise voters or 
to create local emergencies and outages that divert time and attention from vot-
ing. To be effective, attacks would not have to be directed at actual polling 
places, like schools and libraries. They could just be contiguous infrastructure 
attacks that, in conjunction with massive stores of aggregated political data, mi-
crotarget select groups whose absence would potentially skew election results 
while remaining completely undetected.

Denial of service attacks are one of the most effi cient ways to disrupt the 
political sphere. Indeed, the history of DDoS attacks is a political history. Ex-
amples include the attacks in Estonia in 2008 and Georgia in 2009, as well as 
attacks that targeted Iranian government sites during political upheaval around 
the same time. DDoS attacks are also a traditional authoritarian government 
approach to controlling the media by disrupting their communications infra-
structures and online platforms.39 DDoS attacks incapacitate a targeted compu-
ter by simultaneously inundating it with queries from thousands or millions 
of distributed devices. In previous decades, these queries originated from 
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computers. Already, botnet attacks using IoT devices like insecure digital video 
recorders (DVRs) have disrupted information sites, a shot across the bow 
for how cyber-physical system cybersecurity not only affects the physical sys-
tems themselves but also content and information sites and any type of online 
presence.

A politically potent scenario for democracy would involve these exact types 
of easy-to-perpetrate DDoS campaigns targeting information environments 
(political entities, prominent media outlets, local law enforcement) around sig-
nifi cant public-interest events like elections, geopolitical crises, or natural dis-
asters. DDoS attacks could, of course, also target the security apparatus 
designed to address the attacks themselves, such as private technology compa-
nies or computer emergency response teams (CERTs). Addressing these emerg-
ing connections between the IoT and democracy is self-evidently urgent.

The Urgency of Cyber-Physical Security Action

Security is not at all suffi cient, at any layer of cyber-physical systems. A vast 
chasm exists between the critical need for security and the state of cybersecu-
rity. Despite the enormous societal stakes, expert communities from industry, 
government, and civil society agree that security is an urgent problem:

“Not enough is being done to strengthen the security and privacy of consumer IoT.”
—The Internet Society40

“The adoption of IoT brings cybersecurity risks that pose a signifi cant threat to the 
Nation.”
—National Institute of Standards and Technology41

“Security is not keeping up with the pace of innovation.”
—U.S. Department of Homeland Security42

“The possible harm that malicious actors could cause by exploiting these technol-
ogies to gain access to parts of our critical infrastructure, given the current state of 
cybersecurity, is immense.”
—President’s Commission on Enhancing National Cybersecurity43

“Attacks on IoT deployments could dramatically jeopardize people’s security, pri-
vacy and safety, while additionally IoT in itself can be used as an attack vector 
against other critical infrastructures.”
—European Union Agency for Network and Information Security (ENISA)44



C Y B E R - P H Y S I C A L  S E C U R I T Y 109

“Many questions arise around the vulnerability of these devices, often deployed 
outside a traditional IT structure and lacking suffi cient security built into them. 
Data losses, infection by malware, but also unauthorized access to personal data, 
intrusive use of wearable devices, or unlawful surveillance are risks.”
—Article 29 Data Protection Working Party45

“The provision of wide area connectivity to an ever-widening variety of IoT serv-
ices will increase the whole ecosystem’s exposure to fraud and attack.”
—GSM Association46

IoT devices are vulnerable, and this is a market failure, a political failure, and a 
technical failure. One economic determent to security is the competitive pressure 
on companies to rapidly introduce products and services into markets. Incentives 
for fi rst-mover advantage outpace incentives for prioritizing security. Another 
constraint is both technical and economic. Inexpensive, miniature sensor devices 
do not always have the capacity to integrate security features, at least not without 
additional cost to manufacturers. The added cost of security can price devices out 
of competitive markets. Another challenge is one of experience. All real-world 
sector fi rms are now also technology fi rms, but relative to born-digital companies, 
they have less institutional experience with digital data and infrastructure security.

It is also easier and less costly to attack than to defend. An expert Commission 
on Enhancing National Cybersecurity, appointed by President Obama, summa-
rized this condition, “Some threats against organizations today are from teams 
composed of highly skilled attackers that can spend months, if not years, planning 
and carrying out an intrusion. These teams may be sponsored by nation-states 
or criminal organizations, hacktivist groups, and others. Less skilled malicious 
actors can easily purchase attack toolkits, often with technical support, enabling 
them to readily participate in criminal activities. A security team has to protect 
thousands of devices while a malicious actor needs to gain access to only one.”47 
The attack plane is everywhere because everything is increasingly interconnected. 
At the same time as interconnection rises, technological heterogeneity and com-
plexity also rise.

Consumer behavior constitutes an important part of cybersecurity, but individ-
uals historically have had little ability to see cyber-physical security problems. 
For example, individuals using a home IoT device do not necessarily know 
whether the embedded device is hijacked and weaponized; whether it contains a 
product vulnerability; whether component parts, possibly manufactured in an-
other country, contain a back door for foreign surveillance; whether there has 
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been a data breach affecting them; whether a hacker or intelligence actor has di-
rectly accessed systems; or whether a product is upgradeable or no longer sup-
ported. Even when privacy and security incidents are widely reported, there can 
be a disconnect between perception and behavior. Buying behavior continues to 
expand IoT markets at the same time as consumers express concern about IoT 
security.

If cyber-physical security is woefully defi cient, what needs to happen? There 
is a window of opportunity for urgent action. Because of the high stakes to so-
ciety and the economy, some consensus is forming around recommendations 
and principles for IoT security. As emphasized throughout this book, cyber-
physical systems are not at all only a “thing” but a global ecosystem. Some sys-
tems are consumer facing. Others are primarily industrial systems. Still others 
are born-cyber-physical systems such as 3D printing. Many of the emerging 
recommendations for security skew toward consumer devices but are arguably 
applicable to these other areas.

The sources of policy proposals for securing systems are diverse and 
copious—the U.S. Department of Homeland Security,48 the Global System for 
Mobile Communication Association (GSMA),49 the Commerce Department’s 
National Telecommunications and Information Administration (NTIA),50 the 
Internet Society, the IoT Security Foundation,51 the Cloud Security Alliance,52 
Internet Engineering Task Force (IETF) working groups, the National Institute 
of Standards and Technology, the United Nations ITU, the International Organ-
ization for Standardization (ISO), U.S. congressional bills, IoT national plans 
in Brazil and elsewhere, South Korea’s IoT security roadmap, and many other 
sources.

Because cybersecurity systems are used in a variety of contexts—from health 
care to the energy sector to smart-grid transportation systems—security re-
quirements and approaches sometimes have sector-specifi c dimensions. But 
many approaches apply more generally. Systems contain similar technological 
characteristics and components; they face the same adversaries and threats; and 
they require similar solutions. They are largely interconnected, so, given that 
weaponization of embedded devices is a threat to all, what one sector does af-
fects all other sectors.

Some cross-cutting recommendations are merely nonbinding principles. 
Others are more tangible policy recommendations. Still others are recommen-
dations for voluntary actions by developer communities or calls for third-party 
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certifi cation and statutory measures for holding companies accountable for se-
curity. Most direct actions toward many stakeholders. For example, the DHS 
“Strategic Principles for Securing the Internet of Things” has recommended 
actions that all stakeholders, including manufacturers, service providers, and 
business and consumer users, should take.53

Security is only as strong as the weakest component of a system. A single 
cyber-physical system has many components: embedded physical objects, net-
work infrastructure, associated applications, third-party services, back-end 
cloud-computing services and database systems, protocols, and management 
tools. Successful approaches comprehensively address the entire cyber-
physical system. Security is about not only an end object but the entire ecosys-
tem. The integration of mechanical, material systems with digital components 
and network connectivity dramatically expands the attack surface from which 
to infi ltrate the device.

Furthermore, many components of these architectures are inherently cross-bor-
der, with the possibility of network topologies, server distribution, and services 
located anywhere in the world and, more likely, simultaneously anywhere in the 
world. Component parts are made in one part of the world and assembled in a 
product that is technically “made in” another country. As such, this creates a pre-
carious supply-chain challenge. For example, a part manufactured in China with 
black-boxed security enters products assembled in the United States. Security 
mechanisms and best practices have to apply to every component.

Security is not a monolithic practice. It is a term that encompasses many 
objectives, including maintaining the availability of services (taken away by 
ransomware or DDoS attacks), assuring confi dentiality of information (com-
promised by weak or no encryption, man-in-the-middle attacks, etc.), and main-
taining the integrity of data. Security includes authentication of devices, sites, 
autonomous systems, and identities and access controls.

In the same way that security is not a single practice, neither do attacks 
follow a single script. Because sensors and actuators exist in real-world 
objects, attackers can physically tamper with, acquire for the unauthorized 
extraction of data, or otherwise materially interfere with systems. Systems 
can be subject to software or fi rmware attacks, man-in-the-middle attacks, 
eavesdropping, ransomware, and routing and DDoS attacks, among others. 
The types of attacks on cyber-physical systems are expansive and varied. The 
following sections present some reasonable recommendations to improve 
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security, as well as suggestions for addressing the question of what ex ante in-
centives and ex post accountability mechanisms could incentivize these princi-
ples and actions.

Security by Design at Product Inception

The competitive pressure to bring products quickly to market, especially for 
consumer IoT products, has often diminished the potential for thoughtful long-
term security design from product inception. Technical design choices are 
choices about values and about market competitiveness. Cyber-physical system 
design factors in processing-power requirements, energy power, size, and 
speed, all of which sometimes constrain the addition of necessary security 
mechanisms. The normative value of designing strong cybersecurity in these 
physical systems is a necessary precursor to fortifying critical societal infra-
structure and national security, promoting basic human privacy, and ensuring 
human safety and security. As the NIST Cyber-Physical Framework recom-
mends, “Security needs to be built into CPS [cyber-physical systems] by design 
in order to be suffi ciently fl exible to support a diverse set of applications. This 
security should include component security; access control; as well as timing, 
data and communications security.”54

Access control is an area that has historically been defi cient. Improving in 
this area requires designing certain features into systems. Whereas the default 
for most information systems is to require password authentication, this has not 
been the case in the IoT. Simply put, systems should have passwords. The pass-
words should not be hard-coded but require purchasers to update them (with 
strong passwords) upon installation. The issue of access and authentication ap-
plies to the back-end web systems and applications as much as, and even more 
than, embedded end devices themselves. For systems with substantial con-
sumer-safety dimensions, two-factor or multifactor authentication is preferable. 
One-factor authentication is a password; two-factor authentication is a pass-
word and the requirement of inputting a real-time code sent to a phone; three-
factor authentication could include these two inputs as well as biometric 
identifi cation, such as fi ngerprint access.

The security design process should similarly anticipate and address the prob-
lem of brute-force attacks. A brute-force attack is exactly what it sounds like, 
the use of automated tools that try thousands of passwords in a matter of sec-
onds. Designers can opt to build solutions into most systems, including an em-
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bedded mechanism to lock an account or device after a fi xed number of 
password attempts, as well as tamper and manipulation detection.

Defaults are an essential part of security by design. Unless strong protection 
is activated as a default, rather than an optional setting selected later by a user, 
security by design may be ineffective.

Many components of cyber-physical architectures use proprietary specifi ca-
tions. This is sometimes not ideal for security. Industry standards that are time-
tested and designed by large expert communities are generally more secure 
than proprietary approaches. This is especially urgent for complex protocols re-
lated to encryption and communication. As chapter 5 addresses, IoT standardi-
zation and interoperability are areas that are unsettled, a condition that is itself 
unsettling for cybersecurity. Some standards derive from existing, tested speci-
fi cations; others are emerging to address the unique physical requirements and 
associated safety concerns of cyber-physical environments.55

Complicating “security by design” is the reality that rarely is a system de-
signed from scratch. It subsumes components made in other countries and em-
bedding, in some cases, numerous (even hundreds of) standards designed by 
different standards-setting institutions or proprietary components that are not 
even able to be inspected and assessed, as well as drawing from code already 
written, whether open source or otherwise, and in some cases built on an oper-
ating system already developed. It is complicated. Security by design is neces-
sary but not, by itself, suffi cient.

Upgradeability and Life-Cycle Management

The security expert Bruce Schneir’s memorably titled 2014 Wired op-ed 
“The Internet of Things Is Wildly Insecure—And Often Unpatchable” sounded 
an important alarm about vulnerabilities in embedded systems: many of these 
objects are not patchable or upgradeable.56

Security holes are part of technology. Technology developers issue software 
upgrades in order to correct known vulnerabilities. Operating systems and soft-
ware applications on a phone or laptop are routinely upgraded to patch vulner-
abilities. This either happens automatically or requires an end user to agree to an 
upgrade installation, transmitted through either a wired or wireless connection.

The standard practice of upgrading software to correct vulnerabilities that 
are discovered does not easily convey to cyber-physical systems. Cyber-
embedded physical systems are often not software upgradeable and not 



T H E  G L O B A L  P O L I T I C S  O F  C Y B E R - P H Y S I C A L  S Y S T E M S114

supported on an ongoing basis once sold into the marketplace. There may not 
be a clear user interface through which humans can consent to download an up-
grade or arrange automatic upgrades.

One argument against making cyber-physical devices upgradeable, or build-
ing in strong security at all, is that product turnover is very high, so the device 
will be replaced anyway. This is not at all always the case. Kitchen appliances, 
cars, and televisions have life spans that measure in multiple years, not months. 
Even when products and services originate with the capability to be patched 
and upgraded, they can quickly reach end-of-life with regard to manufacturer 
support. History suggests that products continue operating long after they 
are no longer supported. Whether a device is upgraded or not is also compli-
cated by ownership conditions. Devices in homes or businesses can have 
several concurrent owners and can change ownership over time as new occu-
pants appear.

The signifi cant public-interest implications of device security, including hu-
man safety and the exploitation and weaponization of insecure devices to carry 
out damaging and massive attacks, suggest that upgradeability, and specifi cally 
remote upgradeability, has to become as normative a practice for cyber-
physical systems as it is for traditional information systems. Given that patch 
management is a critical deterrent for ransomware, the often unpatchable qual-
ity of everyday cyber-embedded objects creates a vulnerable and pervasive 
threat matrix for ransomware, as well as DDoS weaponization, malware, 
worms, and other exploits. Leaving physical-world objects and systems with 
security vulnerabilities is untenable. Updates are also necessary to add addi-
tional features, if not to patch vulnerabilities. As the Internet Society stresses in 
its IoT security recommendations, “Timely, verifi able, and effective patches 
and updates to address vulnerabilities are a critical aspect of security.”57

Upgradeability is necessary, but it brings its own security risks and require-
ments. The upgrade process, such as a patch automatically downloaded over 
the air, unless itself secure, presents an opportunity for a malicious actor to im-
plant malware, conduct man-in-the-middle attacks that intercept and then alter 
the transmission, initiate DDoS attacks, or block the download. The update 
process itself requires several dimensions of extra security checks. One is to au-
thenticate the integrity of the software download to make sure it has not been 
modifi ed. Another is to establish that the originating source of the download is 
authentic. Cryptographic signature techniques can accomplish both of these ob-
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jectives. Another requirement is to maintain the confi dentiality of the download 
by encrypting the software update prior to transmission and then decrypting it 
upon receipt. Software updates sent over the air on an unencrypted link would 
create the possibility of theft of intellectual property and expose the software to 
those who could exploit it for future attacks.58

As with everything in this evolving landscape, even something as simple as 
requiring upgradeability is complicated. It is a security mechanism that itself 
requires security to implement. Ownership of devices and associated services 
change hands and can interrupt patch-management arrangements. End-of-life 
management is another important dimension of security. At some point, prod-
ucts are no longer supported, and it is ideally contingent upon manufacturers to 
communicate this to device owners and for enterprises and individuals to stop 
using products when they are no longer supported with upgrades. It is diffi cult 
to envision that a sizable percentage of people would discard and replace work-
ing products because of the cessation of software upgrades. It is also not realis-
tic to assume that users of these devices would know when a product is no 
longer updated, any more than knowing that a security vulnerability exists. This 
end-of-life problem has created an interesting new word: “abandonware.”

Transparency and Disclosure

Private companies are a powerful form of governance in the digital sphere 
and especially in the hybrid digital-physical sphere, as already addressed exten-
sively in this book. They enact public policy via design, administration, secu-
rity and privacy practices, terms of service, and other actions. A critical question 
is what provides the legitimacy for this privatization of governance. One di-
mension of legitimacy and accountability is transparency. Yet much that is 
related to security is completely concealed and out of public view. It is a con-
sensus of industry groups, the advocacy community, and security experts (and 
policymakers in some regions) that best practices in cyber-physical system se-
curity include greater disclosures.

Opportunities for disclosure exist at various points: when systems/products 
are designed, when they are purchased, during routine use, after security prob-
lems arise, and when product security is no longer supported. The following 
are examples of baseline disclosures, not meant to be exhaustive but rather 
indicative of general transparency practices necessary for legitimating the 
public-interest power of private companies.
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Security Design Disclosures. The product design stage and the point when a 
product is purchased by an individual or a business both provide an opportunity 
for disclosure of basic security features. Is the product upgradeable and able to 
accept security patches? If so, are patches issued automatically, or do they re-
quire user consent (if possible)? Are passwords hard-coded? modifi able? en-
crypted? Are there access controls to mitigate against brute-force attacks? Do 
communication components use standard encryption to ensure confi dentiality 
in transmission?

Data Collection Disclosures. The amount of data processed and transmitted 
between sensors/actuators and back-end cyber-physical system databases is im-
mense. The data stored is voluminous. As many security-breach examples have 
already demonstrated, these back-end stores are rich targets for data theft. Many 
features of data collection intersect with security: What data is collected, and 
how is it used? With whom is it shared? How is data securely stored, and how 
long is it retained?

Vulnerability Disclosures. Nearly all digital products have vulnerabilities. 
The complexity of combining real-world material objects and cyber compo-
nents, along with the rapid innovation and product development life cycle for 
these products, means that vulnerabilities are a given. Best practices call for im-
mediate notifi cation of threats and vulnerabilities, when discovered and cor-
rected, and disclosure of actions necessary to mitigate the fl aw.

Data Breach Disclosures. Disclosure of data breaches, when they occur rather 
than years later, is an important component of transparency. All fi fty U.S. states 
have data-breach notifi cation laws, although a federal law would arguably make it 
easier for companies than dealing with fi fty different requirements. The European 
Union’s GDPR requires that companies disclose personal data breaches within a 
seventy-two-hour window after becoming aware of the breach. One complication 
is the question of what constitutes a “personal” data breach in cyber-physical sys-
tems that are one step removed from direct human interaction. Nevertheless, the 
notifi cation must include information about the nature of the breach, as well as the 
type and volume of data affected and a description of the measures taken to address 
the breach. Because so many companies do business in the European Union, the 
GDPR is having global effects, but this is one area where global harmonization of 
policies would be helpful. The requirement for companies to disclose data breaches, 
a requirement far short of holding them liable for breaches, should be a baseline 
practice voluntarily adhered to by companies and enforced by law in all regions.
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Exogenous Incentive Structures: Liability, Market Pressure, Accountability

In an environment in which competitive pressures, such as being fi rst to mar-
ket with low-cost products, serve as intrinsic disincentives to strong security, 
what external structures are necessary to improve cyber-physical security? 
Considering the interlinkages between cyber-physical systems and privacy, 
safety, and national security, this is a crucial policy question. For IoT providers 
that sell ongoing services, such as those that provide cloud-computing storage 
or administration of multiple household devices, there is an inherent incentive 
to keep customer-base services operating and free from security problems. For 
providers that sell a one-off product to consumers, who then own the product 
and have no ongoing relationship with the manufacturer, there are fewer incen-
tives, other than concern about the reputational harm or liability that arises 
when serious security problems occur. What can incentivize improvements to 
cyber-physical security? What can incentivize the types of security by design 
measures already described or making systems upgradeable or adhering to 
transparent security practices? A number of exogenous forces are positioned to 
incentivize stronger cybersecurity. These include the following:

• Insurance-based incentives
• Liability clarifi cation and regulation
• Third-party certifi cation
• Retail gatekeeping
• Government procurement infl uence

The same types of insurance incentive structures (e.g., lower premiums) that 
have prompted businesses and households to improve safety by installing secu-
rity systems and fi re-detection systems can serve as incentives for improving cy-
bersecurity. The World Economic Forum, the Global Commission on Internet 
Governance, the Internet Society, and many other expert communities have 
stressed the role the insurance industry can play in incentivizing strong security. 
The Internet Society’s “IoT Security for Policymakers” report emphasizes, “The 
insurance industry can prioritize better privacy and security requirements as 
a condition of their underwriting. By looking at the security of the IoT devices 
and related applications and services used by companies, insurance agencies can 
factor the risk they present into determining insurance premiums and prices.”59
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Cyber insurance markets are nascent but growing rapidly. Cyber-embedded 
material objects have consumer and industry safety implications that are differ-
ent in kind from traditional content and communication systems. As such, in-
surance companies that underwrite companies have a direct interest in product 
security. The cyber-physical nexus, because it includes material products and 
more tangible consumer-safety issues, may be more readily adaptable to liabil-
ity insurance structures than digital-only products. Liability insurance is not 
only about personal data breaches but also about more tangible harms such as 
injury (a connected car malfunction) or economic damage (an outage of an in-
dustrial IoT system). Underwriting decisions and premium structures can serve 
as incentives for best practices.

Liability is an area in need of regulatory clarity. In other sectors, ex post con-
cerns about liability have helped incentivize safety and performance standards. 
In the Internet of things realm, there is almost no clarity about who is responsi-
ble for security problems and how they should be held accountable. As the Eu-
ropean Union Agency for Network and Information Security explains the 
liability problem, “The lack of a clear assignment of liabilities might lead to 
ambiguities and confl icts in case of a security incident, especially considering 
the large and complex supply chain involved in IoT. Moreover, the question of 
how to manage security if one single component were shared by several parties 
remains unanswered. Enforcing liability is another major issue.”60

Discussing Internet liability at all is controversial because the tradition, gen-
erally, has been immunity from liability for Internet intermediaries. Moving 
from content to cyber-embedded physical objects is prompting a reevaluation 
of norms and legal immunities. Chapter 8 discusses this shift and the inherent 
values in tension over this issue. Real consequences for problems are necessary 
to incentivize greater security performance. Regulatory clarity around liability 
is essential and an urgent necessity in the cyber-physical domain. In the same 
way that cyber-physical systems are heterogeneous in their constitution and ap-
plication, a one-size-fi ts-all approach to liability is probably not ideal. It may be 
more politically feasible to address liability on an industry-specifi c basis, but 
greater accountability and liability is an important step for bringing cyber pol-
icy in step with technological changes.

External certifi cations and trust marks, as well as labeling, could also induce 
some cybersecurity improvements. Certifi cation frameworks come from many 
types of institutions, from standards alliances to consumer groups. The IoT 
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space is quickly evolving and highly fragmented, and so historically have been 
efforts to create external ratings and certifi cations for security in this space. One 
complication is that a trust mark can make a product seem secure even if, after 
the trust mark is assigned, a serious security fl aw is discovered. Nevertheless, a 
framework for certifying best practices would provide an incentive for industry 
security behavior, and policymakers have proposed legislation directing the 
establishment of voluntary certifi cation structures.61

Retail companies that sell IoT devices can serve to hold manufacturers ac-
countable via the market power of pulling products known to have security 
problems. An example of this type of action involved a response to a security 
vulnerability in a children’s stuffed animal. CloudPets smart stuffed animals al-
lowed a family member to transmit a voice message to the toy from a mobile 
app and, in turn, allow children to record their own voice by pressing a paw. Re-
searchers identifi ed security problems in the CloudPets animals, including leak-
ing of account credentials and more than two million children’s voice recordings, 
prompting major online and offl ine retailers (e.g., Walmart, Amazon, and Tar-
get) to discontinue selling the product.62

Government procurement policies are always a lever of infl uence. As enor-
mous purchasers of equipment, governments exert market infl uence via pro-
curement policies. National IoT policies should include procurement provisions 
requiring that purchases comply with certain requirements. A proposed IoT se-
curity bill in the United States called for procurement practices ensuring that 
products are upgradeable via patch management, certifying that devices do not 
use hard-coded passwords or contain any known vulnerabilities, and adopt in-
dustry standards for communication and encryption protocols.63

Those who sell products have an incentive to bring innovative products to 
market swiftly. But these same companies also have an interest in adhering to 
internal corporate values about product security, as well as avoiding liability 
and public-relations consequences of breaches and security problems. In an 
ideal world, cyber-physical industries would voluntarily comply with security 
best practices and embrace self-certifi cation of these practices or external certi-
fi cations and trust marks that vouch for compliance. It is very unlikely that this 
will happen without market pressure, regulatory constraints, and other exoge-
nous forces. No one pressure point will suffi ce. Taken together, these actions 
can help create an incentive structure for addressing serious inadequacies in 
cybersecurity overall.
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Consumer Responsibility

Although many cyber-physical devices operate autonomously, once opera-
tional, humans install these systems. This is the case for everything from house-
hold devices to industrial Internet of things systems. The industry term 
“collaborative security” refl ects the need for shared involvement and responsi-
bility from all stakeholders.64 This is an appropriate aspiration for the Internet 
of things as well. Those who purchase and install systems have a responsibility 
to be aware of the product’s privacy and security policies, when available, in-
cluding not only devices but also associated back-end systems and applications, 
and to take whatever precautions are available.

The Internet Society’s Online Trust Alliance (OTA) has suggested recom-
mended practices for businesses implementing consumer-grade IoT devices, 
although many arguably also apply to informed consumers. Some of the recom-
mendations involve procurement decisions, such as avoiding certain products 
altogether, including those that are not upgradeable or that contain hard-coded 
passwords, or purchasing only systems that support encryption.65 Best practices 
include disabling functions not being used, including cameras, microphones, 
and access when not needed (such as on a television).66 Other OTA-recom-
mended best practices include access-control mechanisms such as updating and 
strengthening passwords, using multifactor authentication when possible, man-
aging permissions, restricting automatic Wi-Fi connections, and even placing 
IoT devices on a separate fi rewalled network (similar to a guest network), as 
well as maintenance functions such as keeping software updated and removing 
devices when they are no longer supported.67

Because individuals are not always aware of the existence of cyber-embedded 
devices or their inherent security properties, some of these recommendations 
will be diffi cult. As transparency, labeling, and certifi cation practices increase, 
those mechanisms will help to advance consumer awareness and empowerment 
to participate in collective security practices.

Disrupting Traditional Cybersecurity Debates

The technical and political characteristics of the cyber-physical era com-
pletely recalibrate already-complicated cybersecurity debates. The attack sur-
face of cyber-physical systems, meaning the points where unauthorized 
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breaches can occur, is much wider than in information systems. All the 
cyberattacks possible in information and communication technologies are still 
possible in cyber-physical systems, but, in addition, cyber-physical systems 
are susceptible to real-world physical attacks that raise the stakes of 
vulnerabilities. Many public policy issues around cyber architecture require re-
formulation in light of the stakes and complexities of the Internet’s material 
diffusion:

• Zero-day vulnerability stockpiling. When should governments stockpile 
knowledge of zero-day vulnerabilities (a software bug not yet known by 
the software manufacturer and therefore not fi xed) for national security 
cyber-offensive capability versus disclose these vulnerabilities so manu-
facturers can correct products?

• Encryption back doors. To what extent should back doors be built into 
cyber-physical system and device encryption for law enforcement access 
in light of the enormous consequences of security problems?

• Security research legality. Under what conditions should research that 
probes for and discloses system vulnerabilities be legally permissible?

• Hacking back. When, if ever, should it be permissible for companies to 
hack back against attackers as an active cyber-defense mechanism?

Stakeholders have dug into their various positions on these policy debates 
in the context of information systems but not necessarily cyber-physical sys-
tems. All of these questions involve complicated and politically fraught choices 
between competing values, in some cases the urgency of national security 
versus the urgency of securing critical infrastructure. The values calculation 
shifts as cyberspace diffuses into real physical space. In the same way that 
boundaries are blurring in engineering arenas, boundaries are blurring in policy 
arenas.

Zero-Day Vulnerabilities and Exploits

“Zero-day attack” sounds like a user setting in a virtual reality war game. Re-
grettably, zero-day vulnerabilities and exploits are real and ground zero for cy-
bersecurity confl icts among hackers, device manufacturers, and governments. 
A zero-day vulnerability is a detected fl aw (i.e., bug) in software that the manu-
facturer of the software has not itself yet discovered or been apprised of and 
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therefore has not yet mitigated. It is a security fl aw out there in the wild. The 
presumption when using this terminology is that a third party, such as a hacker 
or government agency, has discovered this vulnerability but chosen not to dis-
close it to the vendor for appropriate mitigation. A zero-day exploit is code de-
signed to perpetrate an attack or otherwise infi ltrate a system by exploiting the 
zero-day vulnerability that the attacking party discovered but that is unknown 
publicly or by the manufacturer.

Zero-day vulnerabilities are now a front line of cyber confl ict. Bugs are 
sometimes politically co-opted rather than corrected. It has become a wide-
spread government practice to choose to stockpile knowledge of zero-day vul-
nerabilities and to use the knowledge to develop cyber-offense exploit code 
rather than to notify relevant product developers so they can patch the security 
problems. The U.S. government retains roughly 10 percent of the vulnerabili-
ties it fi nds, on the basis of a national security calculation to do so.68 The pur-
pose of this nondisclosure is the potential or actual ability to exploit these 
weaknesses for intelligence gathering or law enforcement investigation or sim-
ply as cyber arms capability.

In the cyber realm, especially when the Internet involved smaller user commu-
nities of trusted users, discoveries of software bugs or protocol-implementation 
vulnerabilities were disclosed to the manufacturer of the relevant software or 
hardware. Rational thought suggests that a software problem discovered in a 
Microsoft product should be disclosed to Microsoft so that the company can 
release a patch that upgrades and amends the software appropriately. This is no 
longer de rigueur.

In the contemporary context, vulnerabilities are not necessarily disclosed to 
product manufacturers, even when a fee (sometimes called a bug bounty) is 
available. Economic motivations for withholding knowledge of system vulner-
abilities from relevant companies include the intent to sell vulnerabilities for a 
profi t. Indeed, there is a gray market for selling knowledge of vulnerabilities 
and exploits of these vulnerabilities. Political motivations for hoarding zero-
day information are varied, but they increasingly involve nation-state decisions 
to develop offensive cyber code, or exploits, that can be deployed for espio-
nage, intelligence gathering, or law enforcement or in the event of geopolitical 
cyber confl ict.

The risk of this zero-day stockpiling is that critical infrastructure remains 
vulnerable to disruption or infi ltration/exploitation by another government or 
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malign actor. In the wake of the global disruptions caused by the WannaCry at-
tack, Microsoft president and chief legal offi cer Brad Smith issued a forceful 
statement criticizing the practice of governments hoarding technical vulnerabil-
ities for cyber-offensive capabilities: “This attack provides yet another example 
of why the stockpiling of vulnerabilities by governments is such a problem. . . . 
We have seen vulnerabilities stored by the CIA show up on WikiLeaks, and 
now this vulnerability stolen from the NSA has affected customers around the 
world. Repeatedly, exploits in the hands of governments have leaked into the 
public domain and caused widespread damage. An equivalent scenario with 
conventional weapons would be the U.S. military having some of its Toma-
hawk missiles stolen.”69

The obvious problem of hoarding knowledge of fl aws is that the information 
can fall into nefarious hands, whether criminals, terrorists, or adversarial gov-
ernments. Cyber exploits, like other weapons, fall into the hands of those who 
use them to repress political opponents. In 2016, the Citizen Lab at the Univer-
sity of Toronto reported that the United Arab Emirates government targeted a 
zero-day iPhone operating-system exploit essentially to install spyware to mon-
itor a human rights defender.70 The Citizen Lab further claimed that the exploit 
infrastructure used was connected to an Israel-based cyber company that devel-
oped spyware products for government intelligence and cyber defense and that 
Mexican health interests supporting a soda tax were targeted with the same ex-
ploit. Citizen Lab notifi ed Apple of the operating-system vulnerability ex-
ploited, and Apple confi rmed and issued a patch for the vulnerability and issued 
a security update for its affected operating systems. To provide a sense of what 
a security-update notifi cation looks like, the following is the one immediately 
released by Apple.

Security Update 2016-001 El Capitan and 
Security Update 2016-005 Yosemite

Released September 1, 2016

Kernel
Available for: OS X Yosemite v10.10.5 and OS X El Capitan v10.11.6
Impact: An application may be able to disclose kernel memory
Description: A validation issue was addressed through improved input 

sanitization.
CVE-2016-4655: Citizen Lab and Lookout
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Kernel
Available for: OS X Yosemite v10.10.5 and OS X El Capitan v10.11.6
Impact: An application may be able to execute arbitrary code with kernel 

privileges
Description: A memory corruption issue was addressed through improved 

memory handling.
CVE-2016-4656: Citizen Lab and Lookout71

The Israeli Justice Ministry indicted a former employee of the Israeli cyberse-
curity fi rm NSO Group for allegedly stealing and attempting to sell smart-
phone-cracking spyware software used by law enforcement.72 The former 
employee was charged with trying to sell the tool on the Dark Web to a foreign 
adversary.

Zero-day exploit tools developed by or for governments or by or for hackers 
have been stolen, released, or used by governments and hackers for malicious 
purposes. Many of these are tools with grave security implications allowing un-
authorized access, implantation of malware, or other damage to critical net-
work infrastructure. As a US-CERT alert warned, “In August 2016, a group 
known as “Shadow Brokers” publicly released a large number of fi les, includ-
ing exploitation tools for both old and newly exposed vulnerabilities. Cisco 
ASA [Adaptive Security Appliance] devices were found to be vulnerable to the 
released exploit code.”73

Once vulnerability exploit tools are available, the risk is that they can leak 
out into the open. When vulnerabilities are not corrected, the risk is that they 
can be discovered and exploited.

All areas of Internet governance decisions are fraught with tensions between 
competing values. In the case of government decisions to hoard rather than 
disclose vulnerabilities, the competing values are intelligence, law enforce-
ment, and potentially war capability versus the need for reliable and secure in-
frastructure for economic and social stability. In authoritarian countries, it is 
also likely that the fl aw is used to identify and prosecute media and political 
dissidents. The decision not to disclose a vulnerability to a manufacturer for 
mitigation has great risks, including the possibility of malign actors discovering 
the fl aw or stealing code that exploits the fl aw.

The paradigmatic government obligation to identify, pursue, and stop crimi-
nal and terrorist activities online sometimes depends on tools that exploit 
vulnerabilities in digital infrastructure. As a White House Cybersecurity 
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Coordinator explained, “Those exploits produce intelligence for attribution, ev-
idence of a crime, enable defensive investigations, and posture us to respond to 
our adversaries with cyber capabilities.”74

The condition under which the U.S. government chooses not to disclose the 
cybersecurity vulnerabilities it discovers in information and communication 
technologies is laid out in its Vulnerabilities Equities Policy, which “balances 
whether to disseminate vulnerability information to the vendor/supplier in the 
expectation that it will be patched, or to temporarily restrict the knowledge of 
the vulnerability to the USG, and potentially other partners, so that it can be 
used for national security and law enforcement purposes, such as intelligence 
collection, military operations, and/or counterintelligence.”75 Under this proc-
ess, when a government agency, such as the NSA, Central Intelligence Agency 
(CIA), or Department of Defense Cyber Crime Center, discovers a software 
fl aw, it should take the information to the interagency Equities Review Board 
that evaluates the discovering agency’s recommendation to either disclose or 
restrict the security vulnerability.

The decision to leave security fl aws in infrastructure (rather than disclosing 
them) is a critical one and depends on the imperfect assumption that adversarial 
nation-states and criminal actors will not obtain or discover the same vulnerabil-
ities in technology and carry out attacks on U.S. systems using these exploits.

The trade-offs become more diffi cult and the risks more pronounced as dig-
ital technologies move into the material world. Cyber-physical system security 
depends not only on the system’s own defenses but also on the security of un-
derlying infrastructure. The conditions under which governments allow secu-
rity fl aws to remain, rather than disclosing them to relevant companies, has to 
be closely scrutinized and reconsidered in light of the rising social and eco-
nomic importance of cyber-physical system security.

A Case against Encryption Back Doors

Encryption serves as the mathematical foundation for trust in the digital 
sphere. Financial transmissions remain confi dential because of encryption. Pri-
vate communications between two people rely on cryptographic techniques. Au-
thentication of the identity of devices and websites and people is based on 
public-key cryptography. Without various types of encryption, there would be no 
digital commerce, no online fi nancial systems, and no prospect whatsoever for 
private communications. Democracy is inconceivable without the possibility of 
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private communications between humans. The digital economy is inconceivable 
without assurance of the integrity and confi dentiality of fi nancial transactions. 
The safety and security of cyber-physical systems is not possible without cryp-
tography. Trust in the online sphere and now trust in the offl ine sphere require 
strong encryption.

Yet a cybersecurity debate that has dominated policy discussions for decades 
is the question of whether governments can compel private companies to build 
back doors into encryption. A back door is essentially a security vulnerability 
through which governments can carry out surveillance or access data. The ra-
tionale for democratic governments seeking this extraordinary access is intelli-
gence gathering, law enforcement, and national security. The rationale for 
companies resisting such back doors is that they inherently weaken security and 
open individuals’ private information to malicious hacking, foreign surveil-
lance, and identity theft.

The controversy over pressure to intentionally build weaknesses into tech-
nology came to public attention in the aftermath of the terrorist shooting in San 
Bernardino, California, when the FBI sought to compel Apple to develop soft-
ware to crack phones that are cryptographically locked. The concern is some-
times called the “going dark” problem. The former FBI director James Comey 
testifi ed to Congress that “the risks associated with Going Dark are grave both 
in traditional criminal matters as well as in national security matters.”76 On the 
basis of contemporary understandings of intelligence gathering of digital infor-
mation, governments have far greater access to information than ever before, a 
condition in direct tension with civil liberties and trust in the digital economy. 
However, the problem is that those who are seeking to carry out malicious on-
line attacks and real-world terrorism employ unbreakable encryption.

History repeats. The tension between the requirement for strong security and 
the political quest for weaker security has simmered since the rise of the public 
Internet and in some cases prior to that time.77 In 1992, debates raged in the 
United States about an FBI proposal to build “trap-doors.” The industry re-
sponse echoes later debates about smartphone encryption: “The FBI proposal 
would create an enormous new problem. Any otherwise secure communica-
tions system which is made open to FBI surveillance would be vulnerable to 
others as well. The question is simple—who would guard the ‘trap-door’ which 
has been created. . . . This would be a very tempting target itself, and if it fell 
into the wrong hands could result in a digital Pearl Harbor—the ability to either 
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obfuscate or read all of our mail, all of our telephone communications, all of 
our sensitive documents.”78 Concern about a “digital Pearl Harbor” was already 
ensconced in U.S. cyber-policy circles in the early 1990s, even prior to the 
widespread commercialization of and societal dependence on the Internet. In 
this nascent web context, the Internet had not yet grown internationally—less 
than 1 percent of the world’s population was online—and large tech companies 
such as Google had not even been founded. Yet concern existed; and Russia al-
ready loomed large as a background threat.

The “digital Pearl Harbor” framing served as a backdrop for the context of 
U.S. discussions about the threat of foreign theft of corporate intellectual prop-
erty assets such as commercial trade secrets. The impetus behind government 
interest in back doors was the billions of dollars lost due to active targeting of 
U.S. corporations by intelligence agencies from former Soviet-bloc nations and 
the prospect that such activity could “threaten our nation’s long-term economic 
survival.”79 U.S. technology companies used the framing of a digital Pearl Har-
bor to express concern about U.S. governmental efforts to erode or impede se-
curity by requiring weak encryption or building in, essentially, back doors 
through which the FBI could crack encryption. Part of the analogy alluded to 
the possibility of an attack that would be a political wake-up call leading to war, 
with reference to the vulnerability of the planes that were “lined up wingtip to 
wingtip and offered the attackers an easy target. . . . A universal trap door in our 
computer security is precisely such a move, and would leave our critical infor-
mation just as vulnerable.”80

The backdrop was the encryption wars of the early 1990s. Completely analo-
gous to more modern debates, the prospect of the FBI or other government 
agency having access to encrypted digital communication through encryption 
weakening or back doors was incomprehensible to those who believed that 
strong encryption was essential for society and the economy.

Encryption serves the same purpose in the contemporary context. It involves 
the mathematical scrambling of data to keep it private when stored or transmit-
ted over a network. All styles of encryption begin with a cipher (essentially, an 
algorithm) that encodes information in such a way that only the intended recip-
ient can decode it. The receiving device must know what encryption algorithm 
encoded the data and also must possess the encryption key—a binary number—
to unscramble the data. Private-key, or symmetric, encryption requires all par-
ties to possess the private key in advance, which would be impossible in most 
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cases without sending the key over a network and making it susceptible to in-
terception. Public-key, or asymmetric, cryptography was designed to address 
this problem by using two keys to encrypt data, one that only the transmitting 
device knows and one that the recipient device makes publicly available. Then, 
to decrypt, the recipient uses a combination of the public key and a private key 
only known to the receiving device. This public-key cryptography approach 
forms the basis of many security systems online, including the system used to 
authenticate the digital certifi cates linked with a site’s public key and therefore 
vouching for the validity of websites.

This question of encryption back doors has historically pertained to digital-
only companies, manufacturers that develop information and communication 
technologies such as smartphones. The trade-offs are already complicated even 
in digital-only environments. Part of the debate has been framed as the question 
of when law enforcement and national security authorities should have “ex-
traordinary access” to encrypted communication, sometimes also couched as a 
back door to encryption. In examining this issue in the United States, the prom-
inent security company run by the former DHS secretary Michael Chertoff con-
cluded that “an extraordinary access requirement is likely to have a negative 
impact on technological development, the United States’ international standing, 
and the competitiveness of the U.S. economy and will have adverse long-term 
effects on the security, privacy, and civil liberties of citizens.”81

As more everyday material objects are digitally connected than laptops and 
phones, the risks of building in encryption weaknesses for law enforcement rise 
considerably. The trade-off used to be a confl ict between the need to secure the 
digital economy and the obligation of the state to protect citizens. In the context 
of cyber-physical environments, strong encryption is necessary to protect citi-
zens. The stakes of cybersecurity have risen considerably as digital technolo-
gies integrate into the physical world. Weakening encryption by building back 
doors into cyber-physical technologies, as well as communication infrastruc-
tures, inherently creates a threat to human safety, critical infrastructure, and the 
digital economy.

The Legality and Importance of Security Research

Security researchers contribute to understandings of technology vulnerabili-
ties (and solutions). Discovering vulnerabilities, especially those with direct 
consequences for the economy, democracy, and human safety, should be wel-
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come. It can save lives. A Center for Democracy & Technology (CDT) report 
on the impact of security research in critical areas such as cars, medical devices, 
voting machines, and consumer IoT concluded that “the efforts of security re-
searchers have been instrumental in fi nding and fi xing fl aws in these systems, 
such as vulnerabilities and bugs that could have resulted in serious harm, eco-
nomic loss, and loss of trust in digital infrastructure.”82

Yet security research has been subject to contentious debate because of the 
question of the legality of these practices. The relevant statutory context varies 
by country. In the United States, laws restricting research include the Computer 
Fraud and Abuse Act (CFAA) and the Digital Millennium Copyright Act 
(DMCA). Indeed, these laws have historically been construed to criminalize re-
search. The DMCA makes it illegal to tamper with technical protections of copy-
 righted material. The CFAA makes it illegal to engage in unauthorized access.

The CFAA was the statute that federal authorities used to prosecute the Har-
vard researcher Aaron Swartz, a young computer programmer and Reddit co-
founder who downloaded a large repository of academic journal articles via an 
account he had through the Massachusetts Institute of Technology (MIT). The 
felony criminal charge for downloading the articles in the manner he did (his 
account entitled him to access the repository) would carry a maximum penalty 
of thirty-fi ve years in prison and fi nes up to $1 million. Swartz committed sui-
cide before the case was brought to trial. The CFAA is not some unused statute 
made obsolete over time. As the tragic and incongruously excessive case 
brought against Swartz suggests, it is very much alive, and security researchers 
are aware of its power. The law was passed in 1986, prior to the invention of the 
web and in an era in which the ambiguous language made sense. In the contem-
porary era, it is not always clear, and it has had a chilling effect on security re-
search by criminalizing vulnerability detection in certain circumstances.

The Librarian of Congress, via the U.S. Copyright Offi ce, authorized a tem-
porary security-research exemption to the DMCA prohibitions on circumvent-
ing technical controls to copyrighted works. These controls, called technical 
protection measures (TPM), lock access to software in devices, with criminal 
penalties for tampering with protections. The exemption allows researchers 
(and consumers and enterprise users) to search for vulnerabilities. For example, 
against the protestations of car companies, the exemption temporarily allows 
researchers to examine car software security without being subject to criminal 
legal threat.
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The criticality of cyber-physical security changes the calculus or should 
change the calculus on the conditions of legality of security research. The bipar-
tisan Internet of Things Cybersecurity Improvement Act of 2017 bill introduced 
in the U.S. Senate specifi cally sought a security-research exemption to the pro-
hibitions in the CFAA and DMCA. These exemptions, if this or a similar bill 
ever became a law, could be construed to apply only to “Internet-connected de-
vices” purchased by the federal governments. This would be helpful, but it takes 
a narrow view of “Internet of things” in only specifying the end devices. Many 
vulnerabilities occur in the back-end cloud-computing architecture or in inter-
mediary systems. It also would appear not clearly to apply to devices purchased 
in a research lab rather only those provisioned to the federal government.

Because of the importance of cybersecurity, it is a rational and important pol-
icy recommendation that researchers should not be placed in legal peril when 
they uncover vulnerabilities that place society at risk. There is also a need for 
clarity about the conditions under which researchers reveal discovered fl aws. 
The serious societal implications of secure and stable digital-physical systems 
amplify the need for a legal context that facilitates, rather than criminalizes, 
careful security research.

Rejecting the Normalization of Cyber Risk

Cybersecurity is now the great generational issue of our time. Because of so-
cietal dependencies on digital systems, no less than the digital economy, the 
public sphere, critical industrial infrastructure, democracy, and day-to-day so-
cietal functions are contingent on digital security. Human safety now depends 
on cybersecurity. National security depends on cybersecurity, with cyber con-
sidered part of warfare. This chapter has explained some of the stakes of cyber-
physical security and how contemporary practices are inadequate.

Consumer IoT devices and other cyber-physical systems too often lack suffi -
cient security. Once deployed, security measures sometimes are forsaken. His-
tory suggests that vulnerabilities will always arise and that malicious actors will 
exploit them. Acknowledging this condition does not equate to acquiescence 
and acceptance of attacks. It means directing more intellectual, legal, and fi nan-
cial resources toward the problem and enlisting a wider sweep of actors as the 
nature of technology usage and development contexts transforms. Unless there 
is an exceptional national security case, vulnerabilities should be disclosed and 
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patched. Intentional security weaknesses should not be built into technologies. 
Security research should be protected and encouraged as a component of shor-
ing up the security of digital infrastructure.

There are many other policy issues that become more critical and compli-
cated with the cyber integration into the material world. Another debate in cy-
bersecurity policy is the question of active cyber defense and whether private 
companies have a right to “hack back” against network attacks, not through 
passive defense measures but by infi ltrating networks. The case for allowing 
cybersecurity victims to hack back to protect their systems is complicated by 
the technical diffi culty of determining attribution and whether the hack back is 
directed at the actual attacker. Another vital question, addressed in chapter 5, is 
the question of security and interoperability standards for cyber-physical sys-
tems, as well as the need to shore up underlying infrastructures such as routing 
and interconnection.

As cybersecurity policy issues are worked out in the political sphere and in 
expert technical communities, the nature and stakes of the cyber-physical dis-
ruption have to be an urgent consideration and require urgent action. Trust in 
connected-device system security is also a precursor to economic growth. In 
the same way that customers must have a baseline trust in networks before al-
lowing electronic payments, they must trust the security of transmissions and 
calculations that control critical life systems, whether autonomous vehicles or 
home-security systems. The stakes of cyber war and attacks on consumer infra-
structure or civilian energy infrastructures are too high.
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SOME ENGINEERS IN THE INTERNET’S technical design community responded 
to Edward Snowden’s 2013 disclosures about the pervasiveness of NSA 
surveillance with a call for “hardening the Internet” by shoring up security with 
greater end-to-end encryption.1 The Internet Engineering Task Force published 
a consensus “best current practice” document stating that “pervasive monitoring 
is a technical attack that should be mitigated in the design of IETF protocols, 
where possible.”2 These efforts specifi cally acknowledged that expansive gov-
ernment surveillance presented a serious civil liberties challenge to individual 
privacy and that protocological approaches could, at a minimum, make it more 
diffi cult and costly to enact pervasive monitoring. The Internet Architecture 
Board (IAB) recommended that end-to-end encryption be the default approach, 
necessary for restoring trust in the Internet.3 Extensive surveillance was an 
assault on privacy.4

Internet standards are one of the most technically complex areas of Internet 
governance but also one of the most politically charged. The idea of the politics 
embedded in technical standards crystallized in Janet Abbate’s Inventing the In-
ternet (1999). Referring specifi cally to the origin of TCP/IP, Abbate wrote, 
“Standards can be politics by other means. Whereas other government inter-
ventions into business and technology (such as safety regulations and antitrust 
actions) are readily seen as having political and social signifi cance, technical 
standards are generally assumed to be socially neutral and therefore of little 
historical interest. But technical decisions can have far-reaching economic and 
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social consequences, altering the balance of power between competing busi-
nesses or nations and constraining the freedom of users.”5

The economic and social consequences of technical standards have become 
clear over time. Even leading thinkers in the Internet Engineering Task Force, 
the core engineering community designing Internet protocols, concede that 
“there is no value-free design.”6 Protocol designers themselves acknowledge 
the connection between architectural design and social concerns. Economic 
analyses of standardization emphasize effects on innovation, competition, and 
global trade.7 Regarding social policy, web standards determine accessibility 
for people with hearing, sight, or mobility impairments. As such, studies have 
examined a range of digital standards from the geopolitics of Internet address 
standards8 to global tensions over securing the Internet’s Domain Name System 
via DNS Security Extensions (DNSSEC).9 Other studies have analyzed—more 
expansively—the policy implications of Internet RFCs (Requests for Com-
ments), the historical archive of core Internet standards and related informa-
tional documents,10 or examined how Internet design communities can more 
directly address human rights.11 Technical specifi cations have also been closely 
intertwined with politically charged issues such as privacy and law enforce-
ment, especially in encryption standards.12 Design tensions between encryption 
standards and national security and surveillance have existed for decades.

A human analogy is helpful to understand the critical role of standards. In the 
same way that humans have culturally contingent conventions for communica-
tion practices such as greeting each other (e.g., shaking hands, kissing, bow-
ing), language, or addressing a letter to a globally unique physical address, so 
too do computers require communication standards to be able to exchange in-
formation. Technical standards are neither software nor hardware. They are 
written blueprints for interoperably communicating and interfacing and ex-
changing data in common formats. The development of technical standards, in-
stantiated as protocological rules, constitutes one of the core cyber-governance 
functions enabling networks and products built by different manufacturers to 
interoperate and incorporate the necessary encryption, formatting, error check-
ing, addressing, and other functions.

The design of algorithms is closely related and similarly powerful. Algo-
rithms play a central, if obfuscated, role in society because they rank, sort, dis-
criminate, predict, and rate all aspects of life.13 Computing devices are not 
useful unless they are provided with programming instructions telling them 
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what functions to perform and how to perform them. Algorithms perform tasks 
related to encrypting, routing, ranking, fi ltering, searching for, and compressing 
information—permeating every aspect of information and communication 
technology infrastructure. They also make consequential decisions related to 
how to value, score, or tailor political speech to people online. Cyber-physical 
system algorithms that serve as portals between virtual and material worlds 
may have even greater consequences in their design. This is especially the case 
for collision-avoidance algorithms in autonomous vehicles and control algo-
rithms for real-world infrastructure systems in critical energy, health, and trans-
portation sectors. Machine-learning algorithms aggregate historical data from 
the real world and make predictive decisions accordingly.

Examining the implications of technical protocols and algorithms alike re-
quires peering inside of these specifi cations. The computer scientist and Inter-
net pioneer David Clark, via his control point analysis approach, explains that 
understanding the actors, control points, and implications requires the extrac-
tion and cataloging of technical workings, again opening the black box.14 Un-
derstanding the politics of technical architecture is also well served through the 
concept of code as law. Lawrence Lessig’s infl uential book Code and Other 
Laws of Cyberspace explained that online and offl ine behavior is regulated by 
four modalities. These include laws, such as being held legally responsible for 
theft in the real world or theft online; norms, such as cultural expectations about 
what clothing to wear in the real world or how to behave in an online forum; 
and markets, such as economic forces of supply and demand. Architecture is 
another constraining modality, such as lack of accessible architecture for the 
disabled. As Lessig explained, “To understand a regulation then we must under-
stand the sum of these four constraints operating together. Any one alone can-
not represent the effect of the four together.”15

If architecture is part of politics, changes to arrangements of technology are 
changes to arrangements of power. Who is in charge of cyber-physical system 
architectures, and what interests and values are embedded in emerging designs? 
Who are the technical communities that design and administer cyber-physical 
systems, and are they different from traditional technical communities? Are 
these new architectures incorporating adequate security features to address the 
rising stakes of cyber-physical systems for public safety and critical industrial 
infrastructure? In what ways are emerging architectures able to be exploited for 
political power on the international security stage? The behind-the-scenes frame-
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works, power structures, and standards institutions are changing as the Internet 
diffuses into the real world, co-constructing politics and technical architecture.

Anyone packing power adaptors for an international trip understands the in-
convenience of incompatible standards. Plug confi gurations vary by region, so 
a laptop from Australia does not directly plug into an electrical outlet in Can-
ada. Individuals have to use an adaptor to plug their computing device into an 
outlet in another country. The opening years of IoT innovation have lacked both 
interoperability and adaptability.

Individuals using different brands of smart lightbulbs in their own homes do 
not necessarily have the option to interconnect them via a common platform. 
One company’s IoT devices are not always compatible with another company’s 
devices or intelligent home assistant. This is a departure from the norm of inter-
operability by design in the Internet era. Common Internet standards allow 
someone to access a website from any browser (e.g., Chrome, Edge, Firefox, 
Safari). There are always forces of enclosure, such as smartphone-app gate-
keeping or lack of data portability and universal search in proprietary social 
media platforms, but the Internet has generally privileged content interoperabil-
ity. This is not a norm in cyber-physical systems.

In the contemporary context, interoperability is waning, not waxing. The 
state of standardization in these emerging spaces is chaotic and fl uid. The shift 
from digital information systems to cyber-physical systems is creating unique 
challenges that call into question long-established understandings of competi-
tion, consumer choice, universality, fragmentation, and open standards. The 
lack of product compatibility in the cyber-physical space may just be following 
the trajectory of information systems, which required the development over 
time of common technical standards. Alternatively, proprietary approaches 
could become dominant.

Cyber-physical standardization faces unique challenges. Real-world inter-
faces via sensors and actuators require both higher security and lower energy 
consumption. Companies as diverse as John Deere and Caterpillar or Google 
and Microsoft produce technology products requiring standardization. Internet 
standards once created specifi cations primarily for digital-only environments 
for communications and sharing of content. Now they involve physical control 
interfaces and transductive exchanges in hybrid online and offl ine spheres. 
Standards have to address autonomous networking exchanges between objects 
rather than communication between people.
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Constrained architectures have unique requirements. Cyber-embedded 
objects have physical and logical space constraints, have esoteric rather than 
general-purpose application, and often operate in low-power environments. In-
teroperability standards for a wireless, battery-powered device are completely 
different from the network protocols, data formats, and security specifi cations 
for a general-purpose computer.

A controversial but important question is whether interoperability is still nec-
essary to the same extent. Implementations are more ad hoc rather than general 
purpose. There is considerable heterogeneity, in usage, in industry sector, and 
in required functionality. On the one hand, interoperability and open standards 
enable innovation, network universality, and market competition. Open and 
widely implemented security standards can also be more secure than closed 
specifi cations that are not scrutinized and vetted.

On the other hand, lack of interoperability is sometimes benefi cial in the 
cyber-physical space. Designing a medical monitoring device to communicate 
directly with a door lock is both unnecessary and undesirable, especially from 
a security standpoint. Having some inherent lack of interoperability between 
different implementation settings, particularly by sector, assuming each envi-
ronment itself develops suffi cient stability and security, seems preferable to a 
wide-open plane of attack for cross-sector and cross-border security incursions.

At the same time, a shared underlying infrastructure based on common tech-
nical standards underlies all information systems and cyber-physical systems. 
Network operators make decisions to interconnect their networks using stand-
ard protocols. A common universal address space allows for the choice of glo-
bal reach when applicable. All systems require a stable and secure common 
routing infrastructure over which data is transmitted. The requirement for 
strong security standards exists at many layers of this common infrastructure. 
Spectrum is managed. The standards landscape has to evolve to address entirely 
new requirements but also strengthen and extend existing common standards to 
support constrained cyber-physical architectures.

The stakes of standardization are high, with consequences for economic 
competition and innovation, privacy, infrastructure stability, and security. Yet 
the current state of Internet of things standards is unsettled, heterogeneous, and 
involving many different organizations, sometimes in direct competition. The 
IoT standards environment has developed over time into a diverse and frag-
mented space. Open standards are still necessary, even if applying narrowly 
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within industry sectors rather than universally, and cyber-physical architectures 
actually raise the economic and social stakes of maintaining interoperability 
and common security standards in shared underlying network infrastructure.

The IoT Standards Landscape: Heterogeneity and Fragmentation

The term “Wild West” captures the frenetic pace and overlapping complexity 
of standards development for cyber-physical technologies. Many cyber-physical 
areas have numerous, competing standards in the same space. In some cases, en-
tirely new protocols are emerging. In other cases, standards development adapts 
entrenched communication standards to the unique requirements and constraints 
of cyber-physical architectures. The number of standards-setting consortia is ris-
ing, some newly formed around the IoT. Established standards-setting institu-
tions have moved into this space as well. Real-world companies are now 
involved; digital-only companies participate. It is not yet clear which standards 
will become dominant or even what standards-setting institution or institutions 
will be authoritative. In some areas, monocultures are developing, in which only 
one brand of connected object is able to communicate with an intelligent control-
ler made by the same company. This condition invokes the proprietary computer 
networking environment of the 1980s, when only one brand of computers could 
interconnect and only by using that company’s proprietary network operating 
system. In other cases, common standards are emerging but compete with other 
specifi cations in the same technical layer.

What are some evolving standards in this space? Figure 3 is a completely 
nonexhaustive snapshot but does serve to illustrate the wide variety of newer 
standards, in alphabetical order and spanning a variety of functional areas of 
standardization.

Any exchange of information—whether communication between people 
or control signals between things—simultaneously uses numerous standards. 
Using the public Internet has always involved hundreds upon hundreds of tech-
nical standards, or blueprints, that software and hardware manufacturers use to 
ensure that their products and services interact with those created by other de-
velopers. For example, HTTPS (Hypertext Transfer Protocol Secure) standard-
izes secure information exchange between browsers and websites; Voice over 
Internet Protocol (VoIP) is the underlying standard for making calls over the 
Internet.
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Network engineering processes have always approached standardization by 
divisions of specifi cations into layers, with each layer building on other layers. 
A layer is a conceptual tool for delineating groups of standards. The actual pro-
tocol is a defi ned, agreed-on (or proprietary) specifi cation providing rules for 
interoperability and other functions. Further still into actual deployment, an im-
plementation of these protocols is the instantiation of a standard into an actual 
manufacturer-specifi c hardware or software process.

The Open Systems Interconnection (OSI) reference model, dating back to the 
1980s, provides a tradition of conceptualizing standards in seven functional lay-
ers. The model originally represented a set of protocols that were in contention 
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Figure 3. Nonexhaustive sampling of IoT standards
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with the Internet’s TCP/IP suite to create interoperability among previously pro-
prietary systems. Now it is only a conceptual taxonomy, but it is still helpful for 
developing and understanding various types of protocols. These conceptual lay-
ers include the physical layer, specifying mechanical, optical, or electrical inter-
faces between a device and a transmission medium (e.g., fi ber-optic cable, 
coaxial cable, wireless); the data-link layer, such as Ethernet, providing logical 
specifi cations (frame formats, access techniques) for connecting to a network; 
the network layer, such as IP, specifying how a network should route informa-
tion; the transport layer (e.g., Transmission Control Protocol, or TCP, and User 
Datagram Protocol, or UDP), handling the assurance that packets successfully 
move from origination to destination point on a network; the session and presen-
tation layers (e.g., Joint Photographic Experts Group, or JPEG, and Motion Pic-
ture Experts Group, or MPEG) for encoding and compressing information; and 
the application layer, which includes high-level protocols for email, fi le transfer, 
and web standards such as HTTP. Issues of security transcend all layers. There 
are other layered conceptual taxonomies, most notably the four-layer TCP/IP 
model, which combines the physical and data-link layer into one link layer and 
aggregates the session, presentation, and application layer into a single func-
tional application layer. There are many layered architectures for understanding 
the relationship of protocols in the IoT, such as the ITU four-layer reference ar-
chitecture.16 For illustration purposes, fi gure 4 suggests a layered architecture 
prototype for organizing relevant standards that combines consensus elements 
from various models.

This customary approach of dividing myriad specifi cations into functional 
groupings extends into cyber-physical systems. It also helps acknowledge that 
these systems involve far more than just the end objects and extend into com-
munication networks, switching systems, back-end analytics, applications, 
controllers, and cloud-computing offerings. Of course, end devices themselves 
embed an entire class of standards.

At any layer of IoT standards, some cyber-physical implementations use pro-
tocols that are already in wide use in information systems, while other imple-
mentations use specialized standards that address the unique requirements and 
constraints of embedded systems.

Examining even one standards area—the local consumer IoT communication 
area (device and network layers)—helps to elucidate this interplay between ex-
isting and new protocols, as well as the contention and competition that exists in 
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even one space. Ethernet has served as the traditional approach to connecting 
laptops or smartphones in homes and offi ces: formally the IEEE 802.3 standard 
for a wired network or Wi-Fi, a wireless local area networking standard built 
on the IEEE 802.11 standard. Both of these are deployed to connect cyber-
embedded objects in industrial and consumer settings. In other cases, smart 
communication devices, and especially phones, rely on cellular networks.

Because many cyber-physical devices have power and processing constraints, 
companies and standards institutions have worked to develop newer ad hoc spec-
ifi cations to more effi ciently and resiliently accommodate these leaner environ-
ments. End devices often rely on battery power. They sometimes have a low 
transmission throughput, and their limited capacity restricts packet size and there-
fore address size within each packet to be transmitted. Some devices, by design, 
have intermittent connectivity or turn on and off to conserve battery resources.

With apologies in advance for the acronyms, the following are some exam-
ples of IoT-specifi c local or personal area communication standards. Bluetooth 
Low Energy (BLE)17 provides a low-power variation of the Bluetooth 2.4 GHz 

Figure 4. Cyber-physical layered architecture
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short-range wireless communication protocol. Near Field Communication 
(NFC) protocols provide very-short-range (within four centimeters) communi-
cation for applications such as warehouse tracking of products or contactless 
payment systems and building-access keycards. A variety of organizations are 
involved in standardizing NFC protocols, including ISO/IEC (a joint initiative 
of the International Organization for Standardization and the International 
Electrotechnical Commission), European Computer Manufacturers Associa-
tion (ECMA), the NFC Forum, GSMA, and others. Various RFID-based stand-
ards, such as the DASH7 wireless sensor and actuator protocols, serve primarily 
industrial and commercial environments. Zigbee and Z-Wave are somewhat-
longer-range home and building wireless protocols, based on the IEEE 802.15.4 
standards. Some of the different standards for short-range, inexpensive, low-
bandwidth, low-power device connections rely on IEEE 802.15.4 low-power 
wireless personal area network (LoWPAN) standards. Standards organizations 
have designed these protocols specifi cally for IoT environments.

In other cases, protocol development in the cyber-physical space retrofi ts estab-
lished protocols to constrained architectures. For example, to communicate, ob-
jects require unique addresses. The sheer volume of connected devices accentuates 
the need for global deployment of IPv6, the Internet Protocol standard that pro-
vides orders of magnitude more addresses than its predecessor IPv4 (Internet Pro-
tocol version 4). Some standards efforts have focused on the adoption of IPv6 
addresses to constrained environments, which in some cases might not have the 
power or space for widely deployed protocols designed in the context of personal 
computers and other powerful platforms. For example, the IETF has worked on 
6LoWPAN,18 IPv6 over low-powered wireless networks, to use header compres-
sion to allow IPv6 to work in constrained environments. The IETF has also devel-
oped a routing standard called RPL, short for IPv6 Routing Protocol for 
Low-Power and Lossy Networks,19 and other standards that adapt IPv6 over Blue-
tooth Low Energy (RFC 7668), Z-Wave ITU-T G.9959 (RFC 7428), and others.

These are just a few examples of the numerous standards developed over 
many years at the link and network layers. Many other standards exist in other 
functional categories all the way up to the application layer. Some environ-
ments are industry specifi c. Others are more general. The IETF has launched a 
number of initiatives to this effect, such as the Constrained Application Proto-
col (CoAP), which addresses application-level specifi cations and is modeled 
after HTTP.
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Many competing organizations, frameworks, and standards exist in each 
space. The Internet engineer Patrik Fältström has used IP-based lighting-control 
systems as an example of less interoperable, even closed consumer electronics 
approaches whereby device manufacturers create products that speak to other 
products in the same manufacturer’s line but are not able to interoperate with 
connected objects sold by other companies. He explains, “each company imag-
ines that its proprietary approach will become widely adopted as the ‘de facto’ 
standard, with respect to which it will have an obvious competitive advantage 
over other companies pursuing the same ‘maybe it will be me’ strategy.”20

Who is in charge? In other areas of digital interoperability, certain standards 
organizations have had clear expertise-based jurisdiction over the trajectory of 
protocols. Dozens of dominant organizations have carved out important areas of 
innovation and infl uence in establishing standards that collectively constitute the 
technical architecture of the Internet. The IETF is the primary institution setting 
core Internet protocols (e.g., TCP/IP). The World Wide Web Consortium (W3C), 
founded in 1994 by the web’s inventor, Tim Berners-Lee, establishes standards 
(called Recommendations) for the web;21 the Institute of Electrical and Electron-
ics Engineers (IEEE) sets Ethernet LAN (local area network) standards and 
Wi-Fi specifi cations; and the ITU historically provides telecommunication spec-
ifi cations in areas such as Internet telephony. The International Organization for 
Standardization (ISO) serves as an international body composed of national bod-
ies from more than 160 nations. The United States has NIST and the American 
National Standards Institute (ANSI). There are numerous others.

All of these long-standing standards organizations are squarely working in 
the cyber-physical space, with the addition of other alliances, industry consor-
tia, and organizations arising specifi cally to address this area, such as the Indus-
trial Internet Consortium, OneM2M, the Open Connectivity Foundation, 
Fairhair Alliance, the Zigbee Alliance, and many others.

One barrier to standardization is that, as one established technical organization 
describes it, “Most current standardization activities are confi ned to very specifi c 
verticals and represent islands of disjointed and often redundant development.”22 
Fragmentation exists among different industries. Some standards are specifi cally 
designed for smart-city environments, others for manufacturing, others for 
health-care environments, others for utility meters. There is fragmentation at spe-
cifi c functional protocol layers and multiple competing efforts by different stake-
holders, industry groups, and established standards-setting institutions.
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Several efforts also seek to create a unifi ed, multilayered approach, but even 
these are in contention. Some are open-source projects. Some are emphasizing 
royalty-free standards. Others are more closed. The initiatives sometimes focus 
on different layers of the protocol stack, such as data formats versus data-link 
interfaces. Standards for connected objects are unsettled. This is a signifi cant 
concern considering the stakes of cyber-physical systems.

The trend toward closed (proprietary) ecosystems has accelerated in the area 
of IoT markets, whether due to the need to rapidly introduce products rather 
than adopt codeveloped standards frameworks, due to the dominance of com-
panies arising in industries that are not historically part of ICT standards cul-
tures, or due to market forces opposing interoperability to gain competitive 
advantage via proprietary implementations that can lock in users and discour-
age competition. One indication of fragmentation is the proliferation of efforts 
on the part of standards organizations to try to solve fragmentation:

“The adoption of a unifi ed approach to the development of IoT systems will re-
duce industry fragmentation and create a critical mass of multi-stakeholder activ-
ities around the world.”
—IEEE23

“The Zigbee Alliance and Threat Group Address IoT Fragmentation with the 
Availability of the Dotdot Specifi cation over Thread’s IP Network.”
—Zigbee Alliance24

“There are huge, transformative opportunities not only for mobile operators but 
for all businesses if we can overcome the fragmentation of the IoT.”
—W3C announcement about Web of Things working group25

“Fragmentation of IoT standards locks consumers into an ecosystem where they 
become dependent on one vendor to meet their smart home needs.”
—Open Connectivity Foundation26

“The IoT is the natural evolution of computing and it brings its own challenges—
an immature ecosystem bearing a fragmentation of standards and security con-
cerns in a non-homogeneous IoT market, as at the moment each industry and 
application is different.”
—ENISA27

Fragmentation exists in many areas, from network interfaces to wireless pro-
tocols to controller standards. What would constitute a positive outcome? The 
IETF at one point published an informational RFC on just this question of 
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“what makes for a successful protocol?”28 The two success indicators are scale, 
meaning widely deployed, and purpose, meaning meeting its original design 
objective. In other cases, the RFC suggests, some standards, such as IPv4 and 
HTTP, are perhaps too successful, implemented far beyond their intended scale 
or intended use.

The limitation of this defi nition of success in the IoT space, based on level of 
deployment and adherence to originally intended purpose, is that it assumes 
that the original design objective is always inherently appropriate and it as-
sumes that wide deployment is desirable. Neither of these characteristics can be 
applied to cyber-physical systems with such certainty. Objectives are some-
times problematic or at least contentious; wide deployment of an individual 
specifi cation is not necessarily desirable. When viewing the Internet as a com-
munication system, wide deployment of standards has obvious salutary effects 
such as creating an interoperable digital economy and a global public sphere. 
When viewing the Internet as a control network connecting things, having 
industry-specifi c segmentation might actually have utility from the standpoint 
of consumer safety and critical infrastructure security. Fragmentation by indus-
try might be desirable so that, considering the serious security threats and vul-
nerabilities addressed in chapter 4, a lack of cross-industry interoperability can 
serve as a check on security problems. This case for some fragmentation ema-
nates from not only the concern about global attacks on cyber-physical systems 
but also the concern about global attacks originating from insecure IoT devices 
whose vulnerabilities are exploited and then used to launch distributed attacks 
on major online sites.

On the issue of “purpose,” the design objectives for standards are not always 
fi xed or settled. Shoring up the many dimensions of cybersecurity—authentica-
tion, availability, integrity, confi dentiality—is a clear purpose of technical com-
munities but not always of law enforcement and intelligence communities. 
Furthermore, some of the objectives of IoT standards are arguably not virtuous 
from the standpoint of accountability or market competition. Indeed, many con-
stitute a reversion back to proprietary enclosure and anticompetitive practices.

What is hopefully clear from this brief treatment and snapshot of only a few 
areas of IoT standardization is that a high degree of heterogeneity and competi-
tion exists in this quickly evolving and lucrative industry area. Not surprisingly, 
media articles on the subject have such creative titles as “Grab a Fork! Unrav-
elling the Internet of Things Standards Spaghetti.”29
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A Case for Open Standards in the IoT

Protocol diversity and fragmentation have become a norm in the Internet of 
things, a departure from the expectation for common standards for communica-
tion systems so that all devices and systems can interoperate. This fragmenta-
tion exists between industries, between standards organizations, and in specifi c 
functional areas. Products often use proprietary specifi cations that, by design, 
limit or prevent interoperability with competing products. Trends are pushing 
against the norm of common, open standards that historically have served as 
baseline blueprints for many communication layers, from securing web queries 
to specifi cations for how network operators exchange routing information at 
autonomous system borders.

There are many explanations for the preponderance of closed specifi cations. 
First, companies in the IoT space do not necessarily have a history of involve-
ment in digital-standards-setting organizations. Additionally, the accelerating 
pace of innovation and economic incentive to be fi rst to market does not com-
port with the slower pace of collaborative standards setting. Finally, commen-
surate with the historical trajectory of communication standards, companies 
sometimes have an interest in proprietary specifi cations for anticompetitive ef-
fects and to lock in customer bases to a monoculture.

Private ordering of embedded objects, often through proprietary enclosure, 
raises questions about interoperability and competition policy and the right to 
innovate or right simply to function.

American farmers have taken the lead in highlighting and protesting one layer 
of private-industry control: how the intellectual property rights within connected 
objects enable manufacturers to control the fl ow of data and the autonomy and 
rights of individuals even after an object is purchased outright. These rights are 
often affected by trade-secrecy laws that protect formulas and algorithms, copy-
righted software, and standards-embedded patents. Private property is no longer 
truly private property but rather hybrid owned-licensed property. Does someone 
ever own a connected object in the same way one can own a purely mechanical 
object? At best, property ownership is a gray area in cyber-physical systems. 
Embedded intellectual property rights can impede the right of users to repair or 
upgrade the devices they have already purchased. Who owns or may access the 
data collected from connected objects? Without the historical data from a car, for 
example, third-party mechanics may not be able to diagnose and repair the vehicle.
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Tractors are no longer just tractors but digitally connected computer-tractor 
hybrids. John Deere’s license agreement for machine-embedded software applies 
to, essentially, any digital components of farm equipment including actuators, 
sensors, and controllers and explicitly prohibits the purchaser from circumvent-
ing any technological measures (e.g., “passwords, key codes, encryption or other 
security device”) that protects embedded intellectual property rights.30 Farmers 
have historically fi xed their own equipment, but in the era of digitally embedded 
farm machinery, they can be prohibited from accessing code or having open ac-
cess to diagnostic information and tools. The legislative efforts to address this 
point of control proceed under the banner of the “Right to Repair.”

Throughout the world, laws prohibit the circumvention of technical barriers 
designed to protect copyrighted material. Internationally, these anticircum-
vention laws were codifi ed in the World Intellectual Property Organization’s 
(WIPO) Copyright Treaty. In the United States, the DMCA defi nes techno-
logical measure circumvention as, among other things, bypassing, deactivating, 
decrypting, or otherwise unlawfully accessing copyrighted work. These treaties 
and laws have primarily applied to purely digital products such as movies, 
books, video games, and music. Now these same laws apply to physical 
objects used in the real world that happen to have embedded digital compo-
nents. The implications are quite different and potentially interfere with the 
ability to carry out everyday tasks in the real world with purchased objects 
that require modifi cations or repair. This virtual-material hybridization changes 
the nature of object ownership. Paying $100,000 to purchase a physical 
artifact no longer means gaining control of the object. The manufacturer retains 
some control.

Traditional principles of Internet architecture and governance are being chal-
lenged. New hybrid physical-digital intellectual property rights issues, such as 
how copyright-embedded software or standards-based patents might confl ict 
with the ability of consumers to use or repair material objects, foreshadow how 
traditional norms and statutes around intermediaries and Internet governance 
become clearly challenged by new control dimensions within cyber-physical 
systems. Are norms of open standards, always contested and in tension with 
other values, further eroding?

Open standards very much matter in the cyber-physical space, even if a re-
quirement for interoperability among any and all industry spheres is not self-
evident. Industry-sector fragmentation can coexist with open standards within 
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sectors and application areas. Open standards—those that allow for participa-
tory development processes, that are openly published, and that are unencum-
bered in their use—have important political, technical, and economic 
implications.31 For example, the safety of autonomous transportation environ-
ments will require data interoperability among connected cars made by differ-
ent manufacturers, as well as interfaces with traffi c management systems and 
roads.

Open standards communities also matter in that they are important stake-
holders and infl uencers in public policy debates related to national security, sur-
veillance, and privacy. For example, design tensions between security and 
surveillance have confronted the Internet Engineering Task Force for decades, 
whether defl ecting requests to build wiretapping capability into protocols or en-
tering broader debates about government efforts to weaken encryption strength 
to enact pervasive surveillance. The Internet’s engineering community has his-
torically served as a constraining force on invasive government surveillance. In 
1996, the Internet Architecture Board—an IETF committee with oversight of 
Internet standards—addressed the issue of encryption strength in the context of 
politically charged policy discussions seeking to limit or weaken encryption for 
government access to communications. RFC 1984, for example, provided a 
consensus position of the engineering community on the need for strong en-
cryption, both for privacy and for securing commercial transactions.32

If one believes that standards setting has public policy effects, then a proce-
dural governance question arises. What is the basis of legitimacy for this 
policy-making role? Open standards have served, to a certain extent, to provide 
the transparency and participatory openness that help to legitimize governance 
functions that are not carried out by traditional nation-states but by institutions 
of experts largely from the private sector. The IETF is an example of an institu-
tion that adheres to procedural openness, in that anyone may participate in the 
development process or view the deliberations of working groups in which de-
sign discussions occur. Procedurally, there are well-defi ned rules and proce-
dures. Even though the IETF development process is open to anyone, there are 
still inherent barriers to participation. In practice, the individuals involved in 
standards setting have been affi liated with corporations with a stake in the 
outcome of deliberations. Participation, while open, requires technical exper-
tise and, often, funding to meaningfully engage. But many organizations do 
not at all meet the standard of allowing for free and open participation. In the 
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cyber-physical space, some organizations are more closed industry consortia 
than standards organizations.

Another measure of openness involves whether the standard is freely pub-
lished and the extent to which it is encumbered by intellectual property rights 
restrictions on its use. Similar to W3C specifi cations, IETF standards are freely 
published and historically unconstrained by intellectual property rights. The 
transparency surrounding the development process and the ability to view the 
standards themselves help to provide some accountability and oversight. 
The IETF has been one of the most open standards organizations with regard to 
its tradition of making specifi cations openly available in its electronic archive 
known as the Requests for Comments (RFCs) series documenting standards 
(and procedures and supporting technical information) dating back to 1969.33 
One historic contribution of the Internet of the late twentieth century, relative to 
its predecessor networks, was that it enabled devices to communicate without 
regard to the manufacturer of the device, the owner of the device, or the loca-
tion around the world. Prior to the development and implementation of the 
TCP/IP protocols and other open standards underlying the Internet, a network 
of computers using one manufacturer’s products was not intrinsically able to 
exchange information on a computer network made by a different manufac-
turer. People using email on one platform could not exchange messages with a 
friend on another platform. It is important to note the history of the TCP/IP pro-
tocol suite and how its technological affordance of openness and interoperabil-
ity created a global Internet in which all devices could interact.

This degree of interoperability and unencumbered availability and use of 
standards speaks to the economic implication of openness. Standardization 
connects to innovation policy and markets to the extent that it enables product 
competition and creates network effects related to interoperability.

This level of openness in standards has always been under pressure from 
proprietary enclosure. But historical traditions of openness are especially not 
conveying to the IoT development world. Instead of royalty-free standards, 
standards are embedded with patents that signifi cantly restrict their use or 
are available under what is sometimes called “Reasonable and Non-
Discriminatory” (RAND) licensing. Processes are not necessarily openly and 
freely available to anyone, and specifi cations are not always published. For 
example, the Zigbee Alliance offers tiered levels of participation that require 
paid fees. Becoming a “participant” who can attend face-to-face meetings or 
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engage in online discussion, vote, and “gain early access to Zigbee Alliance 
specifi cations,” costs $15,000 per year.34

A lack of standards is also not neutral. Completely proprietary approaches 
are a public policy issue of a different kind. Closed specifi cations that are not 
available for use by others have political and economic effects. In communica-
tion environments, they create a fragmented or closed-speech environment that 
restrains expressive freedom. They often serve as technical barriers to global 
trade and prevent economic competition. In other cases, proprietary approaches 
develop into de facto industry standards.

Many efforts to create broad standards architecture frameworks for cyber-
physical systems are simultaneously under way. Some compete with each other. 
Some are in different vertical areas. Some are all-encompassing. The area has 
rapidly developed and continually changed. The W3C, in 2017, launched a 
working group on the “Web of Things” to try to bring standardization to data 
formats and application programming interfaces in the IoT that is commensu-
rate to the standardized linking of data in the web.35 The W3C advocates for 
royalty-free and platform-independent solutions and has brought these design 
and market philosophies into its IoT standardization effort. The IEEE is doing 
work on a common architectural framework for the IoT.36 ISO has the ISO/IEC 
IoT Reference Architecture initiative.37 Some initiatives focus primarily on the 
industrial domain, such as the Industrial Internet Consortium (IIC) Industrial 
Internet Reference Architecture.38 These are a few examples and only a snap-
shot in time in a very rapidly moving standards area. In some cases, different 
institutional efforts have agreed on liaisons with each other.

Open standards matter, but even attempts to develop an open architecture 
framework for the IoT are in competition, highlighting the need for greater co-
operation among standards organizations in this area.

The Ongoing Need for a Common Underlying Infrastructure

Why does traffi c associated with high-profi le websites or fi nancial compa-
nies sometimes suddenly reroute through Russia?39 There is no one cloud. 
There are only private-sector-owned networks, routers, servers, buildings, 
switches, and fi ber-optic cable. Cyber-physical systems and communication 
systems alike run over a common cross-border infrastructure that is sometimes 
taken for granted. Security and stability of a connected medical device depend 
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on infrastructural arrangements that are far removed from the device and sys-
tems that support the device.

Interoperability agreements—for routing, addressing, and interconnecting—
are at the core of the security and stability of the common infrastructure ena-
bling communications among and even within cyber-physical systems. From 
an engineering perspective, there is not a single global network that supports 
Internet of things communication but rather a collection of interconnected net-
works operated by different network operators and interconnected via technical 
and economic (and sometimes political) agreements to interconnect and ex-
change information.

The security of local cyber-physical systems generally depends on the security 
of global routing systems. The security and reliability of cyber-physical systems 
are only as strong as the security and reliability of the networks over which con-
trol data from sensors and actuators fl ow. These individual networks have a phys-
ical infrastructure presence but also a logical (software-defi ned) infrastructure. 
These networks, more accurately called “autonomous systems,” collectively 
shape the global routing table that lists all IP address prefi xes and paths available 
to access these addresses. Some network providers (large telecommunication 
companies such as AT&T, content distribution networks such as Akamai, and 
content companies such as Google) operate multiple autonomous systems.

Autonomous systems are best understood as routing domains. Each one 
manages a collection of routers and IP addresses that point to resources that re-
side in that domain or that are located in a domain in which the autonomous 
system can route information under a transit agreement. Each autonomous 
system has a globally unique 32-bit number—an autonomous system number—
assigned by a Regional Internet Registry (RIR), which in turn receives alloca-
tions from the Internet Assigned Numbers Authority (IANA).40 As of 2018, 
there were more than eighty thousand autonomous system numbers assigned to 
network operators.41 The defi ning feature of an autonomous system is that it 
manages a group of IP prefi xes and has a clearly defi ned routing policy.42 Each 
of these systems uses an interior routing protocol (called an interior gateway 
protocol) to guide routers within the domain regarding the path over which to 
forward packets of data. Each uses an exterior routing protocol called Border 
Gateway Protocol (BGP) to communicate between autonomous systems.

BGP, one of the most important standards facilitating the global exchange of 
information, allows networks to advertise to other networks information about 
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what set of routes (paths to virtual resources) are accessible via that autono-
mous system.43 Internet history has been replete with examples of outages due 
to false routes advertised by a network or problems created by route leaks. The 
Internet Engineering Task Force defi nes a “route leak” as “the propagation of 
routing announcement(s) beyond their intended scope.”44 This type of unau-
thorized propagation, whether malicious or due to an inadvertent misconfi gura-
tion, results in the routing of information through a path that can enable traffi c 
eavesdropping or overload.

The routing of packets of data among network operators has historically relied 
on trust, creating a de facto infrastructure vulnerability in which it is relatively 
easy to reroute traffi c intended to reach a legitimate destination, whether inadvert-
ently or with malicious intent. This rerouting, in effect, creates a temporary outage 
during which a legitimate site becomes unreachable. Routing-induced outages 
have occurred for years, with one of the most infamous historical examples occur-
ring in 2008 when YouTube was temporarily blocked in much of the world. The 
Pakistan government directed Pakistan Telecom to censor (block access to) 
YouTube due to a video that violated the country’s blasphemy laws. YouTube ad-
ministrators blocked access within the country by redirecting the IP addresses as-
sociated with YouTube servers into, essentially, a black-hole site. But the company 
also advertised these redirected routes, whether intentionally or not, to neighbor-
ing networks to which it connected, resulting in the routes being replicated 
throughout the global Internet router tables. The end result was that YouTube was 
unreachable in much of the world until the false routes were corrected globally.

Outages due to routing problems, although not always covered by the main-
stream media, are common. The network monitoring fi rm BGPmon, which spe-
cializes in routing security, tracks incidents of hijacked or leaked routes, such 
as the December 2017 incident in which some of the most popular online 
resources—including routes associated with Apple, Facebook, Google, and 
Microsoft—were rerouted to Russia.45 Some characteristics of this event sug-
gested that the short-lived outage was intentional: it affected a collection of 
very high-profi le sites, and the routes were redirected to a Russian network that 
had been dormant until this incident.

Improving the security of BGP is a critical part of improving the security 
of the Internet of Everything. The IETF has developed protocols to apply 
public-key cryptography to interdomain routing, including a technique called 
Resource Public Key Infrastructure (RPKI). This technique, essentially, 
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authenticates IP routes. While it is too involved of an initiative to explain here, 
the system of interdomain routing between networks is a core part of the infra-
structure underlying everything, and implementing route authentication, while 
creating additional complexity, is a critical need.

The advent of physical-world connected devices and the proprietary ap-
proaches that sometimes support them raise the question of whether the Internet 
Protocol is necessary anymore as a universal address system. More broadly, is 
it even necessary for connected objects to natively use Internet protocols (e.g., 
IPv4, IPv6, HTTP, UDP, TCP), and does it matter? This is a much more com-
plicated question than it sounds, and it is surprisingly diffi cult to demarcate be-
tween devices that adhere to Internet protocols versus those that do not. 
Technical experts in the Internet’s traditional design community emphasize that 
“the deployed Internet matters” and that “most smart object deployments can 
make use of the already-standardized Internet Protocol Suite.”46

The Internet Protocol, in particular, and the Internet address space (both IPv4 
and IPv6) are certainly part of the common core infrastructure of the Internet, 
and there are many reasons to apply IP in cyber-physical environments, whether 
via a gateway or natively in devices. It would be relying on existing, well-
understood, and proven infrastructure and is an open standard.47 Many IoT 
applications connect directly to the public Internet, so it is a given that they will 
be using IP and other core Internet protocols.

Cumulatively, the sheer explosion in the number of embedded objects that 
are interconnected requires global adoption of IPv6. The Internet address stand-
ard in widest use is called IPv4, short for Internet Protocol version 4, which 
specifi es a unique combination of thirty-two bits (zeros and ones) for each ad-
dress, such as 00010011001010001000000100100001. This number is a unique 
address that tells devices, called routers, how to route information to its destina-
tion. Although computers read this long binary number, it is customary for peo-
ple to represent this number using shorthand notation called dotted decimal 
format. The shorthand notation of the preceding number is 19.40.129.33.

These IP addresses are a basic building block of how the Internet works be-
cause they are used by Internet routers to transmit packets of information to 
their appropriate destinations. This 32-bit format provides roughly 4.3 billion 
unique addresses. Because of the Internet’s rapid growth, engineers developed 
a new standard called IPv6 (Internet Protocol version 6) that expands the ad-
dress length to 128 bits, providing an Internet address pool of 2128, or 340 unde-
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cillion addresses. IPv4 addresses have all been allocated; this newer standard 
has been available in products for years, but universal migration has been rela-
tively slow, a much more involved situation than can be addressed here.48 How-
ever, IPv6 will be a critically important logical resource for supporting the 
cyber-physical world.

The stability and security of emerging systems depends on the stability and 
security of the global network infrastructure on which they operate. They are 
also only as resilient as the energy grid on which everything depends. Making 
industrial IoT systems themselves secure will have no impact whatsoever if the 
distributed networks, switches, routing and addressing systems, and energy grid 
they depend on are not stable and secure. This network and systems dependency 
is analogous to a train having no utility without tracks, switches, conductors, en-
gineers, and natural resources. The IoT runs on existing, distributed, globally en-
trenched infrastructure. This foundation—the global collection of interconnected, 
largely private networks and exchange points—cannot be taken for granted.

There is an irony. Cyber-embedded physical systems do not necessarily 
themselves adhere to open standards that support interoperability. But they are 
able to be built on existing architectural frameworks because these architec-
tures do enable interoperability. Emerging systems are not usually general-
purpose systems but rather more esoteric to a specifi c task, but they depend on 
a global network that works precisely because it is a general-purpose system 
with global reach. The edges of networks are far more heterogeneous and com-
plex than they have been since the early 1990s. The core of the globally inter-
connected digital domain runs on interoperability. The cyber-physical disruption 
depends on core, common infrastructure built on shared protocols for format-
ting, addressing, and routing data.

Future Proofi ng Standards from Blockchain to Quantum Computing

Technologies continually evolve. The original design of the Internet was it-
self a radical rethinking of existing architecture. Standards can sometimes os-
sify. They become entrenched in large-scale systems and sometimes have, as 
the historian of technology Thomas Hughes described it, a conservative mo-
mentum that can only be dislodged by tremendous events.49 The entrenched 
protocols of the Internet, as originally designed, have had great staying power 
because of this conservative momentum and legacy installed base. The term 
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“infrastructure ossifi cation” sometimes arises in technical discussions. The te-
nacity of IPv4 and the protracted delay in implementing IPv6 is an example of 
this legacy feature of protocols. So are the DNS protocols and large suite of 
web standards from HTML (Hypertext Markup Language) to XML (Extensible 
Markup Language) and beyond. The broad and rapid diffusion of the Internet 
into the material world might serve as such a tipping point that churns dominant 
architectures. It is also possible that other, more technology-specifi c fl ashpoints 
will prompt changes.

IoT is at a standards-development infl ection point. Because cyber-physical 
standards are in fl ux, with competing, heterogeneous efforts and no dominant 
framework, there is an opportunity to anticipate technologies of the future that 
need to be accounted for in their design and implementation. Quantum comput-
ing and blockchain are examples of two technologies that, at this writing, are in 
an untested hype stage but whose possible impact and (ir)rational exuberance 
standards must anticipate.

Technical communities already acknowledge quantum-computing entangle-
ments with cybersecurity standards as an area of interest, even though it is still 
unproven territory. The success of cryptographic approaches that secure digital 
transactions is predicated on the assumption that there is not suffi cient comput-
ing power to crack entrenched encryption, or at least that encryption deters 
hacking by making it either too expensive or too time-consuming to crack. The 
promise of quantum computing is that it could be orders of magnitude more 
powerful than digital computers, calling into question whether some strong 
cryptographic approaches might be cracked by this sheer processing power.

Advances in microprocessing power have, as Moore’s law suggested more 
than a half century ago, leapt forward at dramatic rates. However, even a con-
tinuation of the rapid rate of advancement in digital microprocessors that has ac-
creted over decades is still insuffi cient to anticipate overtaking strong encryption. 
But what could overtake encryption, and public-key cryptography in particular, 
is a complete transformation of computational processing that moves the world 
from digital (discrete processing based on binary) to quantum computing.

Quantum computing, as the name suggests, is based on quantum mechanics, 
a subfi eld of physics that studies how particles in the natural world simultane-
ously occupy more than one state and how these states interact with and depend 
on the state of other particles. Two natural affordances of quantum physics struc-
ture the idea of quantum computing. These are superposition and entanglement. 
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Superposition refers to the ability of particles to occupy more than one state at a 
time. Entanglement refers to the ability of the state of one particle to infl uence 
the state of another particle.

These characteristics of quantum computing—superposition and 
entanglement—potentially suggest a sweeping departure from digital comput-
ing. Digital computers encode all information—video, text, numbers—in zeros 
and ones, and the minuscule switches in silicon chips switch on and off to 
represent these two states, which we call zero and one but could be just as 
easily called True and False or anything that conveys the representation of two 
discrete states. These are binary digits, or “bits” for short. Bits have exactly two 
states, zero and one, and can occupy one of these states at a time. Quantum 
computing uses quantum bits, “qubits,” which can occupy two states at the 
same time. The end result, should quantum computers be proven successful, is 
that processing power would exponentially increase.

The processing power of quantum computing, if it successfully advances, 
would have possible direct effects on everything from the speed of online 
searches to genomic medicine. History has indicated that paradigmatic trans-
formations in computing occur. For example, the replacement of vacuum tubes 
with the transistor was one of the most consequential technological transforma-
tions of the twentieth century, ushering in the era of modern silicon microproc-
essors that have shaped the digital era.

This same advancement threatens prevailing security approaches, especially 
public-key cryptography. Quantum algorithms could solve approaches that rely 
on the length of public encryption keys to make mathematical calculations impos-
sible (or prohibitively costly) to solve. Standards organizations—including IEEE, 
NIST, and the European Telecommunications Standards Institute (ETSI)—are be-
ginning to address quantum computing,50 both from the standpoint of future proof-
ing modern cryptography and also from the standpoint of anticipating the need for 
common frameworks and standards in quantum-computing applications.

History has demonstrated that no security measures are impenetrable and that 
paradigmatic changes occur. This leads to the problem of blockchain standards 
governance. Blockchain is a decentralized public ledger system that tracks and 
manages transactions via cryptography and mathematical calculations rather than 
through a central authority. Probably the easiest way to characterize the blockchain 
architecture is to think about it as a distributed system that tracks a continuously 
growing set of records, or connected blocks, that are cryptographically linked as a 
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way to secure them against modifi cation, fraud, or tampering. Blockchain’s usual 
description as a “distributed ledger” sounds like a Charles Dickens–era record-
keeping term but just means a database of information shared and synchronized 
among participants in a network. Ledgers can keep track of any transaction, from 
recordation of business assets to real estate transactions to contracts.

Blockchain is a technology described as having unbreakable security, as well 
as being proposed as a solution for many problems (including many having 
nothing to do with what the technology actually does). It is the underlying ar-
chitecture of Bitcoin and other cryptocurrency. Blockchain is already promised 
as a solution for every conceivable area of human activity including voting, 
health-record storage, and genomics, as well as in many areas of Internet gov-
ernance including intellectual property rights protection, decentralized Domain 
Name System, and any network elements that require a digital identity system, 
including IoT systems.51

The technology already underlies a variety of mainstream fi nancial and in-
dustrial service implementations such as supply-chain management, insurance-
claims management, and settlement clearing. There are also many applications 
for which blockchain would never make sense. Not every application requires 
a record that can never be deleted. Many transactions are quick and transient. 
But it is a real technology that requires examining from the standpoint of IoT 
public policy and standardization.

Understanding blockchain governance considerations is aided by a compari-
son with cryptographic trust systems that require an intermediary—“trusted 
third party”—to perform some certifi cation or authentication function. In the 
online world, almost every transaction requires trust in a third party. Websites 
require authentication by a third-party system to ensure that they are legitimate, 
via the Certifi cate Authority (CA) process. Financial transactions (or any trans-
actions) online require trust that the site accessed, such as an online banking or 
retail site, is the actual site and not a counterfeit system designed to illegally ap-
propriate information, money, or a customer’s identity. Encryption, and specifi -
cally public-key cryptography, is at the heart of many authentication processes.

These third parties are sources of trust but also sources that can be hacked or 
otherwise subject to exploitation. A signifi cant problem of Internet governance 
is the infi nite-regress question of how to certify the authority that in turn certi-
fi es an online site. The governance problem of how to trust the trusted interme-
diaries is exactly the problem that blockchain is poised to address. The idea 
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behind the peer-to-peer decentralization of blockchain transaction validation is 
to reduce the risk of fraud and tampering or to avoid endowing centralized in-
termediaries, whether governments, corporations, institutions, or individuals, 
with outsized power. Centralized intermediaries become unnecessary because 
public ledger transactions are instead vouched for by the other participants in 
the system. It is a system of distributed consensus authenticating that a transac-
tion has taken place rather than relying on centralized authority.

Blockchain-based cryptocurrency implementations seek to ensure that the 
entity spending the cryptocurrency actually owns it and that it holds suffi cient 
resources for the transaction. The security associated with blockchain-based 
cryptocurrency is based on encryption technologies. Digital signatures signed 
with encryption keys authenticate sources of information. This authentication 
feature is roughly commensurate with other cryptographic approaches that 
vouch for sites or devices/participants in a network. The other cryptographic 
feature—cryptographic hashes—is designed to ensure that there are no altera-
tions to records. Records added to the ledger each have a unique cryptographic 
affordance that enables verifi cation and auditability.

In short, blockchain is an information technology. But it has many unique 
technological affordances:

• Disintermediation. A central intermediary is not necessary because decen-
tralized nodes becomes the intermediating network. Centralized authori-
ties are replaced by distributed consensus mechanisms.

• Record Permanence. Once a record is added to the public ledger, it can 
(theoretically) never be removed from the database.

• Record Immutability. Records, once validated, can never be altered.
• Decentralized Authority. Transaction verifi cation occurs by distributed 

consensus rather than centralized authority.
• Peer-to-Peer Networking. The logical infrastructure underpinning is peer-

to-peer rather than hierarchical.

The central authority is designed to be computation rather than people or insti-
tutions. From the disciplinary standpoint of science and technology studies, 
such a statement is inconceivable. The design of technology itself embeds 
power relations and produces socioeconomic effects. Historically, it has also al-
most never worked out to say that a technology is unbreakable.
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An open question is security. The technology is described as “uncrackable.” 
Perhaps certain implementations can be hacked but not the underlying mathemat-
ical underpinning. Strong security is one of the promises of this cryptographic 
technology, but already there are questions about what happens if a single entity 
controlled or compromised enough of the disintermediated computing systems 
(the 51 percent problem). Quantum-computing advances would also necessitate 
a reconceptualization of the promised security of blockchain. Regardless, block-
chain technology has many potential applications in the Internet of things and has 
to become a consideration, ab initio, in standardization architectures.

A Historical Perspective on the Power and Limits of Standards

Interoperability is not a given. Interoperability among devices, via common 
protocols, is a key technical enabler of interconnection, commensurate with the 
role of standards in all interconnection. However, IoT implementations have 
not adopted the same approach to open standards as traditionally have arisen in 
Internet communication applications such as the web and email, for example.52 
This is why the British computer scientist Dame Wendy Hall has presciently 
said, “The Internet of Things is not yet an Internet.”53

There has always been a tension between proprietary enclosure and open and 
interconnected common markets for innovation.54 At one point, proprietary 
computer network systems were the norm. For example, IBM (International 
Business Machines) computers ran on a protocol architecture called Systems 
Network Architecture (SNA), and these computers could not natively interop-
erate with Apple computers connected via AppleTalk protocols. Business mod-
els were based on proprietary and closed systems that created what was then 
often referred to as islands of automation or walled gardens. Devices on one 
vendor’s network could not communicate with devices on another network. 
Even into the 1990s with the advent of home online systems like America On-
line, Prodigy, and CompuServe, these systems were based on proprietary stand-
ards and were designed not to interoperate.

This tension is tipping somewhat toward proprietary, closed standards. This 
trend applies broadly and not only in cyber-physical systems. For example, so-
cial media platforms are, in some ways, closer to the proprietary online systems 
of the 1990s in which users of one online service could not communicate with 
users on other systems. There is not necessarily compatibility among platforms, 



I N T E R O P E R A B I L I T Y  P O L I T I C S 159

there is not Uniform Resource Locator (URL) compatibility, there is not data 
portability, and there is not universal searchability. It is not that standards ap-
proaches are not available. It is that the companies operating these platforms 
have engineered open standards and interoperability out of these microcosms. 
The analog would be an email user of Gmail unable to send email to a user of 
Microsoft’s Outlook email.

Without open standards, there would not have been the same competition, in-
novation, and growth in applications connected to the Internet. There is already 
a resurgence of proprietary standards in some areas of information and commu-
nication technology. This is what markets are selecting, certainly in the con-
sumer IoT space, with the consequences still to be determined even while open 
architectures are in development. Because of the economic and political impli-
cations of standards—on security, stability, economic competition, and human 
rights—standards governance is an important part of cyber-physical systems.

It is also important to keep some perspective on the limitations of protocols. 
Just because a standard is developed, the specifi cation does not spontaneously 
or automatically become implanted in the devices manufactured by private in-
dustry, nor does it guarantee the usage of these standards-embedded products in 
markets. There is also no guarantee that the intended effect of a standard oc-
curs. For example, even if protocol formulation resists governments’ attempts 
to weaken encryption to enable surveillance, governments can carry out sur-
veillance by many other means, such as requesting that a manufacturer build it 
into specifi c network switches, carrying out surveillance at interconnection 
points, or asking information intermediaries to divulge subscriber or device in-
formation. Technical-standards-setting institutions, already a diverse and some-
times competing arena of many institutions, are only part of a broader mosaic 
of technical governance. The cyber-governance regime includes industry, poli-
cymakers, market forces, Internet governance institutions, and many other ac-
tors. But standard setting is a powerful force. How cyber-physical standards 
develop will help to shape interoperability, rights, and competition for the next 
generation.
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PRESERVE A “FREE AND OPEN INTERNET.” This mantra has remained the domi-
nant Internet governance vision of the twenty-fi rst century in democratic socie-
ties. Google public policy statements have cited “preserving a free and open 
Internet” as a rationale for encouraging the U.S. government to relinquish its 
historical oversight of Internet names and numbers.1 The former Federal Com-
munications Commission (FCC) chair Jules Genachowski announced FCC 
open Internet net-neutrality rules under the mantle of “preserving a free and 
open Internet.”2 And former secretary of state Hillary Clinton delivered two 
celebrated Internet freedom speeches promoting the need to “protect and de-
fend a free and open Internet.”3

These freedom aspirations, on the surface, comport with U.S. First Amend-
ment traditions, the objective of maintaining the dominance of U.S. multina-
tional tech companies, and a host of foreign-policy interventions contingent on 
spreading democratic values and attenuating the power of authoritarian re-
gimes. Discourses around Internet freedom have served a variety of interests 
and ideologies.

However, the diffusion of digital technologies into the material world neces-
sitates a radical reconceptualization of freedom and human rights. Traditional 
notions of Internet freedom are disconnected from actual technical, political, 
and market conditions. “Internet freedom” usually pertains to content, espe-
cially freedom of expression, intellectual property rights, and freedom from 
government regulation of content. Rarely has it involved technical architecture 
itself, although interestingly the philosophical principles of freedom and 
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openness have some historical roots in the Internet’s engineering design com-
munity. When human rights concerns do invoke infrastructure, this connection 
has primarily focused on access rights that affect the fl ow of content, such as 
broadband penetration rates or net neutrality, both infrastructure issues that re-
side very close to human users rather than embedded in technical architecture.

Of course, the Internet was never completely free or completely open, even 
viewed through the lens of content. While activists and technologists have 
sought to defensively preserve a free and open Internet, authoritarian and dem-
ocratic governments alike have turned to digital technologies to constrain hu-
man freedom and enact invasive surveillance of citizens, sometimes under the 
mantel of preserving social order.

Science fi ction imaginaries about pervasive surveillance, digitally meddling 
in democratic elections, and cyber infrastructure disruptions that once seemed 
unthinkable have wholly materialized. In a span of a few years, the Egyptian 
government was able to sever citizens’ Internet and mobile phone access for 
days; a hacker obtained the personal data of seventy million customers of an 
American retail giant; and the U.S. intelligence community exposed Russian 
attempts to intervene in elections.

For those who access the Internet in democratic societies, it is sometimes dif-
fi cult to absorb how illusory are digital speech rights in other cultures. A Saudi 
Arabian court sentenced a father of three to ten years of imprisonment and cor-
poral punishment of two thousand lashes for posting atheistic tweets criticizing 
religion in 2016.4 The Committee to Protect Journalists, in a recent prison cen-
sus, recounted a record number of Internet-based journalists jailed in Egypt, 
ranked only behind China in the imprisonment of journalists.5 The Turkish gov-
ernment has ordered a succession of Internet blockages. A great enduring my-
thology in the history of the Internet is the notion of a social-media-fueled Arab 
Spring that has brought about democratic revolutions.

Two incommensurable Internet worldviews coexist: preserving a free and 
open Internet versus preserving an invasive system of effi cient censorship 
and surveillance. One presents utopian possibilities for freedom of expression 
and access to knowledge, and the other presents a chilling vision of information 
control and personally invasive private and public scrutiny. As with all tenuous 
binaries, the reality is much more complicated, and the same exact technologies 
that enable individual freedom can be used by authoritarian governments for 
repression. Problematically, both framings focus primarily on content.
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Competing notions of utopian possibility and dystopian admonition have 
many historical antecedents in times of rapid technological change. The 
nineteenth-century introduction of the telegraph radically altered possibilities 
for communication. The novel invention suddenly enabled information to fl ow 
orders of magnitude faster than the mail-delivery speed limitations of real-
world transportation systems like railroad and shipping technologies. The tele-
graph’s globally spanning network of cables and network operators using 
Morse code to transmit and receive messages disordered economic and social 
life. As the historian Tom Standage describes the telegraph in The Victorian In-
ternet, “It revolutionized business practice, gave rise to new forms of crime, 
and inundated its users with a deluge of information. Romances blossomed 
over the wires. Secret codes were devised by some users and cracked by others. 
The benefi ts of the network were relentlessly hyped by its advocates and dis-
missed by the skeptics. Governments and regulators tried and failed to control 
the new medium. Attitudes toward everything from news gathering to diplo-
macy had to be completely rethought.”6 The advent of radio and television 
prompted similar rhetoric about the democratic possibilities of mass broadcast-
ing, albeit using a one-to-many rather than two-way transmission fl ow.7 Each 
new technology similarly resulted in regulatory tussles and confl icts between 
stakeholders’ interests. So it is with cyber technologies.

How does Internet freedom require rethinking in the context of the cyber-
physical disruption? This chapter offers an evolutionary history of different In-
ternet freedom framings and their stakeholder implications. It then compares 
the promise of Internet freedom against what has occurred in practice. Finally, 
it sets the stage for the complications that the Internet’s transformation into the 
physical world presents for the future of individual cyber freedom. Internet 
freedom framings have not at all encompassed concerns about basic security 
and stability, and this must change. Digital rights framings must evolve again to 
refl ect the high stakes of contemporary technological transformations.

The Engineering Roots of Freedom from Top-Down Control

Before there were Internet freedom advocates, there were engineers in the Inter-
net Engineering Task Force who created traditions of bottom-up technical design 
based on participatory processes and rough consensus. The IETF as an institution 
was formally established in 1986 and more recently placed under the umbrella 
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organization that is the Internet Society, but its functional and institutional lineage 
traces back into the 1970s. As the historian of technology Andrew Russell ex-
plains, “The Internet standards community not only introduced technological in-
novations; it also pioneered organizational innovations such as the use of electronic 
mailing lists to build consensus around technical work, a process open to all inter-
ested stakeholders, and the free and unrestricted distribution of standards.”8

A 1995 Wired magazine article portrayed the emerging culture of the IETF: 
“in the cyber ’90s . . . the True Masters of the Universe are not freemasons, 
mergers-and-acquisitions specialists, or venture capitalists but the members of 
a voluntary association of tech wizards that create and oversee the technologi-
cal future of the Internet.”9

The Internet’s engineering community pioneered democratic design tradi-
tions. Historically, anyone could participate in in-person meetings or electroni-
cally mediated working groups. The standards themselves were made freely 
and transparently accessible to anyone, enabling both open innovation and also 
the possibility for public accountability over the specifi cations. Dominant 
standards have traditionally had minimal or no intellectual property restrictions 
on their use, refl ecting the values of designers. Whereas the goal of many stand-
ards is to extract royalties via underlying patents or to gain market advantage 
by limiting access to specifi cations, the openness of IETF specifi cations has 
supported the institution’s objective of having them widely adopted.10

One of the most enduring design philosophies of the Internet engineering 
community came from David Clark’s 1992 plenary talk “A Cloudy Crystal 
Ball, Visions of the Future,” and it became an articulation of the IETF’s core 
philosophy:

We reject: kings, presidents, and voting.
We believe in: rough consensus and running code.11

This statement was not a response to government intrusion into the Internet de-
sign process. It refl ected concern that IETF working group members felt about 
hierarchical pressure within the IETF itself. In the context of decisions that 
would eventually lead to the development of IPv6, designed to expand the 
number of available Internet addresses by replacing its predecessor standard 
IPv4, the IETF’s leadership body, the Internet Architecture Board (IAB) had 
recommended a specifi c protocol as a replacement. Clark and other engineers 
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believed the most effective solutions would emanate in a bottom-up approach 
from IETF working groups that adopted working, tested solutions. The phrase 
“rough consensus and running code” became the institution’s de facto operat-
ing credo that endured for decades. Although not employing the term “Internet 
freedom,” this pragmatic philosophy refl ected values of democratic participa-
tion and transparency and the rejection of top-down control, all values that 
would shape future Internet freedom epochs.

The Evolutionary Politics of Internet Freedom

The normative stance of promoting Internet freedom has malleably responded 
to almost any problem or stakeholder interest related to cyberspace. Self-de-
scribed conceptions of Internet freedom have evolved over decades and certainly 
since the early 1990s inception of the web. Each historically specifi c formulation 
is value laden and shaped by its own set of stakeholders and incentives. Each 
arises contextually around particular ideologies, infrastructures, and usage norms.

One potent and durable Internet freedom framing arose from cyber-libertarian 
opposition to regulatory interventions in cyberspace, from the Communications 
Decency Act (CDA) of 1996 to the Stop Online Piracy Act (SOPA) proposed in 
2011, among numerous others. Separately, the U.S. Department of State con-
ceptualized Internet freedom as a foreign-policy intervention to promote de-
mocracy during the Obama administration. Large corporate intermediaries 
have adopted a similar Internet freedom conception opposing censorship and 
promoting the free fl ow of information. A completely distinct framing ad-
dresses Internet access as a human right, spanning concerns such as broadband 
penetration rates around the world and the nondiscrimination principle of net 
neutrality. A more recent and globally infl uential Internet freedom formulation 
views multistakeholder governance models as a mechanism for democratic 
ideals in cyberspace.

These fi ve rhetorical conceptions of Internet freedom share one common fea-
ture. They are centrally about content and, more specifi cally, communicative 
expression—free speech, the right to access knowledge, the free fl ow of informa-
tion, the ability to communicate with others. Rethinking rights in the context of 
the Internet as a control network enmeshed in cyber-physical systems fi rst re-
quires a historical understanding of content-centric Internet freedom conceptions 
and what is at stake for various stakeholders who construct these formulations.
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Freedom from Government Regulation: From Decency to Piracy

Concern about sexually explicit content online has often come into confl ict 
with freedom of expression. One of the fi rst formal references to the term “In-
ternet freedom” emerged in 1995 in the context of U.S. government attempts to 
censor speech that it deemed immoral. There was not suffi cient broadband ac-
cess to easily stream video in this technological context. The concern was pri-
marily about what was deemed by some people as obscene or indecent text and 
images. FCC restrictions on offensive language on television already existed, 
but the question was whether the government would turn attention to regulating 
Internet content.

In the early 1990s, the Internet was called the “information superhighway.” 
Internet access services leveraging new browser technologies to enable easy 
navigation of the web were supplanting the dominant proprietary online sys-
tems like America Online, Prodigy, and CompuServe. Rather than accessing 
curated services in which content was provided by the network provider or 
heavily moderated, the web allowed anyone to post information, including sex-
ually explicit material.

In this context, the United States established a law designed specifi cally to en-
act government regulation of online content related to “indecency.” Passed by 
Congress and signed into law by President Bill Clinton, the Telecommunications 
Act of 1996 included a controversial Title V provision known as the “Communi-
cations Decency Act.” The CDA amounted to government regulation of online 
content specifi cally related to “indecency.” It criminalized, by punishment of fi nes 
or imprisonment, the use of “any interactive computer service to display in a man-
ner available to a person under 18 years of age, any comment, request, suggestion, 
proposal, image, or other communication that, in context, depicts or describes, in 
terms patently offensive as measured by contemporary community standards.”12

Advocacy organizations—including the American Civil Liberties Union 
(ACLU), the Electronic Privacy Information Center (EPIC), and the Electronic 
Frontier Foundation (EFF)—viewed the CDA as a threat to Internet freedom. 
Free-speech advocates interpreted the reach and vagueness of the law as an un-
constitutional restriction on speech that would have chilling effects on expres-
sion and possibly even restrict discussions about abortion, birth control, human 
sexuality, medical procedures, and human anatomy. Hundreds of website op-
erators blackened their background screens to protest the law’s passage.13 The 
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World Wide Web was then only a few years old, so this online protest was one 
of the fi rst instances of a web boycott.

One short publication symbolically epitomized cyber-libertarian perspectives 
on a limited role for governments in regulating Internet content: “A Declaration 
of the Independence of Cyberspace” by the late John Perry Barlow, an original 
thinker about the Internet and civil liberties online. A former Grateful Dead lyr-
icist, Wyoming rancher, and cofounder of EFF, Barlow published the roughly 
850-word treatise in 1996 in the context of the passage of the Telecommunica-
tions Act of 1996.14 An excerpt from the opening of the declaration follows:

Governments of the Industrial World, you weary giants of fl esh and steel, I come 
from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the 
past to leave us alone. You are not welcome among us. You have no sovereignty 
where we gather.

We have no elected government, nor are we likely to have one, so I address you 
with no greater authority than that with which liberty itself always speaks. I de-
clare the global social space we are building to be naturally independent of the tyr-
annies you seek to impose on us. You have no moral right to rule us nor do you 
possess any methods of enforcement we have true reason to fear.15

Barlow’s piece specifi cally referenced the Telecommunications Act and warned 
about content “guard posts” erected in other countries. It also took aim at in-
creasing attention to intellectual property rights enforcement approaches on-
line, criticizing laws prohibiting the dissemination of ideas from “increasingly 
obsolete information industries” in a technological world in which ideas “can 
be reproduced and distributed infi nitely and at no cost.”16

After moving through the courts, a 9–0 Supreme Court ruling struck down 
part of the CDA—specifi cally its anti-indecency provisions—in Reno v. Ameri-
can Civil Liberties Union on the grounds of violating the First Amendment of the 
United States Constitution. The 1997 ruling described the Internet as a network 
of computers enabling “tens of millions of people to communicate with one an-
other” and constituting “a unique and wholly new medium of worldwide human 
communication.”17 The court viewed the Internet as distinct from broadcasting 
in that children could access broadcast material with little or no diffi culty or 
action. Most notably, the ruling noted that the undefi ned terms “indecent” and 
“patently offensive” were suffi ciently vague to raise First Amendment concerns 
about the law’s chilling effects on free speech.
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This tension between the public interest of protecting children and promot-
ing conditions of free expression is an example of the enduring values confl icts 
that exist at cyber control points. A lasting and infl uential legacy of the CDA is 
its Section 230 provision, which provides immunity from liability for Internet 
providers (called in the context of the CDA “providers of interactive computer 
services”) for information published by others on their services. Fast-forward-
ing decades from the inception of this law, a social media service, for example, 
is generally not liable in the United States for the content its subscribers post on 
the service, whether it is hate speech or political propaganda. Contemporary 
questions about the obligations of private intermediaries to perform content 
moderation around everything from cyberbullying to foreign political propa-
ganda raise the question anew about service providers not treated as the speaker 
or the publisher. The safe harbor provision of this law also immunizes interme-
diaries from liability for good-faith attempts to address objectionable content.

Another legacy is Barlow’s declaration itself. Even though scholars have ret-
rospectively criticized his essay as ideological and oversimplifi ed,18 and even 
though Barlow rethought it himself over the years, it was a visionary response 
that admirers and detractors alike have reproduced on tens of thousands of web-
sites, cyber activists have referenced, and Internet policy scholars have exten-
sively cited. The underlying philosophy rests on principles of limited 
government regulation of content and the expansion of cyberspace—both infra-
structure and content—as a precursor for growth and innovation of the digital 
economy and online creativity.

Similar concerns about the consequences of government regulation fueled 
the 2011 and 2012 web blackouts over two intellectual property rights bills 
moving through the United States Congress, the Stop Online Piracy Act (SOPA) 
and the Preventing Real Online Threats to Economic Creativity and Theft of In-
tellectual Property Act (PROTECT IP Act, or PIPA). Drafters designed SOPA 
and PIPA, rare examples of bills with full bipartisan support, to target intellec-
tual property rights violations, such as the illegal digital sharing of copyrighted 
media (e.g., music and videos) and trademark and trade-secrecy violations such 
as the online sale of counterfeit pharmaceutical products or knockoffs of luxury 
goods. Not surprisingly, the bills had the support of powerful mainstream me-
dia content corporations, the pharmaceutical industry, and the motion picture 
and music lobby. Both bills would have increased criminal penalties for down-
loading pirated media. They would have enabled law enforcement and intellec-
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tual property rights holders to demand that private intermediaries block services 
to infringing sites, such as search engines not returning links to these sites, In-
ternet service providers blocking access, fi nancial intermediaries not directing 
payments, and advertising companies not serving ads to these sites.

The two piracy bills prompted the largest online boycott and petition effort 
in the Internet’s history, at least up until that time. The response, led by large 
technology companies and advocacy organizations, included dramatic coordi-
nated blackouts of popular online sites. For twenty-four hours, Wikipedia 
blacked out its English-language site with a banner reading, “Imagine a World 
without Free Knowledge.” Reddit similarly disrupted access to its own site. 
Google blacked out its opening Google doodle (its daily alteration of its search-
screen logo). EFF, among other prominent advocacy organizations, facilitated 
millions of petition signatures and calls to Congress.

The boycott and petition effort was not necessarily resistance to antipiracy ef-
forts but a protest over specifi c provisions of how antipiracy efforts would be car-
ried out, such as heightening criminal penalties, possibly holding intermediary 
companies liable for copyright infringement on their sites, and the prospect of 
blocking access to an entire site for containing a hyperlink to other sites hosting 
pirated content. Concern centered on free speech and the ability for the tech indus-
try to innovate or even transact business as usual.19 As Reddit cofounder Alexis 
Ohanian warned, the legislation would “obliterate an entire tech industry.”20

The Internet’s technical community expressed concern about a more compli-
cated and alarming provision of the bills, the possibility of enforcing intellectual 
property rights by altering the Domain Name System’s universally consistent 
mapping of domain names into associated IP addresses. It had already been com-
mon for national governments to order Internet registries within their borders to 
block access (not resolve domain names into IP addresses) to sites with domain 
names under their jurisdiction. The additional provision would have addressed 
the problem of piracy taking place extraterritorially, such as originating in Russia 
and involving a domain name that a foreign registry controlled, and would have 
required intermediaries to locally modify the global mapping of names into num-
bers. This suggestion of shifting from a universally consistent domain name map-
ping to one that would be locally modifi ed raised concerns about how this change 
would complicate DNS security and erode the universality of the Internet.21

This attention from the Internet technical community helped discursively 
position the debate as a “don’t break the Internet” framing as well as one of 
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“Internet freedom.” But it was the media attention from the online blackouts 
and petition efforts that attracted the attention of policymakers, leading to spon-
sors of the bill withdrawing their support for the bill as crafted. Over time, In-
ternet freedom concern about regulatory overreach encompassed three primary 
concerns: limiting freedom of expression, impeding the ability of tech compa-
nies to thrive, and, to put it simply, breaking the Internet.

Internet Freedom as U.S. Foreign Policy

A conception of Internet freedom that is more tightly embroiled in the global 
political system began roughly with Hillary Clinton’s famous 2010 speech on 
Internet freedom at the Newseum in Washington, DC. As secretary of state, 
Clinton delivered formal remarks outlining the new Obama administration’s 
policies on Internet freedom. This fi rst major speech by a U.S. government of-
fi cial on the Internet described the spread of cyberspace as enabling the free 
fl ow of information while also acknowledging its role as a platform for wide-
spread government censorship, such as in China, Tunisia, and Uzbekistan, as 
well as the Egyptian government’s detention of bloggers and activists. Her 
speech directly referenced Franklin Delano Roosevelt’s 1941 “Four Freedoms” 
speech and Winston Churchill’s “Iron Curtain” speech to introduce basic digital 
rights including freedom of expression and the freedom to connect. The short 
speech used the word “freedom” forty-six times. Secretary Clinton directly crit-
icized censorship by China and called on industry to push back against the ef-
forts of authoritarian governments to restrict or block speech.22 Policy scholars 
and activists immediately immortalized her address as a “historic speech.”23

Internet freedom became part of U.S. foreign policy in rhetoric but also more 
actively in programmatic activities, partnerships with civil society and the private 
sector, foreign funding, and bilateral and multilateral policy engagement. During 
the Obama administration, the U.S. Congress appropriated hundreds of millions 
of dollars to the United States Agency for International Development (USAID) 
and the State Department to support activities related to the advancement of Inter-
net freedom. Described as a “venture capital approach” to Internet freedom, the 
State Department’s Bureau of Democracy, Human Rights, and Labor provided fi -
nancial support for a wide range of programmatic approaches—technological in-
novation, advocacy, education, research—in support of global Internet freedom.24

The Internet governance scholar Madeline Carr suggests that U.S. foreign-
policy advocacy for Internet freedom could be understood not only “as the pro-
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motion of human rights or of a normative ‘public good’ but also as an expression 
of state power.”25 In other words, the liberal democratic values embedded in 
most Internet freedom conceptions, and certainly the U.S. State Department’s 
technological vision during Secretary Clinton’s term, accomplished multiple 
distinct goals of promoting human rights, bolstering the legitimacy of the state, 
and establishing the conditions for both how the Internet functions and the in-
stitutional power structures around these functions.

Global political controversies over cyber control also increasingly entered 
the public consciousness during this era. The same year as Secretary Clinton’s 
fi rst Internet freedom speech, WikiLeaks began releasing into the public do-
main classifi ed diplomatic cables sent between the State Department and con-
sulates, diplomatic missions, and embassies. Exactly one year after Clinton’s 
fi rst Internet freedom speech, on January 27, 2011, in a political phenomenon 
without historical precedent, the Egyptian government cut off phone and Inter-
net access to its citizens. The fi ve-day outage was carried out by private indus-
try at the behest of the Egyptian government under President Hosni Mubarak in 
the context of political unrest directed against the state. Shortly thereafter, Sec-
retary Clinton made a second Internet freedom speech, this time at George 
Washington University in Washington, DC. Clinton addressed the WikiLeaks 
State Department cable breach head-on and emphasized the need for security as 
well as liberty and principles of confi dentiality, including for government on-
line communications. Still, freedom of expression and the promotion of demo-
cratic freedom around the world remained primary principles.

Narratives about the so-called Arab Spring certainly fall into this linkage be-
tween Internet freedom and democratic values. The term generally referred to a 
wave of protests and uprisings against primarily authoritarian governments in 
the Middle East and North Africa, beginning in Tunisia in 2010. The role of the 
Internet in organizing protests and promoting change during this time was one 
of the more utopian and technologically deterministic views of cyberspace since 
its inception, especially considering the regional instability that has ensued in 
the intervening years, such as civil war in Libya, political turmoil and media 
censorship in Egypt, and nearly complete societal breakdown in Syria.

Nevertheless, U.S. foreign-policy concerns about Internet freedom have in-
cluded, as scholars at the Center for a New American Century explain, two recip-
rocal dimensions: (1) extending freedoms of expression, assembly, and association 
into online realms; and (2) the idea that the Internet and new information 
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technologies promote democratic freedom offl ine.26 Corporate economic interest 
in the free fl ow of information is an additional dimension of foreign policy be-
cause of the enormous importance of large media companies to global markets 
and to the U.S. economy.

Internet Freedom and Corporate Interests

The United Nations’ conception of human rights on the Internet affi rms that 
“the same rights that people have offl ine must also be protected online, in par-
ticular freedom of expression, which is applicable regardless of frontiers and 
through any media of one’s choice, in accordance with articles 19 of the Uni-
versal Declaration of Human Rights and the International Covenant on Civil 
and Political Rights.”27 Private information intermediaries, such as Google and 
Facebook, have an obvious and signifi cant stake in the promotion of freedom of 
expression around the world.28 Online platform intermediaries drove the Inter-
net boycotts and petitions responding to the perceived regulatory overreach of 
the antipiracy bills SOPA and PIPA. These companies have similarly some-
times pushed back against Internet censorship and blocking around the world. 
These efforts are not only statements of corporate principles but efforts to pre-
serve the companies’ business models.

Government censorship of corporate media platforms such as YouTube is also 
a blockage of the ability of these companies to generate revenue, which they do 
primarily through serving targeted online ads to users. As a characteristic exam-
ple of the free expression commitment of online intermediaries, the following 
was a 2008 statement from a Google Policy Counsel on “Promoting Free Expres-
sion on the Internet”: “Google’s commitment to freedom of expression is at the 
core of everything we do—whether it’s independent media organizations using 
YouTube to express themselves in Venezuela, or citizen journalists using Blogger 
to chronicle Myanmar’s crackdown last year on Buddhist monk protests. Unfor-
tunately, many governments around the world impose limits on their citizens’ 
freedom of speech, and that often leads them to block or limit access to our tools 
and services. This is one of the largest challenges we face as a company.”29 Iron-
ically, governments are rarely able to censor information and block access or 
monitor communication on their own but do so via private companies that own 
and operate the infrastructure and platforms over which information fl ows.

Shutting down access requires the cooperation of private companies, whereas 
governments order service providers to shut down cell phone and Internet serv-
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ice. Therefore, private companies are both a mechanism for and also a source 
of resistance for pushing back against restrictive information policies. Private 
information intermediaries, like companies in other industries such as energy, 
often have statements of corporate social responsibility that lay out operating 
principles that comply with a particular set of values.

Large Internet companies including Microsoft, Google, and Yahoo!, along 
with CDT and other advocacy organizations, formed the Global Network Ini-
tiative (GNI) as a coalition expression of corporate principles on freedom of ex-
pression and privacy. Drawing from international standards such as the 
Universal Declaration of Human Rights, the coalition sought to promote com-
mon principles for freedom of expression, privacy, and transparency, to provide 
accountability via independent assessments of adherence to these principles, 
and to engage in shared policy engagement and information sharing. Multi-
stakeholder coalitions such as GNI have not been without confl ict. For exam-
ple, EFF withdrew its membership after the revelations about the expansiveness 
of NSA surveillance and the extent to which private companies have cooper-
ated with this surveillance.30

In Consent of the Networked: The Worldwide Struggle for Internet Freedom, 
Rebecca MacKinnon sorts through the complex dynamics between democratic 
freedom and political control online, making visible the shift in governance func-
tions from the state to private networks and conceptually explaining the types of 
political control possible online. For example, the same technologies enabling 
democratic openness can be used to repress, even while making censored people 
feel freer (e.g., the “networked authoritarianism” of China) or to manipulate, 
such as the “digital bonapartism” of how Russia is perfecting public-opinion 
manipulation via direct and indirect control of digital networks.31 In light of these 
political control approaches and the role of the private sector in intermediating 
everything, MacKinnon views corporate accountability as a precursor to what 
she also terms a “free and open Internet.”32

Internet Freedom as Access Rights

Internet freedom has sometimes been synonymous with “net neutrality” and 
conceptions of access as a fundamental human right. Access rights fall into sev-
eral overlapping categories: net neutrality and the principle of nondiscrimina-
tion by Internet service providers; broadband penetration rates and similar 
digital-divide issues; and a hybrid of the two in which free services (zero rating) 
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help bridge the second category (broadband penetration) but potentially violate 
the fi rst category (net neutrality) because the free services only allow access 
through proprietary portals that limit what can be freely accessed.

This conception of Internet freedom resides close to human end users, focus-
ing on edge-of-the-network access technologies and policies, and is rooted, 
particularly among U.S. legal scholars, in First Amendment rights. As the Inter-
net law scholar Marvin Ammori explains, “There should be no doubt that ac-
cess to high-speed Internet service is even a First Amendment issue—as is the 
question of whether or not that access is limited by telecoms, cable companies, 
Hollywood, devices, or large tech companies.”33

Many depictions of Internet freedom have singularly focused on net neutrality, 
a narrow but important policy issue that is geographically local but has global im-
plications. The basic policy question of net neutrality is whether network operators 
should be legally prohibited from discriminating against certain types of traffi c, 
content, applications, or sites for political, economic, technical, or other reasons. 
Discrimination can entail blocking, prioritizing, or throttling (slowing). The types 
of affected traffi c can include specifi c applications such as BitTorrent clients or 
Skype, protocols such as VoIP or peer-to-peer (P2P) fi le-sharing protocols, serv-
ices such as YouTube or Netfl ix, or specifi c websites or user accounts such as those 
that are critical of government or illegally selling pirated or counterfeit products.

Positions for and against net neutrality have equally been characterized as 
preserving a free and open Internet. The Obama White House often framed the 
regulatory push for net neutrality as “President Obama’s plan for a free and 
open Internet.” FCC orders during this time were cast as “Preserving a Free and 
Open Internet,” calling on providers to transparently disclose their network 
management practices; to refrain from blocking lawful content, devices, appli-
cations, and services; and to refrain from unreasonable discrimination.34 Those 
who were against net-neutrality regulations also described their position as ad-
vocating for a free and open Internet. For example, the network service pro-
vider Comcast opposed regulatory frameworks designed to legally enforce the 
nondiscrimination principle (e.g., the FCC reclassifi cation of broadband Inter-
net access as a utility under Title II of the Communications Act of 1934) on the 
grounds of thwarting a free and open Internet and also discouraging investment 
and innovation.35

The net-neutrality issue, as historically constructed, is limited in scope to 
what is usually described as “last mile” connections of a network service to in-
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dividuals or homes, such as the link between a cellular antenna to a mobile 
phone or a coaxial cable or fi ber connection to a home. Even though this repre-
sents a small segment of broader Internet infrastructure, this concern about last-
mile access discrimination is appropriate because it serves as a choke point 
providing entrée to the broader Internet and because subscribers often do not 
have considerable choice of providers, especially in rural areas. The complexity 
of the issue is far greater than it is often simplistically portrayed in the media 
and by policymakers, and it is one that speaks to the right to innovate and com-
pete in markets, the freedom of individual customers to access lawful content, 
and the pragmatic engineering need to undertake routine network management 
that addresses performance, latency, and quality of service.

Beyond the narrow net-neutrality issue is the broader view of access as a 
right and as the core building block of a free and open Internet. The United Na-
tions Human Rights Council resolution “The Promotion, Protection, and En-
joyment of Human Rights on the Internet” “recognizes the global and open 
nature of the Internet as a driving force in accelerating progress towards devel-
opment in its various forms” and “calls upon all States to promote and facilitate 
access to the Internet and international cooperation aimed at the development 
of media and information and communications facilities in all countries.”36 
Large cities from New York to New Delhi have identifi ed affordable broadband 
access as a policy priority related to Internet freedom. In some cases, this vision 
includes the development of municipal high-speed Wi-Fi networks. In other 
cases, it involves policy approaches that provide inducements for private indus-
try to build infrastructure into rural and underserved areas.

A newer set of access debates about a free and open Internet arose at the in-
tersection of net neutrality and broadband policies. New business models 
known as zero rating services—such as Facebook’s Free Basics program—
were designed to provide free Internet access in underserved markets but raised 
questions about whether people would have free and open access to the broader 
Internet or access only to a “walled garden” segment of the Internet, as well as 
concerns about the potentially anticompetitive effects of this model.

Multistakeholder Governance and Internet Freedom

Multistakeholder governance, itself a fetishized ideal, has also become 
closely associated with the preservation of a free and open Internet. A system of 
administration distributed among the private sector, governments, and global 
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coordinating institutions, multistakeholder governance increasingly emerges in 
cyber-policy discourses as a precursor for a variety of democratic rights online, 
including freedom of expression and privacy.

The multistakeholder Internet governance principle crystallized in the imme-
diate aftermath of the 2003 World Summit on the Information Society (WSIS), 
when then-secretary-general of the United Nations Kofi  Annan tasked a Work-
ing Group on Internet Governance to resolve open issues over control of the In-
ternet. The open issues primarily involved global contention over the U.S. 
government’s historical oversight of Internet names and numbers, especially its 
contractual relationship with the Internet Corporation for Assigned Names and 
Numbers (ICANN) and its authority over changes to the Internet’s root zone 
fi le that tracks the names and addresses of top-level domain root servers. The 
working group devised a defi nition of Internet governance as follows: “Internet 
governance is the development and application by Governments, the private 
sector and civil society, in their respective roles, of shared principles, norms, 
rules, decision-making procedures, and programmes that shape the evolution 
and use of the Internet.”37

“Multistakeholder governance” has since become a term that captures some 
characteristics of how the Internet is governed, albeit in specifi c technical coor-
dination areas such as standards setting and the administration of names and 
numbers. The term is often mischaracterized as the multistakeholder model of 
Internet governance, as if Internet governance were a single system rather than 
an entire constellation of distinct functions necessary to keep the Internet op-
erational, with some functions carried out by the private sector, some by gov-
ernments, and some by new global institutions with varying degrees of 
participation by two or more classes of stakeholders.38

The interpretive fl exibility of this governance ideal helps endow it with 
context-specifi c political utility. For example, the global multistakeholder 
ideal was deployed for years as a rationale for diminishing U.S. hegemony over 
Internet governance functions. Indeed, the U.S. government’s own announce-
ment about its intention to relinquish its historical oversight role embraced this 
framing: “To support and enhance the multistakeholder model of Internet poli-
cymaking and governance, the U.S. Commerce Department’s National Tele-
communications and Information Administration (NTIA) today announces its 
intent to transition key Internet domain name functions to the global multi-
stakeholder community.”39 The Internet’s technical community, among others, 
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viewed the transition process as “one more step to ensure the long-term health 
of a free and open Internet.”40 Even those who opposed the transition to multi-
stakeholder governance cited concerns about relinquishing control to Russia 
and China and other governments with authoritarian Internet-governance ap-
proaches that could weaken Internet freedom.

This framing serves as a preemptive barrier to the possibility of oversight of 
the Internet by the United Nations (and therefore by its nondemocratic-govern-
ment constituency). China is a powerful player in United Nations multilateral 
discussions and has a track record of enacting widespread systems of censor-
ship and content control.

The multistakeholder framing of Internet freedom is also a way to elevate, 
preserve, or justify the privatization of governance whether through terms of 
service and private contractual agreements with consumers or through private 
contractual arrangements among network operators for interconnection. 
“Private-sector-led multistakeholder governance” is often the exact phrasing 
used. It is also sometimes very specifi cally linked to the privatization of human 
rights, the acknowledgment of the role that private companies play in establish-
ing the conditions of civil liberties online, and the question of how to increase 
the legitimacy of this privatization of rights via transparency, accountability, 
government oversight, or other structures. For example, the private-sector-led 
GNI’s “Principles on Freedom of Expression and Privacy” emphasize multi-
stakeholder collaborative structures as a means to ensure private accountability 
for the promotion of human rights online.41

It is indeed still the case, as this author elaborated earlier in The Global 
War for Internet Governance, that “the multistakeholder Zeitgeist has elevated 
the concept to a value in itself or an end in itself without critically examining 
what this concept can obfuscate.”42 Nevertheless, the term accurately connotes 
that some technical governance areas involve the participation and direct over-
sight of multiple stakeholders. For example, ICANN’s oversight of Internet 
domain names and numbers involves participation from corporations, civil 
society, and governments, albeit each with different authority over various 
functions. This implementation of multistakeholder governance can be cri-
tiqued in regard to whether there is the right balance of power among stake-
holders in making decisions with public-interest implications and whether it 
shapes democratic freedom online, but it is an example of multistakeholder 
governance.
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Freedom Realism and Cyber-Physical Rights

None of the conceptions of Internet freedom to date have accounted for cy-
ber technology as it actually is, embedded in cars, medical devices, and indus-
trial systems. Each evolutionary conception is completely content-centric, 
focused on issues of speech, access to knowledge, media freedom, or intellec-
tual property. They are all concerned with communication between people 
rather than communication between things. Each perspective also refl ects the 
economic objectives of stakeholder interests, whether promoting U.S. foreign 
policy or advancing the business models of multinational companies. Views of 
Internet freedom are completely immaterial to the descriptive reality that more 
things are connected than people. The growth of the Internet has also not 
equated to growth in freedom, with many areas of the world enacting systems 
of fi ltering, blocking, and surveillance as a means of political control.

Content Freedom Incommensurable with Reality

Internet freedom constructs have lacked correspondence with the lived reality 
of the actual state of digital freedom, not as one wants it to be but as it stands in 
practice. From a global perspective, real-world freedom, whether expressive or 
economic liberty, does not always match the promise of Internet freedom. Gov-
ernments have shut down the Internet. The business models fueling the digital 
economy have become utterly dependent on the invasive collection of personal 
data. Concerted, targeted actions of troll armies have silenced voices. Oppres-
sive systems of fi ltering and blocking have enacted highly effi cient censorship.

Content freedom is on the decline. Freedom House, a Washington, DC–
based research and advocacy institute focusing on democracy and human 
rights, conducts an annual “Freedom on the Net” review, among other freedom-
index reports. The number of countries in the survey has expanded every year, 
so the annual comparison is not perfect; but the survey demonstrates a continu-
ous annual decline in human rights online. Two-thirds of Internet users live in 
legal environments in which politically critical speech is censored, with China 
ranked as the worst offender.43 Worse, “60% live in countries where ICT users 
were arrested or imprisoned for posting content on political, social, and reli-
gious issues.”44 The number of users accessing the Internet has increased, but 
the relative freedom of this access has declined.
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Freedom online also has different meanings in different cultures. While “free 
and open” suggests unfettered access to information online, the user experience 
of this information access already varies considerably depending on geograph-
ical location. Under German law, information intermediaries must block access 
to Nazi content; content insulting members of a royal family is unlawful in 
Thailand and Malaysia; Brazil and other countries prohibit hate speech; in the 
United States, information intermediaries must follow the notice and takedown 
provisions of the DMCA for content that violates intellectual property rights. 
Private information intermediaries (e.g., social media companies) have de-
tailed, if ever changing, terms of service that ban types of content from their 
sites. For example, Facebook states under its community standards for violence 
and graphic content, “We remove graphic images when they are shared for sa-
distic pleasure or to celebrate or glorify violence. We also remove extremely 
graphic videos, such as those depicting a beheading.”45

The same technologies that enable access to knowledge and communicative 
expression can also be used for authoritarian purposes. Evgeny Morozov, in his 
2011 book The Net Delusion: The Dark Side of Internet Freedom, provides a 
critique of linkages between the Internet and democracy objectives, noting how 
these objectives can “inadvertently embolden dictators and turn everyone who 
uses the Internet in authoritarian states into unwilling prisoners.”46 By the term 
“Net Delusion,” Morozov is critiquing two approaches: cyber-utopian views 
that the Internet can vanquish authoritarianism, and Internet-centrism that 
pushes technological solutions without regard to context.47

The majority of human Internet users are not in the United States or even in 
so-called Western countries. They live in nondemocratic societies. China has 
the largest user base, with the number of people online exceeding the entire 
population of the United States. The experience of accessing the Internet in 
China is far different from accessing the Internet in Sweden, for example, and 
other democracies. Authoritarian governance approaches have increasingly 
sought greater control of information fl ows under the mantel of cyber sover-
eignty.48 Governments view the cross-border and private, distributed architec-
ture of the Internet as a threat to national sovereignty, even as they exploit this 
very infrastructure to engage in foreign intelligence gathering, launch cyberat-
tacks, and seek to infl uence foreign elections. Governments advocating for 
tighter control and sovereign legal approaches do so under the guise of order 
and security, even while the underlying objectives are social control and 
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regulation of the fl ow of content. For example, Russia cracks down on the on-
line speech of lesbian, gay, bisexual and transgender citizens under the guise of 
preserving social order and protecting children.

Cyber-sovereignty approaches advocate for top-down government control of 
networks and multilateral rather than multistakeholder cooperation and nego-
tiation in international policy approaches. These approaches not only philo-
sophically depart from the private-sector-led multistakeholder model but 
materialize in tangible policy debates on the international stage. Confl icts be-
tween multistakeholder and multilateral global approaches emerged, for exam-
ple, during the 2012 World Conference on International Telecommunications 
that the ITU convened in Dubai. The meeting revisited an international tele-
communications interconnection treaty addressing agreements about cross-
border telecommunication. Countries interested in greater sovereignty sought 
to expand the agreements to regulate private Internet infrastructure agreements, 
in part to bring issues of content control under this multilateral treaty.

Powerful forces have an interest in keeping conceptions of freedom rooted in 
the free fl ow of content. It preserves revenue structures of private ordering and 
fuels the surveillance state. In focusing primarily on content, usage, and access, 
conceptions of Internet freedom have missed some of the most powerful forms 
of infrastructure-mediated control that either enhance or impede freedom of ex-
pression. Control by co-opting infrastructure is already potent. Constructing 
freedom via arrangements of infrastructure should symmetrically follow. This 
is not to replace the need for freedom of expression but to augment it.

The free fl ow of information rests on a system of private surveillance capital-
ism in which possibilities for individual privacy are becoming increasingly ten-
uous. Governments then co-opt this infrastructure and associated data to enact 
surveillance and exert power over citizens. Tensions between openness and en-
closure are high, with private companies increasingly using proprietary tech-
nologies, rather than those based on open standards, for anticompetitive means. 
Trade-secrecy-protected, and therefore invisible, algorithms make decisions 
that have direct effects on human freedom. Governments increasingly tamper 
with global infrastructure—such as local DNS redirection—for censorship.

The forces in tension with Internet freedom are varied, but they are all forces of 
control: market forces geared toward proprietary enclosure rather than interoper-
ability; public and private censorship; invasive surveillance, whether for online 
advertising monetization, political repression, intelligence-gathering purposes, or 
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other law enforcement objective; content manipulation, such as social media bots 
and computational propaganda; and cyber-sovereignty models that seek to dis-
place multistakeholder governance with nation-state cyber borders. This does not 
mean that the Internet does not hold the potential for greater speech rights. It 
means that Internet freedom, of any conceptualization, must consider how infra-
structure tensions are now tied to both expressive and economic liberty.

Even while the Internet has created enormous opportunities for speech, inno-
vation, and economic development, a critical realist perspective rooted in lived 
reality can help balance Internet freedom ideologies and uncritical convictions 
about a global free and open Internet. Throughout most of the world, the Inter-
net is not free and open. The goal of restoring, or preserving, a free and open 
Internet (backward-looking idealization) should be replaced with the objective 
of progressively moving closer to freedom (forward-looking aspiration).

The Cyber-Physical World Transforms Freedom

The widespread embedding of digital technologies directly into objects and 
systems in the real world provides an opportunity to further emphasize direct 
connections between arrangements of technical architecture, freedom, and con-
trol. Some of these are positive liberties, meaning the power to do something; 
others are negative liberties, meaning freedom from something. In traditional 
communication contexts, freedom of association and expression are examples 
of positive liberties. Freedom from harassment or the right to be forgotten are 
examples of negative liberties. Many technology-policy approaches have to re-
solve tensions that exist among these various values.

Cyber-physical policy arenas—privacy, security, interoperability—speak to 
several dimensions of human rights that transform conceptions of digital free-
dom historically based on content and expressive freedom. Concerns about In-
ternet freedom should probably always have integrated privacy to a greater 
extent. Privacy scholars and advocates certainly made a strong case for doing 
so. The boundary implications of the cyber-physical world will unquestionably 
foreground privacy as a value at play. The most personal spheres of human ac-
tivity, work, and society interconnect at boundary objects that simultaneously 
reside in the real world and the digital world. The data-collection practices 
structurally underlying material control structures, as well as the fi rmly estab-
lished revenue models that rely on pervasive data collection, mean that society 
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is approaching a decision point about whether any possibility for a private 
sphere remains possible.

The reach of cyber-physical systems similarly elevates the importance of 
freedom from algorithmic discrimination. What were once concerns about dis-
criminatory practices around content, such as the hidden decisions of search-
engine algorithms, are now, as chapter 3 suggested, concerns about how 
data-driven algorithmic scoring affects employment decisions, credit ratings, 
insurance rates, law enforcement practices, and what is determined as one’s po-
litical and economic value. Even more vitally, safety and human security be-
come core rights considerations in the cyber-physical context. As chapter 4 
explained, connected cars and connected medical devices, in particular, clearly 
indicate the dependence of human safety on encryption, authentication, data in-
tegrity, availability, and other dimensions of cybersecurity.

The right to innovate should have always been a component of Internet free-
dom. The focus on usage did not allow for this inclusion. Approaching human 
rights through a lens of infrastructure makes this connection obvious. Open 
standards that are freely published and not constrained by prohibitive intellec-
tual property rights restrictions connect to the right to innovate, the ability to 
compete, and the market result of multiple manufacturers introducing interop-
erable products. The proprietary approaches in various Internet of things 
spheres, as well as the chaos of noninteroperable competing frameworks, en-
cumber the freedom to innovate, especially for new market entrants. Chapter 5 
has suggested that open standards, even within fragmented industry sectors, 
would help construct conditions for market innovation.

Novel Cyber-Physical Speech Problems: Is a 3D-Printed 
Gun a Speech Right?

Freedom should extend far beyond content-centric rights. At the same time, 
novel free-speech issues do arise in cyber-physical systems. Intersections with 
expressive freedom emanate from embedded systems and arise within these 
systems. The extent of security in IoT devices has direct consequences for the 
digital public sphere. The Mirai botnet demonstrated how DDoS attacks 
launched from insecure IoT devices directly affect conditions of speech on con-
tent intermediaries. If insecure home cameras can disrupt Twitter or a major 
media outlet, this is a signifi cant free-speech concern.
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Complicated speech issues also exist within cyber-physical systems them-
selves, especially those that are not physical systems retrofi tted to become cyber 
embedded (such as a door lock or cardiac monitor) but systems that are born cy-
ber-physical, such as augmented reality and 3D printing. Is there a speech right 
to fabricate a gun from a 3D printer? The more precise question is whether a gun 
manufacturer has, in the United States, a First Amendment right to distribute 
blueprints for a 3D pistol that anyone can then print on a 3D printer. Does a pro-
hibition on 3D-printed guns become prior restraint on free speech? An inventor 
and gun-rights advocate made printable-gun blueprints available online. The 
State Department demanded that the company—Defense Distributed—remove 
the blueprint on the grounds that it violated the Arms Export Control Act and 
the International Traffi c in Arms Regulations. These are the same category of 
regulations that the U.S. government has employed over decades to restrict the 
international sale of strong encryption software. The affected business sued 
the government on First Amendment grounds, and the Department of Justice re-
versed and settled the suit, even agreeing to pay the plaintiff’s legal fees.49 This 
and similar confl icts over speech versus safety issues in 3D printing are likely to 
continue. Technology continues to exceed the pace of law.

Augmented reality systems and wearable glasses raise more obvious speech 
questions because they have screens. A smartphone app or a wearable technol-
ogy like glasses are usually the display screens for AR. As indicated by techno-
logical investment patterns and patent fi lings, displays are moving to 
natural-world organic screens. Because augmented reality environments have a 
display interface, all of the content governance concerns that exist in the digital 
world exist in this cyber-physical interface.

Threats, defamation, and harassment arise in AR just as in traditional social 
media. Law enforcement and intelligence agencies seek information from AR 
companies in the same way they seek information from other intermediaries. 
Terms of service dictate, or should dictate, conditions of data collection, codes of 
behavior during platform use, and what counts as harassment. The privatization 
of governance, within the constraints of jurisdiction-specifi c statutes and social 
norms, applies in AR, as does the reality that these intermediaries are sites of 
confl ict for competing values such as national security versus individual privacy. 
Commensurate with all embedded systems, AR has privacy implications in rela-
tion to what data is collected about individuals, many of whom might not even 
be aware of the presence of the technology or the recordation of information.
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Intellectual property complications arise. Some digital content superimposed 
in AR is protected by copyright but is then experientially combined with im-
ages and video captured from the physical world in real time. How does a re-
cording of this experienced digital-physical nexus complicate intellectual 
property rights protections? What counts as a derivative work or a transforma-
tional use of copyrighted content? The question of fair use becomes more com-
plicated. Terms of service for augmented reality systems often require users to 
grant the developer a nonexclusive royalty-free license to copy, to create deriv-
ative works, or to otherwise use content generated by users, such as images, 
video, and other content. In other words, those who take video and images 
might not have full copyright ownership over their own work.

Issues around free speech in augmented reality technologies are complicated. 
In the height of excitement around the augmented reality mobile game Poké-
mon Go, crowds of players overran private and public spaces. These impromptu 
gatherings created the same public challenges of an organized rally, producing 
litter, raising security concerns, creating traffi c, and straining resources like 
public bathrooms. In response to the logistical challenges and safety concerns 
that these games created in public spaces, a Wisconsin municipality—the Mil-
waukee County Department of Parks, Recreation, and Culture—passed a local 
ordinance requiring the publishers of such games to apply for and acquire a spe-
cial use permit to enable their apps to interact with public parks. The applica-
tion pertained to large public events like bike races, rallies, religious gatherings, 
and also “virtual gaming,” which it defi ned essentially as augmented reality ex-
periences in which people interact with both a digital device and the surround-
ing natural environment, in this case a public park. The process required that 
the gaming company submit an application ninety days prior to an “event,” ob-
tain a certifi cate of insurance for at least $1 million liability, and assume re-
sponsibility for collection and removal of litter, among many other requirements 
and fees.50

Requiring permits for augmented reality usage does not seem reasonable, or 
feasible, because it treats an ongoing, real-time, individually engaged game as 
a fi nite event involving a fi xed number of people at a specifi c time. It is diffi cult 
to anticipate how many individuals will use an application in a given spot and 
when they will do so.

AR permitting requirements also raise potential issues around prior restraint 
on speech. As such, the game developer Candy Lab fi led a lawsuit against the 
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Milwaukee County Board of Supervisors and parks department in U.S. District 
Court claiming that the ordinance violated its free-speech rights. The lawsuit 
specifi cally claimed that the ordinance’s attempt to regulate the company’s 
right to publish augmented reality video games, constituting “a prior restraint 
on Candy Lab AR’s speech, impermissibly restricts Candy Lab AR’s speech be-
cause of its content, and is unconstitutionally vague such that Candy Lab AR 
does not have notice as to what speech must be approved by permit and which 
it can express without seeking a permit.”51 A U.S. District Court judge agreed 
with the company and granted a preliminary injunction in the case, which even-
tually resulted in a settlement in which the municipality agreed not to enforce 
the ordinance and paid legal fees to the company.

Even more complicated questions about speech rights are arising in cyber-
physical systems—such as robots and virtual assistants—that inherently con-
tain an artifi cial-intelligence-mediated voice. How do recordings of AI speech 
connect to the interacting person’s speech rights? Under what conditions may 
law enforcement access this information? What counts as prior restraint on 
speech designed to be conveyed by a robot?

Speech complications at the boundary edge of the digital and physical world are 
just beginning. What is clear is that the political battles of the future—including 
the nature of freedom and what it means to be human—will continue to shift from 
the surface of digital content to the underlying material control structures.
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THE INTERNET IS IN A LIMINAL STATE. It is shifting from a communication net-
work to a control network embedded in the physical world and increasingly co-
opted as a proxy for political power. Everything is interconnected. There is 
nothing fi xed about digital technology governance any more than there is any-
thing fi xed about technology itself. The cyber-physical disruption is a major 
technical and policy disruption. This structural transformation challenges pre-
vailing Internet governance imaginaries and ideologies. What is the scope of 
cyber governance, considering intersections with issues and domains that pre-
viously had little connection to the digital world? What counts as multistake-
holder governance when stakeholder communities are markedly changing? 
How are power structures shifting? What is the appropriate balance between in-
teroperability and fragmentation? How are governing architectural principles 
now transformed? Cyber-physical systems prompt a rethinking of Internet gov-
ernance scope, structures, institutions, and ideologies.

The Internet’s Identity Crisis?

What is the thing being governed? Technology changes have always deposed 
everyday words and artifacts: horseless carriage, carbon copy, videotape, cas-
sette tape, folding map, fi lm, long-distance call, typewriter, telegram, and an-
swering machine. The Internet is also transforming. The blurring of boundaries 
between the physical and virtual realms is also blurring understandings and af-
fordances of the Internet itself.

 7

Disruptions to Global Internet Governance
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Russian president Vladimir Putin has referred to the Internet as a “CIA 
Project.”1 The late United States senator Ted Stevens (R-Alaska) famously 
called it a series of tubes in the context of a discussion on net neutrality. These 
serve as amusing fodder for late-night comedy, but in reality, there really are di-
vergent conceptions of what the Internet actually is. The Internet has constantly 
changed over its more than half-century history, arguably beginning with 
ARPANET. Notable transformations have included the 1990s rise of the web, 
its internationalization from a predominantly U.S. network to a global commu-
nication system, the twenty-fi rst-century advent of social media, the global 
surge in mobile networks and smartphones, and now the Internet of things, in 
which everything from lighting systems to vacuum cleaners is directly con-
nected to the Internet.

The stakes of the Internet’s design and governance are high, but the thing it-
self being designed and governed is not always easy to defi ne, partly because 
there is no one thing, one cloud, one network, one platform, or one governance 
structure. Defi nitions have politics. As the historian of technology Janet Abbate 
explains, “The ways in which historians defi ne the Internet shape the geo-
graphic and temporal scope of our narratives, the activities we include or ig-
nore, the dominance of certain countries and social groups and the marginality 
of others.”2 For example, technical-systems-based histories advantage develop-
ers of technology over users.3 There have been many different historical and 
conceptual approaches to defi ning the Internet, none of them perfect in the con-
temporary context.

Already, the younger generation does not routinely even use the term “Inter-
net.” For example, some Facebook users are not cognizant that they are con-
nected to the Internet. In 2012, researchers with an Asia Pacifi c think tank, 
LIRNEasia, noticed discrepancies in interviews conducted in Indonesia, in 
which individuals claiming not to use the Internet spoke about their Facebook 
usage.4 Subsequent surveys in Africa and Asia found a signifi cant percentage of 
Internet users who did not view online activities as being on the Internet.5 The 
Internet has since its inception subverted or transformed such established cat-
egories as “space” and “friend” and “network.”

Yet public policy about the Internet requires an understanding of what the 
thing being governed actually is. It is a complication that the Internet is some-
times discussed as fi xed and taken for granted. As Evgeny Morozov rightly cri-
tiques, “There’s something peculiar about this failure of our collective 
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imagination to unthink ‘the Internet.’ It is no longer discussed as something 
contingent, as something that can go away; it appears fi xed and permanent, per-
haps even ontological—‘the Internet’ just is and it always will be.”6

One surreal experience in technology policy discussions is to decipher the 
linguistic code-shifting, even in a closed room of like-minded experts, between 
calling technologies “cyber” when discussing international confl ict or national 
security and calling technologies the “Internet” when discussing technical ar-
chitecture or speech issues such as social media propaganda, censorship, ac-
cess, or intellectual property.

The exact same technological infrastructure, albeit heterogeneous and al-
ways changing, is called something different and ascribed different meaning. 
These different framings—with different communities of interest, ideologies, 
and vocabularies—have coalesced with the global growth of digital networking 
technologies. Communities that use the term “cyber” often equate the term with 
security and especially national security. This usage perhaps follows the pre-
Internet, 1948 Norbert Weiner conception of cybernetic control and communi-
cation, if not the word “cyberspace,” coined by the science fi ction writer 
William Gibson in his 1982 short story “Burning Chrome” and popularized in 
his 1984 book Neuromancer.

One reason to incorporate the broader “cyber” framing is because the IoT 
(Internet framing) is so often interpreted to mean consumer devices, which 
radically underrepresents and undertheorizes the ecosystems of sensor- and 
actuator-embedded material world that now exists across all sectors and in all 
spheres of life.

Using the term “cyber” as well as “Internet” also refl ects on Joseph Nye’s 
prescient concept of a cyber-regime complex, his application of regime theory 
in international relations to the cyber domain.7 The Internet—as traditionally 
defi ned—is part of the broader cyber domain. This broader cyber-regime fram-
ing is even more appropriately applied to the cyber-physical world, because, as 
this book has argued, the traditional actors are different, the principles are dif-
ferent, the norms are different, and in many ways the rules are different. The 
technical architecture is also much more heterogeneous than what has histori-
cally defi ned the Internet as a communication network. Those who have a stake 
in viewing embedded, hybrid material-virtual systems as “just” an extension of 
the Internet (e.g., to preserve institutional or market power) will object to using 
the term “cyber-physical” at all.
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In the contemporary era and in the context of policy, “cyber” often reduces 
to cyber war, cyber confl ict, and cybersecurity and is used by military and gov-
ernment communities, as well as security researchers. The term “Internet” in 
the policy context refers more to global technical infrastructure, global multi-
stakeholder governance, and issues of free speech, access, openness, and devel-
opment. This has been a challenge because it has divided policy forums, 
advocacy, and scholarship into multiple tracks, even while addressing the exact 
same technical architecture, issues, institutions, and histories. A cultural and 
linguistic détente is necessary.

The cyber-physical transformation might present an opportunity to bring to-
gether the security and freedom and other communities. Already, some arenas 
use “Internet of things,” while others use “cyber-physical systems”; and still 
others just place the word “smart” in front of whatever object is cyber embed-
ded. Different still, the World Economic Forum calls it the “Fourth Industrial 
Revolution.” The language this book has used, including “cyber-physical sys-
tems” and “Internet of things,” is intentionally malleable to acknowledge all 
vernaculars and to accentuate the need for greater policy integration. This 
matches the descriptive reality that the same technological ecosystem is called 
different things, depending on stakeholder interest. Moving between “cyber” 
and “Internet” also helps to acknowledge the heterogeneity and fl uidity that 
clearly exists. Nevertheless, many people with a stake in the terminology will 
strongly object to this fl uidity.

What is the “Internet” in the context of cyber-physical systems? The Internet 
Society, the organizational home to some of the world’s leading protocol de-
signers and technologists, explains, “While it may seem like a simple question, 
defi ning the Internet isn’t easy.”8 From an engineering standpoint, there is no 
one unitary network infrastructure. The Internet is, among other things, a col-
lection of independent networks owned and operated by private companies. 
Some of these are large global network providers: AT&T, Comcast, China Mo-
bile, Vodafone, Deutsche Telekom, and Verizon. Some are cloud-computing 
companies. Others are content distribution networks that operate massive net-
works that distribute and replicate content on servers around the world for re-
dundancy and effi cient access. Another class of network—such as Google’s 
networks—are run by large content companies themselves. The distinct net-
works operated by these companies collectively make up the Internet’s under-
lying backbone infrastructure. It is common to use the term “the public Internet,” 



R E T H I N K I N G  I N T E R N E T  F R E E D O M  A N D  G O V E R N A N C E192

but this is a usage distinction signifying technologies accessed by the general 
public as opposed to a private or virtual private network used by a large corpo-
rate user of the Internet. There is no one network, and it certainly is not a pub-
licly owned space or cloud or single platform.

As chapter 5 explained common architectural elements enable these distinct 
pieces to conjoin to become a global network of networks. This understanding 
is necessary both for public policy decisions and also to assess how public pol-
icy changes as the architecture moves into the context of cyber-physical sys-
tems. Private companies have historically agreed to interconnect their networks 
and to adhere to a common address space, common protocols, and common 
packet-switching architecture. Each “autonomous system,” which at its most 
basic level is a collection of routers, has its own unique binary identifi er, called 
an autonomous system number (ASN) and announces to the rest of the Internet 
the collection of IP addresses that are accessible in or through its system. The 
routers within these domains and between these systems form the circulatory 
system of the Internet and routing between these autonomous systems is han-
dled by Border Gateway Protocol. The process of announcing available routes 
and addresses and exchanging information among networks is (sometimes 
problematically) based on trust among network operators that what they are an-
nouncing is accurate.

The physical interconnection takes place either bilaterally at one of the com-
pany’s private facilities or at shared Internet exchange points (IXPs), enormous 
interconnection facilities scattered around the world. The underlying logical 
switching confi guration, called packet switching, is based on a mesh networking 
confi guration and the architectural approach of breaking transmission contents 
into small pieces (packets), appending a virtual address and other administrative 
overhead to the packet, and transmitting each packet to its end point over the 
most effi cient path. When efforts to redesign the Internet recommend “mesh net-
working,” it is important to note that the underlying architecture already is, es-
sentially, mesh networking as opposed to the hierarchical and centralized 
circuit-switching approach of twentieth-century telecommunication networks.

The technical-architecture-based defi nition of the Internet is usually de-
scribed as a network of networks based on a common set of standards known, 
in part, as TCP/IP.9 TCP/IP is a suite of protocols including, among others: TCP, 
or Transmission Control Protocol, and IP, the Internet Protocol. Defi nitions of 
the Internet, early in its history, revolved particularly around IP. If a device 
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could be reached (i.e., “PINGed”) via the Internet Protocol, it was on the Inter-
net; if it was not reachable via IP, it was not on the Internet.10 The term “TCP/
IP” evolved in common usage to represent an entire suite of protocols for vari-
ous tasks, such as for fi le transfer, electronic mail, and the HTTPS standard that 
connects web browsers to websites. Having these openly available common 
standards was a revolutionary technical leap forward from previously proprie-
tary environments that were controlled by different companies and in which us-
ers of one system could not exchange information with users of another system. 
There are hundreds of other core common standards that enable interoperabil-
ity. Adhering to common standards enables thousands of different companies to 
produce the switches, routers, cables, wireless systems, applications, services, 
and devices that compose these networks.

A common name and number space is another defi ning historical character-
istic of the Internet. Every device connected to the Internet, traditionally, has 
had a globally unique IP address, a unique binary number either permanently or 
temporarily assigned for a session. A domain name, such as wikipedia.org is 
translated into its associated IP address via the Domain Name System. A foun-
dational infrastructure underlying the Internet, the DNS has received outsized 
policy, media, and scholarly attention, particularly the transition of power over 
certain functions from the United States to ICANN.

The technical defi nition of the Internet as based on common, open standards, 
packet switching, and a universal name and address space becomes compli-
cated in the context of cyber-physical systems. On the one hand, the advent of 
cyber-physical systems and new entrants from different industries using stand-
ards with different governance norms and philosophies about openness is trans-
forming various architectural layers of the Internet. More proprietary and 
heterogeneous architectures are arising. Machine-to-machine transactions do 
not necessarily require domain names, and systems of identifi ers within Inter-
net of things environments are often proprietary and then translated through a 
gateway. On the other hand, cyber-physical systems still rely on common core 
infrastructures of interconnection and interoperability. The exigencies and soci-
etal stakes of cyber-physical systems actually raise the stakes of moving for-
ward with critical architectural improvements, especially around securing 
interconnection, routing, and addressing.

Human perception of the Internet is changing in a different way in the context 
of cyber-physical systems. In perhaps an obvious sense, humans consciously 
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lose sight of technologies “as technologies” as they mature. At the 2015 World 
Economic Forum in Davos, Switzerland, Google CEO Eric Schmidt controver-
sially predicted that “the Internet will disappear.”

The Internet is becoming a background object that is diffi cult to cognitively 
disentangle from everyday objects. The “Internet” itself is also no longer univer-
sally viewed as high tech, although the new applications and gadgets it intercon-
nects certainly are. This may be the normal course of history. A kitchen sink was 
once the height of modern technology but is not considered technology at all in 
contemporary society. As humans gradually acclimatize to new innovations, 
they no longer perceive these objects as “technology,” and these innovations in-
creasingly become concealed and contextualized within other objects.

As connectivity moves from screen-mediated devices and instead embeds in 
wearable technologies, appliances, cars, drones, walls, and the body, the Inter-
net is receding further from human consciousness and moving from high tech 
to an essential background item diffusing into everyday life. The historian 
of science Steven Shapin explains, “It’s common to think of technology as 
encompassing only very new, science-intensive things—ones with electronic 
or digital bits, for instance.”11 Digital technologies are now also becoming 
contextualized background objects.

Even in screen-mediated contexts, the underlying technical infrastructure of 
the Internet is already invisible. Humans observe primarily three things during 
routine Internet use: actual information, such as a text message or video; soft-
ware applications, such as a search engine or social media; and the physical de-
vice, such as a phone or laptop, used to access content and applications. Routers, 
antennas, and satellite dishes are also sometimes visible, but 99 percent of in-
frastructure—fi ber-optic cable, switching systems, server farms, coordinating 
institutions, companies, buildings—are absent from the immediate terrain of 
human perception. They are hidden, not intentionally concealed but neverthe-
less outside public view.

The massive underlying infrastructure of the Internet can therefore easily be 
taken for granted or not thought about at all. This condition perhaps explains 
strange popular-culture depictions of technology, such as smartphones shown 
working in disaster fi lms despite molten lava consuming the Earth.

In other cases, technical infrastructure is intentionally hidden. Trade-secrecy 
laws conceal search-engine algorithms, making it diffi cult to comprehend and 
also to hold accountable the ways in which all of life’s information is ordered. 
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Governments conceal surveillance infrastructures and systems of fi ltering and 
censorship. Anonymizing technologies like the Onion Router (TOR) obfuscate 
identities in the Dark Web. Malicious computer code and knowledge of system 
vulnerabilities sometimes remain concealed from view and stockpiled for cy-
ber-offensive capability.

Despite technological changes and the phenomenological sense in which 
digital technologies are receding from view as they become taken for granted 
or seamlessly integrated into the material world, there is an ecosystem of tech-
nologies that collectively makes up the “Internet.” Whether one sees these tech-
nologies or not, there are massive server farms in buildings, networks operated 
by independent companies, Internet exchange points where these network op-
erators agree to conjoin, and a shared language of technical standards that cre-
ate interoperability and enable everything from compression to encryption to 
error detection and correction. Whatever one calls this ecosystem, the end re-
sult is that data originating in one part of the world—whether from a connected 
lighting system or a laptop—can reach devices anywhere in the world.

Power Diffusion in Multistakeholder Governance

The heterogeneity and distributed nature of the technologies that collectively 
make up the Internet help to emphasize how governance of the Internet has 
never been a single-issue area. The question of “who should control the Inter-
net” has always refl ected a lack of understanding of the hundreds and hundreds 
of technical coordination areas necessary to keep networks operational.

A constellation of unique actors and institutions historically performed these 
roles. Private network operators make coordinating decisions about how to in-
terconnect their networks and exchange packets. ICANN and the Internet As-
signed Numbers Authority (IANA), along with Regional Internet Registries 
(RIRs), registrars, and DNS registries coordinate domain names and Internet 
addresses. Standards-setting institutions—W3C, IETF, IEEE, ITU, ETSI, and 
many others—develop the common protocols that facilitate interoperability. A 
combination of public and private institutions handle cybersecurity govern-
ance. Numerous CERTs around the world identify security fl aws and issue ad-
visories about patching vulnerabilities and handle emergencies.

Private intermediaries make decisions about conditions of privacy, speech, 
and safety via design and management approaches and via terms of service, 
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subject to regulatory constraints in which they operate. Governments have au-
thority over many cyber-policy areas ranging from security issues, cyber-of-
fense strategy, privacy frameworks, and intellectual property rights enforcement. 
Governments also enact cyber governance via engaging in censorship, perva-
sive surveillance, blocking and fi ltering, and establishing laws—such as data 
localization—that profoundly affect both technical architecture and rights.

This messy balance of powers between the private sector, governments, and 
sometimes civil society has variously served as a check on private power and 
government power while keeping the Internet operational and allowing spaces 
for innovation and context-specifi c attention to human rights.

How does the cyber-physical disruption affect the distribution of Internet 
governance authority, which is already dispersed among many actors? Cyber-
physical systems are changing both the actors and the arrangements of author-
ity among actors. It also helps to emphasize that cyber governance is not about 
deliberation (people talking) but about praxis (companies doing, institutions 
coordinating, and governments regulating). The greater heterogeneity, perva-
siveness, and issue complexity also should dispel calls for a single body to 
oversee everything, which usually reduces to a proposal to replace the multi-
stakeholder distributed approach with multilateral United Nations oversight.

The considerable rearrangement to what counts as a technology company is 
the fi rst signifi cant infl uence shift. Yet many of these fi rms do not view them-
selves as technology companies. They may not participate in venues and fo-
rums that discuss digital policies. Furthermore, those who address digital 
technology policy, whether in traditional governance structures, think tanks, 
scholarship, or new global institutions, continue to focus primarily on content 
and network intermediaries like social media platforms and telecommunication 
companies rather than traditional companies that now raise the same types of 
civil liberties and national security issues as traditional tech companies, only 
with even more profound real-world implications. The stakeholders are differ-
ent. Multistakeholder governance approaches in Internet policy have not yet 
caught up. There are new actors, new industries, and new public policy prob-
lems. The protean nature of fi rms has to be a backdrop of technology policy in 
the immediate future.

The arena of multistakeholder governance is private sector led, so this is a 
consequential change. Internet regulations have primarily focused on the Big 5 
companies that are collectively called, especially in Europe, GAFAM. This is 
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an acronym for Google (Alphabet Inc.), Apple, Facebook, Amazon, and Micro-
soft. Because of the market reach and valuation of these companies, this atten-
tion is appropriate. However, some of the private-industry sectors with more 
infl uence on areas such as privacy and security are cloud-computing compa-
nies, microprocessor makers, back-end data-aggregation companies, and simi-
lar behemoths in other countries, especially China. With the balance shift from 
content between people to communications between things, the private order-
ing constructed by manufacturers of connected objects—from medical devices 
to automobiles—is becoming more consequential in cyber-governance arenas. 
Integrating these institutions in the traditional Internet governance institutions 
and venues—especially security and standards setting—is critical.

Another shift is that the already heterogeneous and distributed ecosystem of 
standards setting is becoming more varied and distributed. The IETF and W3C 
have had considerable de facto, expertise-driven authority over Internet direc-
tions for decades. This infl uence will probably continue, but the multitude of 
standards-development efforts in the IoT space, as chapter 5 described, is creat-
ing complexity and competition. It is not yet clear which standardization efforts 
will take hold. The standardization arena has always involved dozens of domi-
nant players, but what once involved a clearer demarcation of territorial juris-
diction has given way to multiple competing efforts within a single space. The 
already contentious norm of cooperation within institutions is giving way to the 
need for cooperation and coordination among institutions.

The power of ICANN, real and imagined, also shifts somewhat. Because 
ICANN is a multistakeholder organization and because of the global acrimony 
that led to the transition away from U.S. contractual oversight of ICANN, ques-
tions about management of names and numbers and specifi cally the DNS have 
dominated discussions about multistakeholder Internet governance. The IANA 
functions at the heart of this concern involve administration of globally unique 
identifi ers such as allocation of Internet addresses, assignment of technical pro-
tocol parameters, and administration of and authority over changes to the root 
zone fi le mapping top-level domains into associated IP addresses. Authority over 
these functions long rested with the U.S. Commerce Department’s National Tel-
ecommunications and Information Administration (NTIA), administered under 
a contract with ICANN, the private, not-for profi t corporation founded in 1998 
under a contract with the U.S. government to coordinate Internet names and 
numbers. The stated intention was always to transition U.S. oversight entirely, 
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which became a decades-long controversy involving international pressure and 
U.S. resistance until certain accountability safeguards were put in place. In 2014, 
under the Obama administration, the NTIA announced that the transition would 
defi nitively proceed; the transition occurred in 2016 and essentially involved 
turning over authority to ICANN itself. The transition occurred, and the Internet 
continued to operate, albeit with pressure from some quarters in the United 
States to reverse the transition and with some people in the international commu-
nity still critical of both ICANN and perceived U.S. power.12

This area, the administration of Internet names and numbers and the Domain 
Name System, has always only been one facet of global cyber coordination, al-
beit an important one involving questions of domain name speech and trade-
mark issues, among many other public-interest concerns. The cyber-physical 
disruption places this area in perspective as only one component within the 
much-larger functional arena of technical coordination. ICANN itself stresses 
that the Internet of things is not specifi cally in its mandate. Viewing the Internet 
as a control network connecting digitally embedded objects, however, creates a 
shift in the role and signifi cance of the DNS ecosystem and institutions. Cyber-
physical systems—whether a connected medical device, consumer IoT appli-
ance, or industrial control system sensor—do not rely on domain names in the 
same way human communications do.

The meaning of IP addresses changes, as well. Proprietary architectures of-
ten employ ad hoc identifi ers rather than end-to-end IP address usage. It has not 
been atypical, historically, for multiple devices to share a single universal IP ad-
dress (e.g., via Network Address Translation to conserve IP addresses). But in 
the IoT environment, there are sometimes completely proprietary addressing 
schemes, different in kind from sharing of globally unique IP addresses. Even 
considering these arrangements, because of the massive numbers of cyber-
physical devices connected to the public Internet, IP addresses will be impor-
tant, and moving to the IPv6 standard will be vitally important to accommodate 
address demand. But cyber-physical systems move the architecture further 
away from an end-to-end universal address space made up of globally unique 
identifi ers.

The more pronounced privacy, national security, and consumer-safety impli-
cations of cyber-physical systems also raise questions about how the balance of 
power shifts between governments and private industry. This balance already 
differs by region, but generally many of the policy issue areas have been private 
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sector led. This is shifting. The sweeping effect of the European Union privacy 
regulation (GDPR) on private-industry data-collection and disclosure practices 
is one example. Regulatory agencies that address consumer safety and con-
sumer protection are inherently relevant to cyber-embedded system security, 
privacy, and safety. Agencies with national security portfolios have a critical in-
terest in both cyber-physical defense and the role of these systems in foreign-
intelligence and cyber-offense capability. Brazil, Australia, and other countries 
already have national IoT strategies. Indeed, national cyber strategies must en-
compass cyber-physical systems.

Based on the insuffi cient state of privacy, security, and interoperability in the 
IoT, as well as the implications for human safety and societal stability, the pre-
vailing philosophy of a private-sector-led governance structure has to be on the 
table for debate. Paradigmatic governmental responsibility for national security 
and for human safety clearly reaches into the cyber realm. The complication, as 
discussed throughout this book, is how to do this without creating disincentives 
for innovation and technological progress.

One rational argument suggests that the existing ecosystem of Internet gov-
ernance institutions, such as ICANN, standards bodies including the IETF, and 
registries, in conjunction with private industry and governments, subsume 
cyber-physical systems as a natural trajectory and expansion.13 In reality, there 
is increasing heterogeneity and complexity and indications that many shifts in 
power are inevitable.

Local Objects Are a Global Internet Governance Concern

The local and the global are increasingly intertwined, even though cyber-
embedded material objects seem especially local. A motion-detecting video-
surveillance system embedded in a doorbell can stream this video anywhere in 
the world. A hacker can potentially access a U.S. traffi c-control system from 
North Korea. A coffeemaker can be switched on from anywhere in the world. 
Local objects are no longer merely local.

The Internet’s logical architecture is already border agnostic and not bounded 
by physical location. The physical infrastructure (e.g., fi ber-optic cable, satel-
lite antennas, interconnection points, embedded objects) resides within borders, 
but the fl ow of data and the coordination of this data crosses borders in compli-
cated ways involving decentralized, mesh topologies and border agnosticism.
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A single transaction originating and terminating in one country can traverse 
an Internet exchange point in another country before being routed back to its 
destination. Content distribution networks replicate, cache, and distribute data 
onto servers located around the world, for performance, security, resiliency, or 
other purpose. The replication and distribution of content brings it close to end 
points, and decisions about fl ow optimize a variety of parameters such as traf-
fi c, bandwidth, storage, and latency calculations. DNS queries resolving do-
main names into binary IP addresses are another example of logical transactions 
that are not necessarily tied to geography. The location of root servers, DNS 
resolution providers, and registries is not tied to borders. Even many country-
code top-level domains (ccTLDs) do not have a local presence requirement, 
meaning that an entity anywhere in the world can register a domain name with 
that country. For example, Canada (.ca) and Norway (.no) have local presence 
requirements; the Bahamas (.bs) and Switzerland (.ch) do not. As another ex-
ample, VPNs allow someone to access a resource (e.g., a website) via a secure 
tunnel through a VPN server, which can be located in another country.

Collectively, these and many more systems that work together to create the 
global Internet cross borders—and all in different ways. How transnational 
companies do business accentuates this geographical distribution. There is 
no natural connection between where data is stored, where a company is 
headquartered, where a domain name is registered, where customer-service 
personnel are located, or where customers are located. Some information trans-
missions, of course, also leave the Earth via satellite communications. If there 
are logical borders on the Internet, they are the borders between autonomous 
systems, mediated by Border Gateway Protocol. This is why bordered, jurisdic-
tional approaches to governance of the Internet so frequently have inherent 
confl icts and especially why governments seek to exert or regain control 
through attempts to force the distributed technology of the Internet, or the fl ow 
of data over these technologies, to stay within national borders. These mandates 
that tamper with technical arrangements in a way that asserts localization 
are part of two trends: the assertion of cyber-sovereignty models of Internet 
governance (as opposed to private-sector-led multistakeholder governance) 
by China and other countries with authoritarian cyber approaches and also 
the “turn to infrastructure for Internet governance,” in which Internet infra-
structure is co-opted for some extraneous purpose and control is in the service 
of state power.14

http://.ca
http://.no
http://.ch


D I S R U P T I O N S  T O  G L O B A L  I N T E R N E T  G O V E R N A N C E 201

When governments are faced with Internet policy problems located outside 
their jurisdictional reach, they increasingly seek to impose modifi cations, via pri-
vate intermediaries, to technical arrangements and architecture. Data localization 
requirements are one example, involving policy attempts to enact a range of pro-
hibitions on where and how companies store customer data. Local DNS redirec-
tion is another mechanism for superimposing sovereignty on cross-border 
technologies via technical modifi cations.15 Governments tamper with the universal 
name and number directory of the Internet to locally impose censorship, such as 
banning social media in some countries or blocking illegal material in others. 
Some of these efforts could be called intraterritoriality, efforts to reconcentrate dis-
tributed global systems within sovereign borders. Data localization requirements, 
local DNS redirection, and associated calls for Internet sovereignty as an ideolog-
ical competitor to the multistakeholder model of Internet governance do not match 
the way cross-border technology works in practice. As such, they can create archi-
tectural instability and produce a new set of tensions around access to knowledge, 
privacy, law enforcement, intelligence, speech rights, and national sovereignty.

The distributed, border-agnostic characteristics of various cyber technologies 
create opportunities to exert special forms of control across borders. Control by 
extraterritoriality, for the purposes of this book, refers to infl uence or disruption 
exerted beyond the jurisdiction in which the originating actor is situated. Rather 
than intending to comply with a precise legal defi nition, this more generally rep-
resents a feature of cyber infrastructure—the many ways in which networked 
technologies do not neatly map onto borders and the ways in which cross-border 
power can be exerted from a distance. It is not about applicable law but about 
reach and distributed architecture, as well as attempts to constrain this reach.

Control of the local is also control of the global. What happens within na-
tional borders can have cascading effects far beyond these borders. Regional 
policies have global control consequences, such as the way in which the Euro-
pean Union’s GDPR, a regional framework, has had global implications for how 
transnational companies do business, how law enforcement access to data across 
borders occurs, and even how the architecture of the Internet is confi gured. On 
this latter point, an example is how the GDPR is directly shaping the technolog-
ical affordances of the WHOIS system of website registrants and what informa-
tion is permitted to be publicly accessible in light of a strong European Union 
privacy directive.16 The WHOIS system, which dates back to 1982, is a freely 
available, searchable, global directory from which anyone can look up the name 
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and other personal information of the person who registered a particular domain 
name, unless the person registered via a proxy. This personal information is cap-
tured by registrars at the time a person registers a domain name. The question of 
whether someone should be able to register a domain name anonymously has 
been a policy question for decades. Transparency and disclosure of this informa-
tion serves interests such as law enforcement, combating terrorism, and identi-
fying those who engage in cyberbullying, hate speech, piracy, spam, and 
defamation. Anonymity favors values of freedom of expression and the ability 
of individuals to disseminate information without fear of imprisonment or other 
punishment in authoritarian contexts. The introduction of the GDPR called this 
entire system into question because of its rules and obligations on the collection 
and use of personal data, as well as its data-minimization principle requiring 
that data collection be limited to the purpose for which it is collected. This is an 
example of local constraints affecting the global system.

The ability to extend beyond the local to the global is even more powerful, 
especially the use of cross-border attacks and breaches for political or eco-
nomic purposes. The Russian infl uence campaign and email hacking during a 
U.S. presidential campaign is a specifi c example of the broader politicization 
and exploitation of Internet infrastructure and how this reaches across borders. 
One of the most infamous cases of cross-border politicization of Internet infra-
structure was the massive DDoS attack on Estonia in 2007. Estonian govern-
ment servers, banking systems, news, and other sites were disrupted over a 
three-week period in a politically motivated DDoS attack. Offi cials in the city 
of Tallinn had relocated a statue of a World War II–era Soviet soldier from a 
park, angering Russian minorities, who responded with street protests and scat-
tered incidents of looting. This political tension simultaneously manifested it-
self online when DDoS attacks disabled critical information infrastructures. 
Prior to the actual cyberattack, Russian-language online forums were report-
edly discussing the expected attack on Estonia’s digital systems.17

One way these global control struggles unfold is through cross-border con-
fl icts between competing values, laws, and economic forces. In “Bits and Bor-
ders,” the legal scholar Jennifer Daskal explains that “the cross-border effects 
of competing jurisdictional claims are in many ways more contested, fraught, 
and consequential than Goldsmith and Wu recognized”18 (in the latter authors’ 
infl uential 2006 book Who Controls the Internet? Illusions of a Borderless 
World).19 Law enforcement access to data housed by a transnational company 
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in another jurisdiction is a prime example. The legal scholar Anupam Chander 
similarly explains how Internet trade confl icts arise from tensions between lo-
cal principles and the Internet’s cross-border characteristics.20

Technology companies must comply with the local statutory contexts in 
which they operate. This became clear in the year 2000. The French court case 
LICRA v. Yahoo! ruled that the ability of French citizens to purchase Nazi mem-
orabilia through the Yahoo! platform was illegal, even though the U.S. compa-
ny’s servers were located within the borders of the United States and within a 
culture of strong constitutional free-speech protections. As subsequent cases 
have borne out, sorting out jurisdiction is complicated by the distributed archi-
tecture of technology, and companies have to deal with a patchwork of regula-
tory environments.

Control related to extraterritoriality therefore takes three forms: the ways in 
which local action has global consequences; the ability to reach across borders 
digitally for a political or economic purpose; and the ways in which confl icts over 
competing spheres of infl uence materialize in confl icts over control of cross-bor-
der technologies. The actors are not only governments but private companies, 
networks of terrorists, nongovernmental institutions, and even individuals.

These traditional control features of extraterritoriality raise several immediate 
concerns and questions in regard to cyber-physical systems. What types of local 
arrangements of cyber-material technology and law have cascading effects for 
people in other jurisdictions? In reference to the Mirai botnet, the inability to se-
cure a digital thing locally can have global effects when that device is used to 
launch attacks targeting a site located elsewhere. Local policies, such as the Eu-
ropean privacy frameworks, can affect the design and operation of digital objects 
requiring compliance in order to sell into the European market. What types of 
cross-border jurisdictional confl icts, such as law enforcement requests for data, 
arise around cyber-physical systems, and how can or should they be resolved? 
Perhaps most consequentially, the feature of extraterritoriality that enables reach-
ing across borders raises an entire new domain of concern around foreign sur-
veillance, hacking, election interference, and cyber warfare that reaches across 
borders and directly into industrial systems, homes, and transportation systems. 
This feature of extraterritoriality, extended to cyber-physical systems, creates 
a condition in which someone wanting to directly exert physical infl uence 
(changing a temperature, turning off a light, altering an object constructed by a 
3D printer) does not have to be anywhere near the system.
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Cyber Policy Entanglements with Everything

As everything in society becomes interconnected and digitally mediated, the 
scope of Internet governance enlarges. Internet governance has always in-
volved coordination and policy formulation around the technologies that under-
pin the digital economy, the public sphere, and every industry sector. Because 
of the importance of digital information systems to the economy and society, 
governments have recognized Internet governance as a global policy concern 
on par with other critical cross-border issues such as terrorism and food secu-
rity. Despite this importance, cyber policy is often a stand-alone issue that is 
primarily related to the public sphere and the digital economy.

Reframing the Internet as a material control network rather than a communi-
cation network helps to illuminate cyber intersectionality with other public pol-
icy areas that previously have had minimal connections to digital policy. Many 
other entanglements speak to how the scope of Internet governance transforms 
because of the cyber-physical transformation. As already addressed, some of 
these areas involve energy policy, consumer protection, risk and insurance mar-
kets, labor policy, and health-care and medical policy. Democracy is com-
pletely intertwined with cyber policy, as attempts to interfere with elections 
around the world have made clear. Without the political will to acknowledge 
and address such interference as an existential threat, it will potentially become 
more potent by exploiting the embedded material systems such as transporta-
tion infrastructure, home systems, and even voting machines.

Environmental policy and cryptocurrency governance are two policy entangle-
ments that are less obvious than the ones already addressed. Environmental con-
nections with governance of the Internet have usually focused on content and 
usage and how information and communication technologies can support sustain-
able development. The United Nations, via its Millennium Development Goals 
initiative, has advocated for the integration of information technologies into de-
velopment efforts to help improve health and education, to ameliorate poverty, 
and also to promote environmental sustainability.21 In this context, Internet-policy 
connections to environmental sustainability focus on the dissemination of knowl-
edge, as well as the management of natural resources via GPS and geographical 
information systems. It also includes technologically mediated responses to natu-
ral disasters. The Internet Society has, more specifi cally, advocated for the appli-
cation of Internet technologies to sustainable development and environmental 
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protection.22 Most of these discussions have focused on development in emerging 
markets, which are confronted simultaneously with rapid technological change 
and critical needs for greater security around water, health, and food. They are 
also areas that, because of lower levels of infrastructure, face more devastation 
when a natural disaster hits.

The emerging context of ubiquitous sensor networks and the mass data col-
lection of cyber-physical system sensor data profoundly escalates what is pos-
sible in data collection around natural resources like water, food, and energy 
sources as well as climate and weather patterns. Cyber-embedded devices al-
ready make positive contributions to environmental protection and energy con-
servation. The connected technologies and sensor networks of smart cities and 
smart buildings facilitate greater energy effi ciency and increase prospects for 
enhanced management of natural resources. Everyday light switches in offi ces, 
factories, and homes automatically switch off when occupants leave the vicin-
ity. Cyber-physical technologies promote environmental sustainability.

At the same time, the mass proliferation of processing and data collection by 
cyber-physical system sensors and networks contributes to the energy consump-
tion of digital systems. From cooling-system behemoths in sprawling server 
farms to call-center facilities to Internet exchange points, what appears sustain-
able or “green” at end points (e.g., going paperless) actually involves massive 
energy consumption. There is growing recognition of the impact of e-waste on 
both health and the environment, particularly the toxic waste in discarded elec-
tronic devices like phones, switches, and digital display technologies. As every-
day objects embed electronic components, e-waste increases.

Digital control systems manage waste-management and water-treatment fa-
cilities and power plants. The cybersecurity protections in these systems have 
consequences for environmental protection and health. In 2000, a computer at-
tack resulted in millions of liters of raw sewage intentionally released at a 
Queensland, Australia, sewage-treatment plant into rivers, parks, and hotel 
grounds.23 The attack was carried out by a disgruntled employee who had 
worked for the contracting fi rm that installed the SCADA sewage-control sys-
tem and was retaliating after the local municipality rejected him for a perma-
nent position with the public water-treatment facility.24 This was both a 
public-health issue and an environmental-security issue. In the contemporary 
era of cyber-connected physical systems, the environmental risks of attacks on 
critical infrastructure are potentially catastrophic. In some low-lying areas, for 
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example, an attack on a hydroelectric dam would be devastating. Cyber policy 
links directly to environmental concerns.

Cyber policy and currency policy have also converged, particularly with the 
rise of cryptocurrency. In 1790, Alexander Hamilton explained the need for a 
central bank, “a National Bank is an Institution of primary importance to the 
prosperous administration of the Finances, and would be of the greatest utility 
in the operations connected with the support of the Public Credit.”25 The Bit-
coin creator’s (or creators’)26 original case for a peer-to-peer currency system in 
2008 was to remove this role of a trusted institution and replace it with, essen-
tially, mathematics: “What is needed is an electronic payment system based on 
cryptographic proof instead of trust, allowing any two willing partners to trans-
act directly with each other without the need for a trusted third party.”27

There are, as of this writing, thousands of cryptocurrencies, with Bitcoin be-
ing the most prominent. Taking the long view of history, there is nothing unique 
about monetary systems constantly changing. There is not a single currency on 
Earth that existed two thousand years ago. Some linguistic terms still exist, 
such as the “shekel” of thousands of years ago, but the modern currency system 
of the Israeli shekel is a twentieth-century contemporary revival of the term. 
Currencies that no longer exist include those that were recently replaced by the 
Euro, such as the Austrian schilling, German Deutsche Mark, and Italian lira, as 
well as those that were lost as dominant empires waned, such as the ancient Ro-
man denarius and other currencies.

Yet there are radical differences between traditional currency and cryptocur-
rency. Most cryptocurrencies are not linked to a nation-state and so exist com-
pletely across borders. They also have no tangible presence in the real world. 
They exist entirely online and depend on the global infrastructure of the Inter-
net. Most relevant to discussions of Internet governance, cryptocurrencies are 
not administered by central authorities. Entities such as the Federal Reserve in 
the United States serve as central banks regulating systems of currency and 
other core economic features. There is no central authority regulating crypto-
currency, nor is there a single cryptocurrency. The tracking and introduction of 
new currency is overseen by the technology itself—fueled by cryptography and 
blockchain—rather than by a trusted centralized authority.

Cryptocurrencies are decentralized systems but have deep connections to cy-
ber governance questions.28 There are many questions: Who sets the standards 
for these systems? What transparency is necessary to legitimate the public-
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interest issues constructed by the technologies? Are the underlying technolo-
gies actually secure, and what happens if cryptography is overpowered by 
advancements in processing power? There are many other questions.

Cryptocurrency also intersects with other cybersecurity areas. Ransomware 
attacks often demand payment in Bitcoin. Cryptocurrencies are similarly used 
to carry out anonymous Dark Web transactions. Types of unlawful exchanges 
using cryptocurrency include illegal drug trade, illegal weapons trade, trade in 
endangered animals, child pornography, and human traffi cking. The use of tra-
ditional currencies online, which are subject to regulatory oversight and au-
thentication protections, to transact illegal trade in the Dark Web would undo 
the anonymization that criminals seek for such unlawful activities. Those who 
make transactions using cryptocurrencies like Bitcoin have a degree of ano-
nymization that is not possible using nation-state-controlled currency. Crypto-
currencies are also used for perfectly legitimate transactions.

The rapid ascent of cyber-only currency perhaps best exemplifi es the meta-
morphosis of the Internet away from its traditional role as a communication 
network for accessing knowledge and exchanging information between people 
to a system that is deeply embedded in all social and economic processes, ma-
terial and virtual, and now including the production and circulation, not only 
use, of currency. It also serves as an example of the need for retooling Internet 
governance systems to encompass these transformations. The undeniable rise 
of cryptocurrencies represents a major transformation in how modern societies 
operate and interact and, as such, should be a major topic of cyber policy, as 
well as monetary, environmental, and law enforcement policy. Yet the design, 
coordination, and regulation of cryptocurrency is not only outside of stable cy-
ber governance regimes but also outside of traditional governance structures.

Cryptocurrency also intersects directly with the Internet of things, particu-
larly around “cryptojacking.” Cryptocurrency is “mined”—in other words 
“earned”—by cryptomining software that solves complex mathematical prob-
lems necessary for validating transactions. Massive processing power is re-
quired to perform these calculations. Cryptojacking is the practice of exploiting 
vulnerabilities in devices to install malware that hijacks processing power to 
perform these cryptographic calculations. Cryptojacking is a serious problem, 
mirroring the effects of other cybersecurity attacks such as disrupting opera-
tions and degrading network performance. IoT devices, especially those with 
weak security, are targets of cryptojacking incursions.29
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Everything is interconnected. Cyber policy touches every public-interest 
area, no longer relegated to the digital information realm only but the natural 
world, currency, biology, labor, safety, democracy, and every other public pol-
icy sphere. It may eventually be necessary and more accurate to state that there 
is no longer cyber policy because it folds directly into every other policy arena.

Updating Core Architectural Principles

As the Internet has emerged as a transformational and global communication 
network, one dominant set of architectural design principles has historically 
shaped the technology and has served as a useful and productive force shaping 
rapid growth and innovation. The Internet Society has referred to these princi-
ples as “Internet invariants,” described as conditions that must be maintained 
for the Internet to thrive.30 Taken together, these principles form the basis of an 
aspirational hope for preserving (or building) what is usually referred to as a 
“free and open Internet.” Part of what has maintained some of these character-
istics over decades is a stable system of Internet governance centered around a 
combination of private-sector decisions, expert design communities, and global 
coordinating institutions and shaped initially by democratic societies and espe-
cially the United States.

The idea behind a fi xed set of fundamental design principles is that technol-
ogy continually changes, but what has made the Internet the Internet and what 
have served as the technological affordances enabling growth and innovation 
are these Internet invariants. The Internet Society has described the core 
principles as (1) global reach/integrity, (2) general purpose, (3) permissionless 
innovation, (4) accessibility, (5) interoperability and mutual agreement, (6) col-
laboration, (7) reusable (technical) building blocks, and (8) no permanent 
favorites.

Universality is an underlying theme. Most pertinent, interoperability de-
signed into systems is what creates the potential for universality. Any manufac-
turer can invest in the development of products with the assurance that their 
technical features—whether addressing, compression, error checking, format-
ting, or encryption—are compatible with other products connected to the same 
digital network. The technical principle of permissionless innovation enables 
developers to introduce new services, devices, and software without having to 
entreat a gatekeeper for permission, such as setting up a new social media plat-
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form without having to ask permission of an intermediary or regulatory agency. 
The potential for anyone to innovate and connect to the system results in the 
principle of no permanent favorites because new entrants, in theory, can de-
velop innovative products that compete in interconnected markets. This also 
speaks to the principle of global reach, the expectation that anyone anywhere in 
the world, or at least any device anywhere in the world, has the capacity to 
reach any other device. Universality is also served by the principle of the Inter-
net being a general-purpose system that accommodates many different applica-
tions, from email to web hosting to digital video services.31

These aspirational values have indeed helped to shape the Internet’s trajec-
tory, such as the availability of open standards contributing to innovation. As 
explained, the reality of how technology is designed, implemented, and regu-
lated has not always lived up to this aspirational vision. Even while the Internet 
continues to grow rapidly, half the world’s population still does not have 
access.32 Where there is access, there are disparities in access speeds and inter-
connection infrastructure, language barriers, censorship regimes, protocol frag-
mentation, and proprietary enclosure. Private-industry trends toward proprietary 
enclosure and authoritarian control approaches by China, Russia, and many 
other countries controvert the idea of a free and open Internet. Values of open-
ness and enclosure coexist in the global Internet environment. There is regional 
and cultural malleability: a successful Internet in Thailand embeds the norma-
tive value of prohibiting speech that insults the monarch; in the United States, 
this type of prohibition would constitute a free-speech abridgement.

Even in culturally specifi c contexts, values shaping technology are in con-
stant confl ict. Inherent tensions arise between individual privacy rights and law 
enforcement, such as in the question of law enforcement access to an encrypted 
iPhone. Confl icts arise between freedom of expression and intellectual property 
rights, such as content-takedown determinations in YouTube. Some tensions re-
fl ect increasing incongruity between Westphalian notions of nation-states and a 
distributed technical architecture that crosses borders and is coordinated by 
nonstate actors and new transnational institutions. Contention over values may 
just be a feature of global architecture.

The very idea of invariant principles is predicated on the idea that technolo-
gies change, usage contexts change, and industries change. The cyber-physical 
disruption is instantiating profound changes in technological architecture and 
usage contexts. Governance contexts are changing. Stakeholders are changing. 
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More is at stake, not just economically and socially, but for human safety and 
national security.

Setting aside global norm heterogeneity and just focusing on Western de-
mocracies, architectural principles are not fi xed. Neither should they be fi xed. 
The transformation of the Internet from a network between people to a network 
enmeshed in the real, physical world provides an opportunity to revisit what are 
called invariant architectural principles. They may no longer be ideally suited 
to the emerging problems, contexts, and stakeholder interests of the modern 
era. The public-interest issues arising in cyber-physical systems inform a differ-
ent set of values than the public-interest concerns around the Internet when it 
was primarily a system for communication and the exchange of information be-
tween humans.

New architectural principles are needed to coincide with the demands of the 
contemporary moment. Privacy and security take primacy as values for the de-
sign of cyber technologies. Architectural principles, even with a recognition of 
the values in tension depending on context, have to prioritize privacy-enhancing 
design and creating strong security frameworks at every layer of technology. 
The real-world dependencies on connected systems critically require stability, 
reliability, availability, integrity, and authentication. The pervasive and intimate 
nature of always-on data collection around real-world activities elevates privacy 
as a core contemporary architectural value.

Older architectural principles are challenged. The ability to interconnect 
billions and billions of objects—from health devices to industrial control 
systems—depends on the global reach of digital technologies. But the question 
relative to cyber-physical trends is whether universality-enabling principles 
should retain a privileged status. In speech and access-to-knowledge contexts, 
universality is advantageous, at least in democratic contexts. Fragmentation of-
ten has unsalutary effects on speech and access to knowledge for a communica-
tion network, even while some forms of technical fragmentation are necessary 
for protecting data. But in the context of the Internet as a control network con-
necting the material world, fragmentation at certain layers may become an im-
portant aspirational principle shaping technical architectures that promote the 
values of security and privacy. Open standards within each unique sector and in 
the core of network infrastructure are important for accountability, security, and 
competition, but the aspiration for every conceivable object interoperating at 
the application and data layer is not as clear.
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Monocultures are not necessary or desirable. But there are obvious disadvan-
tages to interoperability between China’s system of facial recognition and so-
cial scoring and cyber-embedded heart monitors. Energy-grid sensors in the 
United States should not be easily accessible in Russia. Cyber-physical system 
fi rewalling is not necessarily problematic but can serve as a check on wide-
spread cybersecurity attacks and mass data-collection practices.

The principle of permissionless innovation is also less clear. Should this ap-
ply in an environment involving direct physical-world vulnerabilities rather 
than content-centric risk? The converse of permissionless innovation is the pre-
cautionary principle, defi ned and critiqued by Adam Thierer as “the belief that 
new innovations should be curtailed or disallowed until their developers can 
prove that they will not cause any harm to individuals, groups, specifi c entities, 
cultural norms, or various existing laws, norms, or traditions.”33 Thierer and 
Adam Marcus argue that, in the case of 3D printing as well as other emerging 
technologies, “precautionary principle-based regulation can also have profound 
macroeconomic consequences by discouraging the sort of entrepreneurialism 
that fuels economic growth and competitive advantage.”34 This concern is, in 
some ways, a straw-man argument because the question is not whether entre-
preneurial innovation should be curtailed in additive manufacturing but how 
the results of the innovation comply with real-world regulatory constraints such 
as gun ownership or liability and risk around potential harm. In other words, it 
is not the innovation but the spectrum of uses.

Even if permissionless innovation is a default value, the stakes of embedded 
objects suggest that there should be exceptions carved out in critical societal ar-
eas. Having precautionary, ex ante regulations about the safety of connected 
objects like driverless cars and weapons is soundly reasonable and a reminder 
of the importance to move from theoretical debates about principles to the ques-
tion of what regulation, industry efforts, and technical standards are needed in 
each specifi c context.

The Internet itself has had no intrinsic Heideggerian essence described by 
some narrative or waiting to be discovered. The technology has constantly 
changed, and its ontology has been interpretably fl exible. In the same way that 
underlying technologies change, the Internet’s technical evolution has refl ected 
a historically specifi c set of values, or principles, arising in particular social, 
economic, and political contexts. The cyber-physical milieu is one such context.
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THE DIFFUSION OF CYBERSPACE INTO THE physical world is part of a long tra-
jectory. The Internet has already turned fi fty, if one views its inception as the 
late-1960s U.S. milestone when the fi rst packets were exchanged among 
university research sites over its predecessor network, ARPANET. To place the 
Internet’s provenance in historical context, in 1968, the Vietnam War was rag-
ing and Gordon Moore founded a novel technology company called Intel in 
Mountain View, California, in an area that would later be known as Silicon 
Valley. The founders of Google and Facebook were not yet born, and NASA 
was still preparing the Apollo 11 mission to attempt the fi rst lunar landing in 
history. The Greenwich Village Stonewall riots foreshadowing the inception 
of the gay rights movement in the United States were still a year away, and 
abortion was illegal in much of the country. The Internet’s fi rst coordinating 
body—the Network Working Group—was convened to develop protocols for 
communicating over ARPANET, and that same year, Martin Luther King Jr. 
was assassinated.

In the context of the Cold War, the United States was introducing new insti-
tutions to advance science and technology, including the Advanced Research 
and Projects Agency (ARPA), founded as a reaction to the Soviet Union’s suc-
cessful launch of the fi rst artifi cial Earth satellite, Sputnik.1 During the period 
of national crisis over the Soviet preeminence in satellite technology, U.S. Pres-
ident Dwight Eisenhower founded ARPA to be a “fast response mechanism . . . 
to ensure that Americans would never again be taken by surprise on the techno-
logical frontier.”2 This political aspiration is retrospectively chilling a half cen-
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tury later, in light of calculated Russian cyber infl uence via troll farms, bots, 
social media infl uence campaigns, and hacking.

Fifty years is an eternity in Internet time. Even a decade seems interminably 
long. The span between 2005 and 2015 alone engendered immense techno-
logical, social, and economic change online. In 2005, Mark Zuckerberg had 
recently launched “TheFacebook”—as it was originally called—at Harvard. 
On February 14, 2005, the domain name YouTube.com was activated. 
Twitter launched in 2006, and Apple released the fi rst-generation iPhone 
in 2007. In 2013, the U.S. government charged Edward Snowden with 
violating the Espionage Act for releasing classifi ed documents about the 
National Security Agency’s expansive surveillance program. By 2015, the 
number of Chinese Internet users exceeded twice the entire population of 
the United States, with a signifi cant percentage accessing the Internet from 
mobile phones.

Another sea change is that Internet governance has become a critical 
global political concern, comparable in importance to other global collective-
action problems such as climate change and poverty. Once-esoteric technical 
concerns—network protocols, cybersecurity, routing, and interconnection—
have become geopolitical concerns. Arrangements of technology connect to 
foreign intelligence, censorship, national security, cyber war, digital theft of in-
tellectual property, and what counts as privacy and freedom of expression on-
line. The proliferation of high-profi le incidents from Stuxnet to Snowden have 
drawn public attention to connections between digital technologies and poli-
tics. Political control now requires control of infrastructure.

This global policy attention to digital technologies also refl ects the enormous 
economic stakes of cyberspace.3 The Internet contributes trillions in U.S. dol-
lars to the global economy, and the potential value of the Internet of things 
alone could reach an estimated $11 trillion by 2025.4 More importantly, every 
sector of the economy from fi nancial services to transportation depends on the 
Internet for basic transactions and operations. An Internet outage is now also a 
signifi cant disruption of the digital economy.

The Internet has challenged the business models of entire industries, from 
music to print journalism to transportation. Technological change and associ-
ated globalization have contributed to the loss of jobs in manufacturing and 
other industries in advanced economies. At the same time, the Internet has also 
created entirely new industries and economic opportunities and given rise to 

http://YouTube.com
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some of the most powerful companies in the world. The proliferation of cyber-
physical systems will further impel transformations of industries and jobs.

Technology giants such as Apple, Facebook, Google (Alphabet), and Micro-
soft occupy the upper echelon of multinational companies in market capitaliza-
tion, and Alibaba and other Chinese companies are following suit in their reach, 
power, and market capitalization. In the summer of 2018, Apple became the 
fi rst company in history to reach a market value of $1 trillion.

By many measures, the Internet represents a phenomenal achievement in hu-
man history, transforming the way societies communicate, learn, conduct busi-
ness, shop, and function. It has created new opportunities for expression and 
commerce, even while simultaneously facilitating unprecedented levels of gov-
ernment surveillance and censorship and new forms of cybercrime, harassment, 
and digital terrorism.

The history of technology has always been the history of change. The 
blurring boundaries between offl ine and online worlds is a seismic one. In 
1962, Thomas Kuhn’s The Structure of Scientifi c Revolutions portrayed the sci-
entifi c process as relatively calm periods of knowledge accretion punctuated 
by crisis-induced revolutions.5 The controversial shift from a geocentric view 
of the universe to a heliocentric one is the best example of how experts continue 
operating within their epistemological paradigm, even in the face of incontro-
vertible anomalies. Those who believed that the sun revolved around the 
Earth were unable, even when faced with scientifi c evidence, to shift their ideo-
logical and religious beliefs to accept that the Earth could be revolving around 
the sun. Most techno-scientifi c shifts are much subtler but also involve adher-
ence to systems of belief. Part of Kuhn’s lasting contribution was to address the 
cultural and historical infl uences on understanding, as well as the problem 
of different knowledge communities having irreconcilable worldviews and 
how communities, after recognizing a shift, see a different world than they 
previously pictured.

The diffusion of digital technologies into the material world represents a ma-
jor societal transformation. Yet it will be diffi cult to view the Internet as any-
thing other than a communication network accessed through screens. There is 
now a different Internet world than previously understood. The growth and suc-
cess of the Internet can convey a sense of inevitability that it will continue on a 
trajectory moving toward expressive freedom and economic growth. Cyber-
space melding into the physical world calls into question all assumptions that 
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applied to human communication systems, including the trajectory of the Inter-
net itself.

All of the policy issues in two-dimensional digital space have leapt into 
three-dimensional real-world space and have added new concerns around phys-
ical safety and everyday human activity. Digital technologies are inside of the 
material world. So must digital technology policy move inside of the physical 
world. The integration of the physical world and the virtual world is changing 
what it means to be human and transmuting conceptions of human rights. This 
book has provided many specifi c recommendations around privacy, security, 
and interoperability and has offered provocations for how Internet freedom and 
Internet governance have to be rethought through the lens of the cyber-physical 
nexus. There are also cross-cutting themes that help orient and hopefully draw 
attention to the need for urgent policy attention in this space: policy should 
move from a content focus to an infrastructure lens; cybersecurity has to now 
be viewed as one of the most pressing human rights issues; there is a critical 
need for clarifi cation about liability in the cyber-physical space; and to achieve 
the trust and human rights protections necessary for cyber-physical innovation, 
all stakeholders are responsible.

An Infrastructure-Based Policy Lens

Policy attention needs to shift from digital content to digital infrastructure. 
Much of cyber policy focuses on content, whether speech rights, fake news, cy-
berbullying, or intellectual property rights. Many of the levers of control in cy-
berspace are now confl icts around infrastructure. Emphasizing infrastructure 
governance questions in no way minimizes the importance of the technology 
debates unfolding at the level of content. Computational propaganda, social 
media privacy, content censorship, consumer data protection, and theft of intel-
lectual property are critical society-wide problems. Problems around content 
and problems around infrastructure are actually the opposite sides of the same 
coin. The Mirai botnet exploiting the IoT to attack major information platforms, 
the Equifax data breach, and Russian social media infl uence campaigns have 
much in common.

The technological reality of cyber-embedded real-world things complicates 
and augments control struggles, often behind the scenes of public view but with 
heightened social and economic repercussions. It has also created control levers 
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that are much more directly enmeshed in the physical world. These cyber-
physical control struggles are playing out in many arenas: (1) through the en-
actment of technical design; (2) via private intermediation; (3) via cross-border, 
extraterritorial confl ict; (4) at points of transduction where one form of energy 
is converted into another; and (5) by the mediation of debates over cybersecu-
rity. The mediation of confl ict at these points of control in emerging terrains 
of cyber-physical systems will determine political power in the digital age 
and shape the future of everything from what counts as human privacy to the 
prospects for the stability of democratic systems.

To suggest that modes of infrastructure control create public-interest concerns 
in cyber-physical systems is not to suggest that arrangements of Internet infra-
structure have not always been entangled with economic and political power. 
Quite the contrary. The concept of infrastructure-based control of content has a 
well-developed history,6 including, relative to Internet governance, the author’s 
infrastructure-based notion of content control, that “battles over the control of 
information online are often fought at the level of Internet infrastructure,” 
whether the use of the DNS for intellectual property rights enforcement or DDoS 
attacks that disrupt the fl ow of content.7 Infrastructure is not only exploited for 
content control but also increasingly tampered with for content control, such as 
regulatory efforts to modify technical architecture to require data localization 
within national borders, often under the guise of protecting privacy.

Control of the material world via digital technologies once primarily stemmed 
from dependencies on adjacent information systems that inform real-world in-
teractions (rather than direct physical control via embedded cyber technolo-
gies). It has long been the case that actions in the digital world, such as a 
modifi cation to a digital control system or data fi le, can have the effect of 
changing conditions in the material world. Health-care providers depend on in-
formation systems for scheduling, medical records, insurance authorizations, 
and payment systems. When a ransomware attack disrupts such a system, med-
ical providers are unable to perform scheduled procedures or otherwise func-
tion. In this conventional example, nothing in the information systems directly 
connects to the material world, such as implants, diagnostic equipment, or 
physical treatment devices, but the ability to function in the real world directly 
depends on information from the digital world.

Mechanisms of control over the fl ow of communication are features of cy-
berspace. As Ron Deibert and Rafal Rohozinski explained in “Liberation vs. 
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Control: The Future of Cyberspace” (2010), “these control mechanisms are 
growing in scope and sophistication as part of a general paradigm shift in cy-
berspace governance and an escalating arms race in cyberspace.”8 In 1998, long 
before Facebook, Twitter, and smartphones, the law professor Lawrence Les-
sig’s article “Laws of Cyberspace” warned about “pushing the architecture of 
the Internet from an architecture of freedom to an architecture of control.”9 This 
admonition, given the time in which it was written, was concerned with free-
dom of expression and the possible role of the state in constraining freedom. 
Other, more postmodern approaches, such as Alexander Galloway’s Protocol: 
How Control Exists after Decentralization (2004), follow Lessig in dispelling 
conceptions of the Internet as an inherently uncontrolled and liberatory techno-
logical platform. Galloway suggests that the Internet’s underlying technical ar-
chitecture, which he groups into a unitary category “protocol,” is a totalizing 
control apparatus, a type of control emanating from extreme technical organi-
zation rather than limitations on individual freedom or decisions.10 In the real 
world, of course, technology is not homogeneous. Neither is it fi xed. It is het-
erogeneous, fl uid, always changing, historically specifi c, and therefore able to 
be shaped.

Although the ways in which cyber technologies directly infi ltrate and control 
the material world represent a newer epoch in the Internet’s history, this view 
of the Internet as a control network was actually presaged in the years immedi-
ately after World War II. Twenty years prior to ARPANET and a decade before 
Sputnik, the MIT professor Norbert Weiner set out to develop a program of 
control theory with his 1948 book Cybernetics: Or Control and Communica-
tion in the Animal and the Machine. Almost four decades prior to the advent of 
the personal computer, he suggested that “the modern ultra-rapid computing 
machine was in principle an ideal central nervous system to an apparatus for 
automatic control; and that its input and output need not be in the form of num-
bers or diagrams but might very well be, respectively, the readings of artifi cial 
sense organs, such as photoelectronic cells or thermometers, and the perform-
ance of motors or solenoids.”11 The formulation of his work included the notion 
of learning machines, the role of feedback mechanisms in control, and the fun-
damental inseparability of control engineering and communication engineer-
ing. The reality of cyber-physical systems, to some extent, matches this 
imagining. The Internet is dissipating into previously offl ine physical spaces. 
Technology policy has to catch up to this major technological transformation.
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Cybersecurity as the Great Human Rights Issue of Our Time

The need for strong cybersecurity is the common denominator of the most 
consequential public interest concerns of the present era. Privacy depends upon 
cybersecurity technologies. National security and the functioning of critical so-
cietal and industrial infrastructure require strong cybersecurity. Cybersecurity 
is increasingly connected to the legitimacy of democratic elections. Cybersecu-
rity is necessary for human safety. Trust in fi nancial systems and the stability of 
the global economic system depend upon cybersecurity.

Those who developed encryption standards in the 1970s, whether for secur-
ing fi nancial data or for preserving the confi dentiality of government commu-
nication, could never have predicted that cryptography would not be ubiquitously 
deployed everywhere well into the twenty-fi rst century. Powerful forces have 
worked against strong end-to-end encryption. Both the economic business 
models that rely on extensive personal data collection and the intelligence 
agency and law enforcement need for pervasive surveillance are in direct ten-
sion with encryption and other security technologies.

A societal shift toward greater cybersecurity is necessary for progress. 
Cyber-embedded medical devices are bringing health benefi ts to millions of 
people. Wearable technologies are allowing the elderly to independently 
remain in their own homes. Energy sensors help conserve natural resources. 
Autonomous vehicles improve safety and productivity in industrial settings. 
Consumer IoT devices create conveniences and effi ciency in homes. The poten-
tial for human fl ourishing is tremendous. But these innovations are inverting 
public policy priorities. Privacy concerns, while always signifi cant, are no 
longer relegated to the data activities that individuals choose to transact online, 
such as retail purchases or personal messages, or the information collected by 
third parties about these transactions. Privacy issues now infi ltrate all human 
activity that was previously viewed as offl ine but that is now interconnected, 
including biological measurements and home activities. The stability of every 
industry sector now depends on networks of sensors and actuators, so that 
an Internet outage is an outage of society and the economy. Cyber confl ict 
has moved into cyber-physical objects. Human safety depends on the stable 
performance of cyber-embedded objects. Security is lagging behind product 
development, and there are technological constraints and market disincentives 
for building strong security into systems.
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Security is not anywhere near suffi cient. Interoperability standards for cyber-
physical system security are in a chaotic state and often involve competing, 
closed standards monocultures. The lack of adequate security, privacy, and in-
teroperability in the Internet of things is a society-wide concern. IoT security 
vulnerability is also a political failure, with government interests often contrary 
to strong cybersecurity, whether stockpiling/hoarding knowledge of vulnerabil-
ities for cyber-offense capability rather than sharing them with manufacturers 
or preferring weak security for surveillance purposes rather than requiring/pro-
moting security frameworks that provide greater security but make it more dif-
fi cult to carry out government surveillance.

These problems put more than just the cyber-physical world at risk. Exploit-
ing home appliances to carry out attacks places the entire Internet and digital 
economy at risk. The security of fi nancial systems, information systems, and 
social media is only as robust as the security of cyber-physical systems. Trust 
in the digital economy depends on trust in all digital technologies.

Even while the very operation of embedded sensor and actuator systems re-
lies structurally on extensive and continuous data collection, imperatives of se-
curity and privacy require mechanisms of data minimization that set reasonable 
expectations about data not being shared beyond its immediate purpose. Cyber-
physical risk requires greater privacy and security by design, device upgradea-
bility and life-cycle management, and maximum transparency and disclosure 
about everything from data breaches to vulnerability discoveries to privacy and 
security practices. A range of external inducements including government pro-
curement policies, clear liability frameworks, third-party certifi cation, and in-
surance risk markets can spur actions lacking inherent market incentives. 
Already-diffi cult debates, especially about encryption back doors and zero-day 
vulnerability stockpiling, rise in importance and consequence.

Intermediary Liability in the High-Risk Era

Cyber governance is highly privatized. Private industry owns and operates 
the majority of intermediating infrastructure. Third-party networks and systems 
facilitate the fl ow, exchange, manipulation, and aggregation of data between 
end points, whether these end points are humans or connected objects.

These private companies determine a range of public-interest concerns about 
privacy, speech, interoperability, consumer safety, and security. They enact 
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discretionary censorship to block information or accounts if usage violates a 
company’s terms of service—such as portrayals of violence, hate-speech har-
assment, or immorality. As such, a signifi cant theme in Internet governance has 
always been the public policy role of private actors. Rebecca MacKinnon, in 
Consent of the Networked: The Worldwide Struggle for Internet Freedom, 
describes these information intermediaries as “the new digital sovereigns” who 
will have to “recognize that their own legitimacy—their social if not legal 
license to operate—depends on whether they too will suffi ciently respect 
citizens’ rights.”12 The proliferation of connected material devices heightens the 
consequences of issues of private sovereignty and legitimacy.

The international-relations scholar Joseph Nye also discusses cyber power in 
terms of this diffusion of control away from the state: “Some observers wel-
come this trend as marking the decline of the sovereign state that has been the 
dominant global institutions since the Peace of Westphalia in 1648. They pre-
dict that the Information Revolution will fl atten bureaucratic hierarchies and re-
place them with network organizations. More governmental functions will be 
handled by private markets as well as by nonprofi t entities.”13

Private intermediation also directly serves the interests of governments, which 
are unable to enact surveillance or block data directly. They do so via delegated 
surveillance and delegated censorship. Government surveillance does not happen 
sui generis. It requires cooperation from private entities—social media platforms, 
search engines, transactional sites—that serve as information intermediaries.

The constitutional law scholar Jack Balkin was an early theorist examining 
the nature and consequences of this private ordering. Information intermediar-
ies and their data-driven business models facilitate both infrastructures of free 
expression and the digital surveillance state.14 The implication is not only that 
private companies control speech and other conditions but that the only way for 
the state to exert control is via intermediaries. As Balkin summarizes, “The 
largest owners of private infrastructure are so powerful that we might even re-
gard them as special-purpose sovereigns. They engage in perpetual struggles 
for power for control of digital networks with nation states, who, in turn, want 
to control and coopt these powerful players.”15

The levers of control within private intermediaries are numerous. Terms of 
service agreements with users establish rules for behavior online, including 
what counts as harassment, hate speech, and violence and what information is 
allowed to be posted and when content or accounts will be terminated. The 
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technological affordances of these systems, such as whether they require unique 
physical or logical identifi ers, also shape rights. Privatized governance also oc-
curs via coordination and management of systems. Internet service providers 
have the ability, should they choose, to throttle back (i.e., discriminate against) 
specifi c content, sites, or classes of traffi c. This capacity is at the heart of the 
net-neutrality question of whether they should be legally prohibited from doing 
so. The question extends to cyber-physical systems and whether intermediaries 
should have the legal right to block or slow down traffi c from embedded sys-
tems that compete with their core offerings.

Much of the power of private intermediaries emanates from massive data-
collection and monetization practices that underpin business models based on 
interactive advertising. As Balkin vividly describes it, big data is Soylent 
Green—the fi ctional wafer meant to ameliorate food scarcity via covert canni-
balism. Hence, Balkin analogizes that “Big Data is Soylent Green. Big Data is 
People.”16 It is this data collection that enables business models to succeed but 
also creates signifi cant privacy concerns and enables governments, by exten-
sion, to enact invasive surveillance.

The privatization of governance extends overwhelmingly into cyber-physical 
intermediaries, which have the same power to block devices or accounts that vio-
late private contractual usage agreements, shape conditions of privacy, and carry 
out governance functions that were once the domain of the state. They control 
embedded objects with intellectual property restrictions such as standards-based 
patents and copyrighted software.

Intermediary liability is a policy question central to concerns about control 
by private ordering. The global Internet governance tradition, generally, is for 
information intermediaries to not be liable for the content passing through their 
systems. How should liability shift when the data mediated is not a social media 
post but information with life-and-death consequences in the real world? As 
businesses connect digitally embedded material objects to a greater extent than 
merely screen-mediated devices, questions arise: What is an intermediary in the 
era of cyber-physical systems? Under what conditions should intermediaries 
now be liable for data passing through or hosted by them when that data affects 
not freedom of expression but potentially someone’s life? How these questions 
around private intermediation settle—including the descriptive preliminary 
question of what even counts as intermediation in cyber-physical systems—
will shape a variety of policy debates.
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The rising stakes of digital security and stability challenge a sacrosanct regu-
latory tradition. Although regulatory requirements vary by jurisdiction, infor-
mation intermediaries generally have had legal immunity from liability for the 
information passing through their infrastructure, especially in the U.S. context. 
Certain quid pro quo conditions apply, such as the obligation of notice and take-
down procedures around intellectual property rights infringement. Generally, 
though, social media companies, information-aggregation sites, and other con-
tent intermediaries are not liable for the content that others post in these plat-
forms. As such, Facebook has immunity from liability in cases in which a 
subscriber is sexually harassed or threatened.

In the United States, the roots of legally excepting companies from responsi-
bility for the content passing through them lies with Section 230 of the Com-
munications Decency Act. Section 230 provides that “interactive computer 
services” are not liable for content published or transmitted by others on these 
services. Intermediaries are generally not legally treated as a speaker or pub-
lisher of content that others post or send on their platforms. Furthermore, under 
the Good Samaritan provision of Section 230, if these intermediaries voluntar-
ily choose to restrict access to information, such as Twitter deleting a post or 
suspending an account because of violent, indecent, or harassing content, the 
intermediary is not liable for these actions “whether or not this material is con-
stitutionally protected.”17

Social media companies and other content intermediaries voluntarily estab-
lish terms of service that set (or at least purport to set) the conditions of speech 
over their platforms, such as in regard to hate speech, violence, harassment, por-
nographic content, and cyberbullying. In addition to these voluntary terms of 
service that navigate different questions related to freedom of expression and 
subscriber safety, intermediaries are subject to various nation-specifi c content 
regulations to which they must adhere if operating in the relevant jurisdiction. 
Intermediaries traverse different cultural and legal contexts and have to respond 
directly to government requests around hate speech, Holocaust denials, state se-
crets, defamation, and blasphemy. For example, speech that is legal in the United 
States could be classifi ed as illegal hate speech in Brazil or violate decency laws 
in many countries. Other than the complexities of navigating jurisdictionally 
specifi c content laws and setting terms of service that comport with the entities’ 
corporate social values, in the United States especially, intermediaries have 
been generally immune from liability to content produced by their users.



T H E  C Y B E R - P H Y S I C A L  P O L I C Y  M O M E N T 223

This potent combination of immunity from liability for the content traversing 
these platforms and immunity from liability for deleting or otherwise controlling 
this content has given information intermediaries tremendous power. This gate-
keeping function amounts to a form of privatized governance determining 
conditions of privacy, safety, and expression. But it has also served as a spur to 
entrepreneurial innovation and investment and contributed to the associated rapid 
introduction of new platforms. Stated simply, shifting to content-intermediary 
liability would create a disincentive to innovation and risk. The Center for 
Democracy & Technology succinctly summarizes how the rationale for protect-
ing content intermediaries from liability lies at the nexus of speech rights, risk, 
and innovation: “Protections for intermediaries from liability for users’ content 
are necessary to a vibrant, innovative Internet. These legal protections allow 
internet access providers, content hosts, social networks, and others to support a 
robust online environment for free expression without worrying about potential 
liability for the material stored on or moving across their networks. Without 
them, services would be much less willing to accept user-generated content for 
fear of potential civil and criminal liability.”18

Even in the realm of content and communications among people, pressure 
has mounted to hold companies legally accountable for the data they intermedi-
ate. These platforms are not neutral to content. They sort, prioritize, monetize, 
and curate content and establish policies about what speech is permitted and 
who or what is prohibited. What accountability and liability should apply for 
data breaches? Should social media companies be held accountable for inap-
propriate data sharing and political interference? Should transactional sites be 
liable for sex traffi cking, child pornography, and other illegal content and trans-
actions on these platforms? Should video repositories be liable for intellectual 
property rights violations or for hate speech? There has always been pressure to 
establish legal accountability for intermediaries, even while providing immu-
nity from liability has been vital for speech to fl ourish and innovation to occur.19

The contemporary complication is the question of what counts as an interme-
diary in the burgeoning cyber-physical industries. It is not always entirely clear. 
When Bill Clinton became president of the United States, Amazon, eBay, Face-
book, Google, Twitter, and YouTube did not yet exist, never mind Alibaba, 
Baidu, Instagram, or Uber. At that time, intermediaries were online systems 
such as UseNet discussion boards, fi le-sharing platforms, and email services. 
The shift to cyber-physical intermediaries is another such transformation. In 



R E T H I N K I N G  I N T E R N E T  F R E E D O M  A N D  G O V E R N A N C E224

general, intermediaries are companies that do not necessarily provide content, 
like a media company, but facilitate transactions, interactions, or the exchange 
of information among those who generate or access this data. These companies 
are search engines, social media platforms, content-aggregation sites, fi nancial 
intermediaries, transactional intermediaries, trust intermediaries, and advertis-
ing intermediaries. They are now also cyber-physical intermediaries. Even aug-
mented reality systems can cause physical harm and raise questions about what 
type of liability arises around information when overlaid on the material world.20

Calls for rethinking intermediary liability are emerging from many stake-
holders, with the exception of the companies involved. The Internet Society, 
whose historical traditions have normatively favored a light-touch regulation of 
fl ows of content on the Internet, has even called for the creation of “an account-
ability regime, including liability provisions to ensure that those entities that 
collect, compile and manipulate data are liable for its abuse and its security, not 
the users.”21

The risk factors in cyber-physical intermediating systems are different in 
kind from those that arise in information intermediaries. Harms shift from psy-
chological or economic damage to real property damage and physical injury. 
The case for liability of these intermediaries is much clearer, in principle. How-
ever, there are a number of complicating principles that make liability and 
accountability extremely challenging. With consideration of infrastructure het-
erogeneity and the layered architectures on which data fl ows, exactly who is re-
sponsible for harms? Is it the software developer, the system designers, the 
manufacturer of the end object, the back-end data analysis, or the components 
added along the supply chain? Some of the intermediary services cross borders. 
Data originates from many sources. There are numerous stakeholders involved 
in the design, development, implementation, maintenance, and operation of 
cyber-physical systems.

Some decisions that can lead to real property damage and personal harm in-
volve artifi cial intelligence and machine learning. In the case of cyber-physical 
things, an object like a self-driving car will have to make a split-second deci-
sion between hitting a baby in a stroller or injuring the passengers in the car. A 
common thought experiment in ethics, and in discussions about autonomous 
vehicles, is the “trolley problem.” An observer sees a trolley careening toward 
multiple people tied up on the trolley’s path and has to make a split-second de-
cision. The observer can do nothing and allow the trolley to hit these people, or 
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pull a lever and direct the trolley to a side track where it will kill only one per-
son. Such experiments are no longer hypothetical scenarios in the age of auton-
omous vehicles. Someone has to decide initially, and sometimes this decision 
in practice is infl uenced by machine learning.

The need for liability in the cyber-physical realm is obvious but complicated. 
There is an immediate and critical need for regulatory clarifi cation about re-
sponsibility and the assignment of liabilities. This issue will also have to con-
nect to the possible evolution of enforcement of certifi cation and standardization 
mechanisms. Clarifi cation is critical not only for protection of people and prop-
erty but for innovation and investment. For example, companies should not be 
dissuaded from disclosing vulnerabilities because of the threat of class-action 
lawsuits, even in cases in which no harms have occurred. The complications 
around cyber-physical liability are signifi cant and exceeding the pace of law. 
This is an area for urgent attention.

Cybersecurity and Corporate Governance

Another crucial development is the intensifying oversight role and impor-
tance of corporate offi cers and boards in addressing security and privacy. All 
companies are now tech companies that collect digital data about customers 
and that offer services and physical products that are directly embedded with 
cyber capability. They are also large users of the Internet of things, whether op-
erating warehouses with industrial IoT infrastructure or offi ce buildings with 
cyber-connected security systems. This integration of cyber-physical systems 
into all fi rms is an opportunity to improve the broader cybersecurity milieu be-
cause of corporate incentives to reduce liability and risk (and reputational and 
fi nancial damage) and to ensure compliance with rapidly changing legal con-
texts. Because many cybersecurity vulnerabilities and breaches originate in 
third-party networks of suppliers and business partners, corporate attention to 
cybersecurity extends to the security practices of these partners and therefore 
has cascading effects.

The issues faced by boards in particular—from fi nance to risk to strategy—
now have crucial cybersecurity dimensions. Digital issues such as data privacy, 
data breaches, cyber policy around risk management, and theft of intellectual 
property have risen to the top of board agendas. Every corporate asset—whether 
a cyber-physical asset or digital only—connects in some way to a network that 
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exposes private business data, customer data, and trade secrets to hackers all 
over the world. Privacy and security problems can disrupt operations or result 
in fi nancial loss. They can create reputational harm and loss of investor confi -
dence and can involve actual liability.

In fairly recent history, responsibility for cybersecurity was relegated to IT 
departments. The stakes have escalated responsibility for cyber risk manage-
ment, operations, and strategy above these departments and into executive 
leadership, usually at the level of general counsel, compliance offi cer, and chief 
information and security offi cer (CISO), as well as fi duciary responsibility at 
the corporate-board level. Regular updates from the CISO to the board on cy-
bersecurity is increasingly becoming standard practice. It is a company-wide 
issue. In some cases, boards have at least one director with cybersecurity exper-
tise to serve as a liaison and adviser. Boards have an agenda-setting and over-
sight function to ensure that there is a cybersecurity strategy that follows best 
practices, that the company has a transparent data-privacy policy, and that there 
are procedures for cybersecurity breach response and notifi cation. Once a com-
pany goes through the process of passing the bar for obtaining cyber insurance, 
this usually means that security best practices have been implemented.

Any director on any board, corporate or nonprofi t, should be able to answer, 
at a minimum, ten simple questions about the fi rm’s cybersecurity: (1) Is there 
a data-privacy policy, including a data breach notifi cation policy, and how is 
that communicated and to whom? (2) Is there a formal cybersecurity policy that 
includes a response plan, business continuity strategy, and details about access 
rules and how data is collected, handled, and stored (and for how long)? 
(3) What executive oversees cybersecurity in the organization? (4) Does the or-
ganization have cyber liability insurance? (5) How are employees educated 
about cybersecurity and privacy issues? (6) Does the organization conduct a 
regular IoT device inventory and security assessment? (7) Given the complex 
and continually changing regulatory contexts, what is the ongoing strategy for 
staying abreast of and in compliance with regulations? (8) How secure are the 
networks of business partners and other third parties that connect directly to the 
company’s networks? (9) What is the overall cybersecurity budget? (10) What 
is the director’s overall level of confi dence in the state of the organization’s cy-
bersecurity? Many of these questions should sound obvious, but these and many 
more questions have not yet become standard practice to ask. The security and 
privacy afforded to society directly depends on these corporate practices.
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Rejecting Dystopian Imaginings

Examining the public-interest dilemmas accompanying the rise of cyber-
physical systems and calling for all-hands-on-deck action on cybersecurity and 
privacy are neither dystopian nor disheartening. It is precisely because Internet 
of things innovations are so exciting and promising for human advancement 
and economic development that these issues profoundly matter. Trust in a se-
cure and stable Internet of everything is a prerequisite. There is a generational 
moment to shape the constitution of this future.

No one action alone can suffi ciently address the privacy, security, and inter-
operability concerns emerging in cyber-physical systems. Global discussions 
around “norm setting” can focus too exclusively on government action and 
make undue assumptions about how trustworthy governments are to comply 
with norms. Regulation alone is not suffi cient to address security and privacy 
because law so often trails behind technological change and because of barriers 
of technological complexity that can impede meaningful policy formulation.

Viewing cyber policy merely through the lens of traditional governance 
structures and laws is wholly insuffi cient. Technical infrastructure—its design, 
privatization, cross-border characteristics, materialization, and securitization—
are co-opted for political and economic objectives. Understanding this techni-
cal architecture is a prerequisite for cyber policy because governments can do 
little without turning to private companies and intermediating architecture.

Voluntary industry self-regulation is inadequate in itself because there is not 
always an endogenous incentive structure to naturally induce strong security 
measures. Watchdog functions by major retailers and insurance companies and 
certifi cations by third parties are part of the solution. Advocacy groups are often 
effective infl uencers of policy formulation. While none of these solutions is in 
itself suffi cient to address cyber-physical policy concerns, all of these together 
have the capacity to effect change.

How concerned is society about privacy and security issues in the Internet of 
things? The truth is that people going about their lives in connected cars and 
connected cities are both concerned and unconcerned. For example, the “2018 
CIGI-Ipsos Global Survey on Internet Security and Trust,” which reached more 
than twenty-fi ve thousand Internet users in twenty-fi ve countries, included a set 
of questions about public perceptions about the IoT. Questions gauging indi-
viduals’ concern about Internet-connected devices (e.g., cars) produced mixed, 
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even contradictory, results. On the one hand, 77 percent of respondents were 
concerned about being monitored. Conversely, 53 percent said, “It doesn’t re-
ally bother me that almost everything seems to be connected to the Internet.”22

Individual human agency holds the most potential to enact change. Cyber-
physical systems create several conditions that, on the surface, could be con-
strued to diminish citizens’ infl uence. Systems often operate autonomously 
from human intervention. Notice and consent are not always possible. People 
are not necessarily aware of the presence and affordances of ambient cyber-
embedded devices or aware of cybersecurity vulnerabilities. Those who are not 
actually “online” are now affected by breaches and by technological change. 
Unplugging is no longer possible because so many products, including cars, in-
herently collect data. But a multitude of individual actions—market choices, 
pressure on policymakers, staying abreast of cyber-policy issues, keeping soft-
ware upgraded, participating in policy discussions, and many other choices—
collectively have impact.

Ultimately, shaping human rights and security in the cyber-physical world is 
now an enormous collective-action problem in which all are vulnerable and all 
are responsible.

Each groundbreaking transformation of the Internet is accompanied by pre-
dictions of either its demise or the world’s. Thus far, neither has happened. The 
Tesla and SpaceX CEO, Elon Musk, has ominously described artifi cial intelli-
gence as a “fundamental existential risk for human civilization.”23 Musk, who 
has had unusually high involvement in technological innovation in his various 
positions, has also described AI as summoning demons. His concern is not as 
much technology out of control and morphing into autonomous living hybrid 
systems but rather AI taking the instructions of its designers to the extreme. The 
example most commonly used is the notion that AI programs designed to max-
imize the stock price of defense companies could optimize its instructions by 
starting a war.

In 1995, long before the birth of smartphones, Google, or Wi-Fi, the inventor 
of Ethernet, Robert Metcalfe, predicted that the Internet would “soon go spec-
tacularly supernova and, in 1996 catastrophically collapse.”24 Because he was 
the respected founder of the network switch company 3Com and had invented 
a major local area networking standard, the media and industry took his predic-
tions quite seriously. The network obviously did not collapse, and since that 
time, the number of human users online has grown from forty million to bil-
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lions and transformed, to varying degrees, every facet of society. This growth 
and transformation will continue.

The merging of cyberspace with the physical world is clearly here, even if 
this chapter is still in its infancy. Connected sensors and actuators are in every-
thing, including the fl esh. Being human and being digital are now physically 
intertwined. The Internet has had many chapters. Its leap from the digital world 
to the physical world is an extraordinary one.

Epilogue

The week I completed this book, a fi ve-year-old boy received his fi rst 3D-
printed prosthetic arm, at a Home Depot in Annapolis, Maryland, not far from 
my home in Washington, DC. A wonderful sales associate created the prosthetic 
arm on a Dremel 3D printer using blueprints he downloaded from an organiza-
tion called Enabling the Future, a group of volunteers around the world who use 
their 3D printers to fabricate free artifi cial upper limbs for people in need.25 The 
beaming smile on the boy’s face is a reminder that building digital trust and se-
curity is ultimately about people. The cyber-physical nexus is a human space.
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