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The “Great Manure Crisis” of the 1890s should have come as no surprise.1 For some time, in big cities like London and New York, the most popular forms of transport had relied upon horses—hundreds of thousands of them—to heave cabs, carts, wagons, wains, and a variety of other vehicles through the streets. As locomotives, horses were not particularly efficient: they had to take a break to rest and recover every few miles, which partly explains why quite so many were needed.2 Operating a basic carriage, for example, required at least three animals: two working in rotation to pull it along, plus one in reserve in case of a breakdown. The horse-drawn tram, the transit mode of choice for New Yorkers, relied on a team of eight, which took turns dragging it on a set of specially laid tracks. And in London, thousands of horse-drawn double-decker buses, modestly sized versions of today’s red ones, demanded about a dozen animals apiece for the task.3
With these horses came manure—and lots of it. A healthy horse produces somewhere between fifteen and thirty pounds of manure a day, almost the weight of a two-year-old child.4 One enthusiastic health officer working in Rochester, New York, calculated that the horses in his city alone produced enough in a year to cover an acre of land to a height of 175 feet, almost as high as the Leaning Tower of Pisa.5 Apocryphally, people at the time extrapolated from these calculations to an inescapably manure-filled future: a New York commentator who predicted that piles would soon reach the height of third-story windows, a London reporter who imagined that by the middle of the twentieth century the streets would be buried under nine feet of the stuff.6 Nor was the crisis simply about manure. Thousands of putrefying dead horses littered the roads, many deliberately left to decay to a size that made for easier disposal. In 1880 alone, about fifteen thousand horse carcasses were removed from New York City.7
It is said that policymakers did not know what to do.8 They couldn’t simply ban horses from the streets: the animals were far too important. In 1872, when the so-called Horse Plague hit the United States, with horses struck down by one of the worst outbreaks of equine flu in recorded history, large parts of the country’s economy came to a halt.9 Some even blame the epidemic for that year’s Great Fire of Boston; seven hundred buildings burned to the ground, they claim, because there were not enough horses to pull firefighting equipment to the scene.10 But the twist in the tale is that, in the end, policymakers didn’t need to worry. In the 1870s, the first internal combustion engine was built. In the 1880s, it was installed in the first automobile. And only a few decades later, Henry Ford brought cars to the mass market with his famous Model T. By 1912, New York had more cars than horses. Five years after that, the last horse-drawn tram was decommissioned in the city.11 The Great Manure Crisis was over.
The “Parable of Horseshit,” as Elizabeth Kolbert called it in the New Yorker, has been told many times over the years.12 In most versions of the story, the decline of horses is cast in an optimistic light, as a tale of technological triumph, a reassuring reminder that it is important to remain open-minded even when you find yourself knee-deep in a foul, seemingly intractable problem. But for Wassily Leontief, the Russian-American economist who won the Nobel Prize in 1973, the same events suggested a more unsettling conclusion. What he saw instead was how a new technology, the combustion engine, had taken a creature that, for millennia, had played a central role in economic life—not only in cities but on farms and fields—and, in only a matter of decades, had banished it to the sidelines. In a set of articles written in the early 1980s, Leontief made one of the most infamous claims in modern economic thought. What technological progress had done to horses, he said, it would eventually do to human beings as well: drive us out of work. What cars and tractors were to them, he thought, computers and robots would be to us.13
Today, the world is gripped again by Leontief’s fear. In the United States, 30 percent of workers now believe their jobs are likely to be replaced by robots and computers in their lifetime. In the UK, the same proportion think it could happen in the next twenty years.14 And in this book, I want to explain why we have to take these sorts of fears seriously—not always their substance, as we shall see, but certainly their spirit. Will there be enough work for everyone to do in the twenty-first century? This is one of the great questions of our time. In the pages that follow, I will argue that the answer is “no” and explain why the threat of “technological unemployment” is now real. I will describe the different problems this will create for us—both now and in the future—and, most important, set out how we might respond.
It was John Maynard Keynes, the great British economist, who popularized the term “technological unemployment” almost fifty years before Leontief wrote down his worries, capturing in a pithy pairing of words the idea that new technologies might push people out of work. In what follows, I will draw on many of the economic arguments that have been developed since Keynes to try to gain a better look back at what happened in the past, and a clearer glimpse of what lies ahead. But I will also seek to go well beyond the narrow intellectual terrain inhabited by most economists working in this field. The future of work raises exciting and troubling questions that often have little to do with economics: questions about the nature of intelligence, about inequality and why it matters, about the political power of large technology companies, about what it means to live a meaningful life, about how we might live together in a world that looks very different from the one in which we have grown up. In my view, any story about the future of work that fails to engage with these questions as well is incomplete.
NOT A BIG BANG, BUT A GRADUAL WITHERING
An important starting point for thinking about the future of work is the fact that, in the past, many others have worried in similar ways about what lies ahead—and been very wrong. Today is not the first time that automation anxiety has spread, nor did it first appear in the 1930s with Keynes. In fact, ever since modern economic growth began, centuries ago, people have periodically suffered from bouts of intense panic about being replaced by machines. Yet those fears, time and again, have turned out to be misplaced. Despite a relentless flow of technological advances over the years, there has always been enough demand for the work of human beings to avoid the emergence of large pools of permanently displaced people.
And so, in the first part of the book, I begin with this history, investigating why those who worried about being replaced by machines turned out repeatedly to be so wrong, and exploring how economists have changed their minds over time about the impact of technology on work. Then I turn to the history of artificial intelligence (AI)—a technology that has captured our collective imagination over the last few years, and which is largely responsible for the renewed sense of unease that many now feel about the future. AI research, in fact, began many decades ago, with an initial burst of enthusiasm and excitement, but that was followed by a slump into a long, deep winter when little progress was made. In recent years, though, there has been a rebirth, an intellectual and practical revolution that caught flat-footed many economists, computer scientists, and others who had tried to predict which activities machines could never do.
In the second part of the book, building on this history, and trying to sidestep the intellectual mistakes that others have made before, I explain how technological unemployment is likely to unfold in the twenty-first century. In a recent survey, leading computer scientists made the claim that there is a 50 percent chance that machines will outperform human beings at “every task” within forty-five years.15 But the argument I make does not rely on dramatic predictions like this turning out to be true. In fact, I find it hard to believe that they will. Even at the century’s end, tasks are likely to remain that are either hard to automate, unprofitable to automate, or possible and profitable to automate but which we will still prefer people to do. And despite the fears reflected in those polls of American and British workers, I also find it difficult to imagine that many of today’s jobs will vanish completely in years to come (to say nothing about new types of jobs that await in the future). Much of that work, I expect, will turn out to involve some tasks that lie beyond the reach of even the most capable machines.
The story I tell is a different one. Machines will not do everything in the future, but they will do more. And as they slowly, but relentlessly, take on more and more tasks, human beings will be forced to retreat to an ever-shrinking set of activities. It is unlikely that every person will be able to do what remains to be done; and there is no reason to imagine there will be enough demand for it to employ all those who are indeed able to do it.
In other words, if you picked up this book expecting an account of a dramatic technological big bang in the next few decades, after which lots of people suddenly wake up to find themselves without work, you will be disappointed. That scenario is not likely to happen: some work will almost certainly remain for quite some time to come. But, as time passes, that work is likely to sit beyond the reach of more and more people. And, as we move through the twenty-first century, the demand for the work of human beings is likely to wither away, gradually. Eventually, what is left will not be enough to provide everyone who wants it with traditional well-paid employment.
A useful way of thinking about what this means is to consider the impact that automation has had already had on farming and manufacturing in many parts of the world. Farmers and factory workers are still needed: those jobs have not completely vanished. But the number of workers that is needed has fallen in both cases, sometimes precipitously—even though these sectors produce more output than ever before. There is, in short, no longer enough demand for the work of human beings in these corners of the economy to keep the same number of people in work. Of course, as we shall see, this comparison has its limits. But it is still helpful in highlighting what should actually be worrying us about the future: not a world without any work at all, as some predict, but a world without enough work for everyone to do.
There is a tendency to treat technological unemployment as a radical discontinuity from economic life today, to dismiss it as a fantastical idea plucked out of the ether by overly neurotic shock-haired economists. By exploring how technological unemployment might actually happen, we will see why that attitude is a mistake. It is not a coincidence that, today, worries about economic inequality are intensifying at the exact same time that anxiety about automation is growing. These two problems—inequality and technological unemployment—are very closely related. Today, the labor market is the main way that we share out economic prosperity in society: most people’s jobs are their main, if not their only, source of income. The vast inequalities we already see in the labor market, with some workers receiving far less for their efforts than others, show that this approach is already creaking. Technological unemployment is simply a more extreme version of that story, but one that ends with some workers receiving nothing at all.
In the final part of the book, I untangle the different problems created by a world with less work and describe what we should do about them. The first is the economic problem just mentioned: how to share prosperity in society when the traditional mechanism for doing so, paying people for the work that they do, is less effective than in the past. Then I turn to two issues that have little to do with economics at all. One is the rise of Big Tech, since, in the future, our lives are likely to become dominated by a small number of large technology companies. In the twentieth century, our main worry may have been the economic power of corporations: but in the twenty-first, that will be replaced by fears about their political power instead. The other issue is the challenge of finding meaning in life. It is often said that work is not simply a means to a wage but a source of direction: if that is right, then a world with less work may be a world with less purpose as well. These are the problems we will face, and each of them will demand a response.
A PERSONAL STORY
The stories and arguments in this book are, to some extent, personal ones. About a decade ago, I began to think about technology and work in a serious way. Well before this, however, it had been an informal interest, something I often mulled over. My father, Richard Susskind, had written his doctorate in the 1980s at Oxford University on artificial intelligence and law. During those years, he had squirreled himself away in a computing laboratory, trying to build machines that could solve legal problems. (In 1988, he went on to codevelop the world’s first commercially available AI system in law.) In the decades that followed, his career built upon this work, so I grew up in a home where conundrums about technology were the sorts of things we chewed over in dinner-table conversation.
When I left home, I went to Oxford to study economics. And it was there, for the first time, that I was exposed to the way that economists tend to think about technology and work. It was enchanting. I was enthralled by the tightness of their prose, the precision of their models, the confidence of their claims. It seemed to me that they had found a way to strip away the disorienting messiness of real life and reveal the heart of the problems.
As time passed, my initial enchantment dulled. Eventually, it disappeared. After graduating, I joined the British government—first in the Prime Minister’s Strategy Unit, then in the Policy Unit in 10 Downing Street. There, buoyed by technologically inclined colleagues, I started to think more carefully about the future of work and whether the government might have to help in some way. But when I turned for help to the economics I had learned as an undergraduate, it was far less insightful than I had hoped. Many economists, as a matter of principle, want to anchor the stories they tell in past evidence alone. As one eminent economist put it, “Although we all enjoy science fiction, history books are usually a safer guide to the future.”16 I was not convinced by this sort of view. What was unfolding in the economy before me looked radically different from experiences of what had come before. I found this very disconcerting.
And so, I left my role in British government and, after time spent studying in America, returned to academia to explore various questions about the future of work. I completed a doctorate in economics, challenging the way that economists had traditionally thought about technology and work, and tried to devise a new way to think about what was happening in the labor market. At the same time, I teamed up with my father to write The Future of the Professions, a book that explored the impact of technology on expert white-collar workers—lawyers, doctors, accountants, teachers, and others. When we began our research for that project a decade ago, there was a widespread presumption that automation would only affect blue-collar workers. It was thought that professionals were somehow immune from change. We challenged that idea, describing how new technologies would allow us to solve some of the most important problems in society—providing access to justice, keeping people in good health, educating our children—without relying on traditional professionals as we had done in the past.17
Insights from both my academic research and our book on the professions will reappear in the pages that follow, sanded into better shape through subsequent experience and thinking. In short, then, this book captures my own personal journey, a decade spent thinking almost entirely about one particular issue—the future of work.
GOOD PROBLEMS TO HAVE
Although these opening words may suggest otherwise, this book is optimistic about the future. The reason is simple: in decades to come, technological progress is likely to solve the economic problem that has dominated humanity until now. If we think of the economy as a pie, as economists like to do, the traditional challenge has been to make that pie large enough for everyone to live on. At the turn of the first century AD, if the global economic pie had been divided into equal slices for everyone in the world, each person would have received just a few hundred of today’s dollars per year. Most people lived around the poverty line. Roll forward one thousand years, and roughly the same would have been true. Some even claim that, as late as 1800, the average person was no more materially prosperous than her equivalent back in 100,000 BC.18
But over the last few hundred years, economic growth has soared, and this growth was driven by technological progress. Economic pies around the world have become much bigger. Today, global GDP per capita, the value of those equally sized individual slices, is already about $10,720 a year (an $80.7 trillion pie shared out among 7.53 billion people).19 If economies continue to grow at 2 percent per year, our children will be twice as rich as us. If we expect a measlier 1 percent annual growth, then our grandchildren will be twice as well off as we are today. We have, at least in principle, come very close to solving the problem that plagued our fellow human beings in the past. As the economist John Kenneth Galbraith so lyrically put it, “man has escaped for the moment the poverty which was for so long his all-embracing fate.”20
Technological unemployment, in a strange way, will be a symptom of that success. In the twenty-first century, technological progress will solve one problem, the question of how to make the pie large enough for everyone to live on. But, as we have seen, it will replace it with three others: the problems of inequality, power, and purpose. There will be disagreement about how we should meet these challenges, about how we should share out economic prosperity, constrain the political power of Big Tech, and provide meaning in a world with less work. These problems will require us to engage with some of the most difficult questions we can ask—about what the state should and should not do, about the nature of our obligations to our fellow human beings, about what it means to live a meaningful life. But these are, in the final analysis, far more attractive difficulties to grapple with than the one that haunted our ancestors for centuries—how to create enough for everyone to live on in the first place.
Leontief once said that “if horses could have joined the Democratic party and voted, what happened on farms might have been different.”21 It is a playful phrase with a serious point. Horses did not have any control over their collective fate, but we do. I am not a technological determinist: I do not think the future must be a certain way. I agree with the philosopher Karl Popper, the enemy of those who believe that the iron rails of our fate have already been set down for us to trundle along, when he says that “the future depends on ourselves, and we do not depend on any historical necessity.”22 But I am also a technological realist: I do think that our discretion is constrained. In the twenty-first century, we will build systems and machines that are far more capable than those we have today. I don’t believe we can escape that fact. These new technologies will continue to take on tasks that we thought only human beings would ever do. I do not believe we can avoid that, either. Our challenge, as I see it, is to take those unavoidable features of the future as given, and still build a world where all of us can flourish. That is what this book is about.
A History of Misplaced Anxiety
Economic growth is a very recent phenomenon. In fact, for most of the three hundred thousand years that human beings have been around, economic life has been relatively stagnant. Our more distant ancestors simply hunted and gathered what little they needed to survive, and that was about it.1 But over the last few hundred years, that economic inactivity came to an explosive end. The amount each person produced increased about thirteen-fold, and world output rocketed nearly three hundred–fold.2 Imagine that the sum of human existence was an hour long: most of this action happened in the last half-second or so, in the literal blink of an eye.
Economists tend to agree with one another that this growth was propelled by sustained technological progress, though not on the reasons why it started just where and when it did—in Western Europe, toward the end of the eighteenth century.3 One reason may be geographical: certain countries had bountiful resources, a hospitable climate, and easily traversable coastlines and rivers for trade. Another may be cultural: people in different communities, shaped by very different intellectual histories and religions, had different attitudes toward the scientific method, finance, hard work, and each other (the level of “trust” in a society is said to be important). The most common explanation of all, though, is institutional: certain states protected property rights and enforced the rule of law in a way that encouraged risk taking, hustle, and innovation, while others did not.
Figure 1.1: Global Output Since AD 14
Whatever the particular reasons, it was Britain that led the economic charge, thundering ahead of others in the 1760s.5 Over the following decades, new machines were invented and put to use that greatly improved the way that goods were produced. Some, like the steam engine, have become standard symbols of economic progress and technological ingenuity. And dramatic as the term “revolution” may seem, it is probably still an understatement: the Industrial Revolution is one of the most significant moments in the history of humankind. Before this period, any economic growth had been limited, stuttering, and quickly fizzled out. Afterward, it started to flow relatively bountifully and steadily. Today, we have become entirely dependent upon this economic fix. Think of the eruptions of anger and anxiety, the waves of frustration and despondency that crash through society each time economic growth stops or even slows. It is as if we can no longer live well without it.
The new technologies of the Industrial Revolution allowed manufacturers to operate more productively than ever before—in short, to make far more with far less.6 And it is here, at the beginning of modern economic growth, that we can also detect the origins of “automation anxiety.” People started to worry that using these machines to make more things would also mean less demand for their own work. From the outset, it seems, economic growth and automation anxiety were intertwined.
Of course, people must have been anxious about automation even before then. For any invention, it is possible to imagine or identify some group of unlucky people who might have felt threatened. The printing press, for instance—perhaps the most consequential of all technologies predating the Industrial Revolution—was initially met with resistance from human scribes who wanted to protect their traditional craft. Regarding printed Bibles, they said that only the devil himself could produce so many copies of a book so swiftly.7 But the particular character of the changes that took place during the Industrial Revolution was different from the past. Their intensity, breadth, and persistence gave a fresh severity to the familiar worries.
AUTOMATION ANXIETY
This anxiety that automation would destroy jobs spilled into protest and dissent. Consider the experience of James Hargreaves, the modest man who invented the spinning jenny. An illiterate cotton weaver, he retreated to a remote village in Lancashire, England, to build his device in peace. This was a machine that would allow thread to be spun from cotton far more swiftly than with human hands alone, a valuable innovation at a time when turning raw cotton into useable thread was a growing business. (In fact, by the middle of the nineteenth century, Britain would be producing half of all the world’s cloth.)8 But when word spread about what Hargreaves was up to, his neighbors broke in, demolished the machine, and, somewhat gratuitously, destroyed his furniture, too. When Hargreaves tried to set up a factory elsewhere, he and his business partner were set upon by a mob.9
John Kay, a contemporary of Hargreaves, appears to have suffered a similar fate when he invented the flying shuttle in the 1730s. His home, it is said, was likewise ransacked by furious weavers, who “would have killed him had he not been conveyed to a place of safety by two friends in a wool-sheet.”10 A nineteenth-century mural in the town hall in Manchester, England, depicts his surreptitious flight from danger.11
These were not isolated incidents. During the Industrial Revolution, such technological vandalism was widespread. As is now very well-known, these marauders were called “Luddites.” They took their name from Ned Ludd, an apocryphal East Midlands weaver who smashed a set of framing machines at the start of the Industrial Revolution. Ned was probably not a real person, but the disturbances his flag-bearers caused certainly were. In 1812, the British Parliament felt forced to pass the “Destruction of Stocking Frames, etc. Act.” Destroying machines became a crime punishable by death, and several people were soon charged and executed. The following year, the punishment was softened to deportation to Australia—but that, it turned out, was not sufficiently unpleasant, and death was reinstated as the penalty in 1817.12 Today, we still call our technologically disinclined contemporaries Luddites.
Before the Industrial Revolution, the state was not always on the side of the inventors. Indeed, there were moments when it was so troubled by the discontent of disgruntled workers that it stepped in and tried to stop the offending innovations from spreading. Consider two stories from the 1580s. First there was William Lee, an English priest, who invented a machine to free people from having to knit with their hands. In 1589, he made his way to London, hoping to show his invention to Queen Elizabeth I and get a patent to protect it. But when she saw the machine she flat-out refused, replying, “Thou aimest high, Master Lee. Consider thou what the invention could do to my poor subjects. It would assuredly bring to them ruin by depriving them of employment, thus making them beggars.”13 Then there is the tragedy of Anton Möller, who had the bad luck to invent the ribbon loom in 1586—bad luck because rather than simply refuse a patent, the city council in his hometown of Danzig is said to have responded to his triumph with an order that he be strangled, hardly the warm reception that we reserve for today’s entrepreneurs.14
But it was not only workers and the state who were anxious. As time passed, economists also started to take the threat of automation seriously. As noted before, it was Keynes who would popularize the term “technological unemployment” in 1930. But David Ricardo, one of the founding fathers of economics, struggled with this issue more than a century before him. In 1817, Ricardo published his great work, Principles of Political Economy and Taxation. Within four years of publication, though, he released a fresh edition with a new chapter, “On Machinery.” In it, he made a significant intellectual concession, declaring that he had changed his mind on the question of whether technological progress would benefit workers. His lifelong assumption that machines would be a “general good” for labor was, he said, a “mistake.” He had now decided—perhaps in response to the wrenching economic changes that the Industrial Revolution was causing at the time in Britain, Ricardo’s home country—that these machines were, in fact, “often very injurious.”15
This anxiety over the harmful impact of machines continued through the twentieth century. In the last few years, we have seen a frenzy of books and articles and reports on the threat of automation. Yet even as early as 1940, the debate about technological unemployment was so commonplace that the New York Times felt comfortable calling it an “old argument.”16 And it is true that these arguments do tend to repeat themselves. President Barack Obama, in his 2016 farewell address, described automation as “the next wave of economic dislocation.” But so did President John F. Kennedy, about sixty years earlier, when, using almost identical words, he said that automation carried with it “the dark menace of industrial dislocation.”17 Similarly, in 2016 Stephen Hawking described how automation has “decimated” blue-collar work and predicted that this would soon “extend … deep into the middle classes.”18 Yet Albert Einstein had made a similar threat in 1931, warning that “man-made machines,” which were meant to liberate human beings from drudgery and toil, were instead poised to “overwhelm” their creators.19 In fact, in almost every decade since 1920, it is possible to find a piece in the New York Times engaging in some way with the threat of technological unemployment.20
UPHEAVAL AND CHANGE
Most of these anxieties about the economic harm caused by new technology have turned out to be misplaced. Looking back over the last few hundred years, there is little evidence to support the primary fear: that technological progress would create large pools of permanently unemployed workers. It is true that workers have been displaced by new technologies, but eventually most have also tended to find new work to do. Time and again, people have worried that “this time is different,” that with the latest technologies mass displacement really is just around the corner—but, in fact, each time has been roughly the same, with mass displacement failing to emerge.
Understandably, this is a common cause for optimism among people who wonder what lies ahead. If those who worried in the past about the future of work were wrong to be concerned, then surely those who worry today are wrong to be anxious, too?
As we shall see, the issue is not so simple. Even if the “this time is different” worry was wrong before, it might still be right today. What’s more, even if history were to repeat itself, we should still beware an excessively optimistic interpretation of the past. Yes, people did tend to find new work after being displaced by technology—but the way in which this happened was far from being gentle or benign. Take the Industrial Revolution again, that textbook moment of technological progress. Despite the Luddites’ fears, the unemployment rate in Britain remained relatively low, as we can see in Figure 1.2. But, at the same time, whole industries were decimated, with lucrative crafts like hand weaving and candle making turned into profitless pastimes. Communities were hollowed out and entire cities thrust into decline. It is noteworthy that real wages in Britain barely rose—a measly 4 percent rise in total from 1760 to 1820. Meanwhile food became more expensive, diets were poorer, infant mortality worsened, and life expectancy fell.21 People were, quite literally, diminished: a historian reports that average physical heights fell to their “lowest ever levels” on account of this hardship.22
Luddites are often dismissed today as technologically illiterate fools, but the evidence suggests they had legitimate grievances. Indeed, the upheaval and distress caused by technological change eventually contributed to the case for the welfare state, perhaps the most radical invention of the twentieth century. None of what has been said about displaced workers eventually finding new jobs feels like cause for celebration. To paraphrase the economist Tyler Cowen, perhaps the future will be like the past—and that is why we ought not to be optimistic about the future of work.24
Figure 1.2: The Unemployment Rate in Britain, 1760–190023
Nor is it the case, at a quick glance, that those who worried there might actually be less work in the future were completely wrong. Take Keynes who, in 1930, mused that within a hundred years technological progress would carry us into a world of “three-hour shifts” or a “fifteen-hour week.” Today, his critics note with glee that his prediction will expire in a decade or so, and so far his “age of leisure” is not even on the horizon.25 And there is some force to this criticism. But look a little deeper under the headline numbers, and the picture is more nuanced. In the OECD—the Organisation for Economic Cooperation and Development, a club of several dozen rich countries—the average number of hours that people work each year has continuously fallen over the past fifty years. The decline has been slow, about forty-five hours a decade, but steady nonetheless.
Figure 1.3: Hours Worked per Person, per Year, in OECD Countries26
Importantly, a large part of this decline appears to be associated with technological progress and the increases in productivity that came along with it. Germany, for instance, is among the most productive countries in Europe, and also the one where people work the fewest hours a year. Greece is among the least productive, and—contrary to what many might think—the one where people work the most hours a year. As Figure 1.4 shows, this is a general trend: in more productive countries, people tend to work fewer hours. We may not be settling back into fifteen-hour weeks quite yet, as Keynes expected, but thanks to sustained technological progress we have begun to drift in that direction.27
All this is useful to have in mind when thinking about what might lie ahead. Today, we spend a lot of time trying to figure out the number of “jobs” that there will be in the future. Pessimists, for instance, imagine a world where lots of people find themselves idly sitting around, with nothing particularly productive to do, because the “robots” have all the jobs. Optimists, in response, point to today’s unemployment figures, at record lows in many places, and say that fears of a future with no jobs are baseless. But in this argument, both sides are thinking about the future of work in a very narrow way, as if all that matters is whether someone is employed or not. History suggests that this way of thinking, in terms of “jobs” alone, cannot capture the whole picture. Technological change may affect not only the amount of work, but also the nature of that work. How well-paid is the work? How secure is it? How long is the working day, or the working week? What sort of tasks does the work involve—is it the fulfilling sort of activity you leap out of bed in the morning to do, or the sort that keeps you hiding under the covers? The risk, in focusing on jobs alone, is not so much failing to see the proverbial forest for the trees, but failing to see all the different trees in the forest.
Figure 1.4: Productivity vs. Annual Hours Worked, 201428
For now, I will continue to talk about “jobs.” But we should bear in mind that technological progress will affect the world of work not only in the number of jobs there are for people to do, but in many other ways as well. In later chapters I will return to look at those more closely.
THE HELPFUL COMPLEMENTING FORCE
With those caveats in mind, we can now turn to the broader question. How can it be that, in the past, despite the fears of so many people, technological progress did not lead to mass unemployment?
The answer, when we look back at what actually happened over the last few hundred years, is that the harmful effect of technological change on work—the one that preoccupied our anxious ancestors—is only half the story. Yes, machines took the place of human beings in performing certain tasks. But machines didn’t just substitute for people; they also complemented them at other tasks that had not been automated, raising the demand for people to do that work instead. Throughout history, there have always been two distinct forces at play: the substituting force, which harmed workers, but also the helpful complementing force, which did the opposite. This helpful force, so often forgotten about, works in three different ways.
The Productivity Effect
Perhaps the most obvious way that the complementing force helps human beings is that new technologies, even if they displace some workers, often make other workers more productive at their tasks. Think of the British weavers who were fortunate enough to find themselves operating one of Kay’s flying shuttles in the 1730s, or one of Hargreaves’s spinning jennies in the 1760s. They would have been able to spin far more cotton than their contemporaries who relied on their hands alone. This is the productivity effect.29
We can see this productivity effect at work today, too. Take a taxi driver who uses a sat-nav system to follow unfamiliar roads, an architect who uses computer-assisted design software to craft more complex buildings, or an accountant who uses tax computation software to handle harder, more intractable calculations. All are likely to become better at their tasks as a result. Or take doctors. In 2016, a team of researchers at MIT developed a system that can detect whether or not a breast biopsy is cancerous with 92.5 percent accuracy. Human pathologists, by comparison, were able to achieve a rate of 96.6 percent—but when they made their diagnoses with the MIT system alongside them, they were able to boost that rate to 99.5 percent, near perfection. The new technology made these doctors even better at the task of identifying cancers.30
In other settings, new technologies may automate some tasks, taking them out the hands of workers, but make those same workers more productive at the tasks that remain for them to do in their jobs. Think of a lawyer who is displaced from the task of looking through stacks of papers by an automated document review system, a piece of software that can scan legal material far more swiftly—and, in many cases, more precisely, too.31 The same lawyer can now turn her attention to other tasks involved in providing legal advice, perhaps meeting face-to-face with her clients or applying her problem-solving skills to a particularly tricky legal conundrum.
In all these cases, if productivity increases are passed on to customers via lower prices or better-quality services, then the demand for whatever goods and services are being provided is likely to rise, and the demand for human workers along with it. Through the productivity effect, then, technological progress complements human beings in a very direct way, increasing the demand for their efforts by making them better at the work that they do.
The Bigger-Pie Effect
Economic history also reveals a second, less direct way that the complementing force has helped human workers: if we think again of the economy as a pie, technological progress has made the pie far bigger. As previously noted, over the last few hundred years, economic output has soared. The UK, for instance, has seen its economy grow 113-fold from 1700 to 2000. And that is nothing compared to other countries that were less developed at the start of this period: over the same three hundred years, the Japanese economy grew 171-fold, the Brazilian 1,699-fold, the Australian 2,300-fold, the Canadian 8,132-fold, and the US economy a whopping 15,241-fold.32
Intuitively, growth like this is likely to have helped workers. As an economy grows, and people become more prosperous with healthier incomes to spend, the opportunities for work are likely to improve. Yes, some tasks might be automated and lost to machines. But as the economy expands, and demand for goods and services rises along with it, demand will also increase for all the tasks that are needed to produce them. These may include activities that have not yet been automated, and so displaced workers can find work involving them instead.
Larry Summers, onetime director of the US president’s National Economic Council, remembers making this point in his youth. In the 1970s, as a budding academic at MIT, he found himself tangled up in debates about automation. In his words, on campus at that time, “the stupid people thought that automation was going to make all the jobs go away” but “the smart people understood that when there was more produced, there would be more income, and therefore there would be more demand.”33 David Autor, perhaps today’s most important labor market economist, makes a similar point, arguing that “people are unduly pessimistic … as people get wealthier, they tend to consume more, so that also creates demand.”34 And Kenneth Arrow, a Nobel Prize–winning economist, likewise argued that historically, “the replacement of men by machines” has not increased unemployment. “The economy does find other jobs for workers. When wealth is created, people spend their money on something.”35
The Changing-Pie Effect
Finally, the last few hundred years also suggest a third way for the complementing force to work. Thanks to technological progress, economies have not only grown, they have also transformed—producing very different output, in very different ways, at different moments in history. If we think again of the economy as a pie, new technologies have not only made the pie bigger, but changed the pie, too. Take the British economy, for example. Its output, as we noted, is now more than a hundred times what it was three centuries ago. But that output, and the way it is produced, has also completely transformed. Five hundred years ago, the economy was largely made up of farms; three hundred years ago, of factories; today, of offices.36
Again, it is intuitive to see how these changes might have helped displaced workers. At a certain moment, some tasks might be automated and lost to machines. But as the economy changes over time, demand will rise for other tasks elsewhere in the economy. And since some of these newly in-demand activities may, again, not have been automated, workers can find jobs involving them instead.
To see this changing-pie effect in action, think about the United States. Here you can see displaced workers tumbling through a changing economy, time and again, into different industries and onto different tasks. A century ago, agriculture was a critical part of the American economy: back in 1900, it employed two in every five workers. But since then, agriculture has collapsed in importance and today it employs fewer than two in every hundred workers.37 Where did the rest of those workers go? Into manufacturing. Fifty years ago, that sector superseded agriculture: in fact, in 1970, manufacturing employed a quarter of all American workers. But then that sector also went into relative decline and today fewer than a tenth of American workers are employed in it.38 Where did these displaced factory workers go? The answer is the service sector, which now employs more than eight in ten workers.39 And there is nothing distinctly American about this story of economic transformation, either. Almost all developed economies have followed a similar path, and many less-developed economies are following it, too.40 In 1962, 82 percent of Chinese workers were employed in agriculture; today, that has fallen to around 31 percent, a larger and faster decline than the American one.41
Where the “bigger pie” effect suggests that our anxious predecessors were shortsighted, unable to see that economies would grow in the future, this “changing pie” effect suggests that they also suffered from a failure of imagination. Our ancestors could not see that, in years to come, what their economies produced and how they produced it would transform beyond recognition. To an extent, this failure is understandable. In 1900, for instance, most English people worked on farms or in factories. Few could have anticipated that in the future, a single “health care” organization, the National Health Service, would employ far more people than the number of men then working on all the farms in the country combined.42 The health care industry itself did not exist back then in the way we think about it now, and the idea that this massive health care employer would be the British government would have seemed even more bizarre; at the time, after all, most health care was privately or voluntarily provided. The same thing is true for so many roles today, too: job titles like search engine optimizer, cloud computing specialist, digital marketing consultant, and mobile app developer would have been impossible to envision even a few decades ago.43
THE BIG PICTURE
The idea that the effect of technology on work might depend upon the interaction between these two rival forces—a harmful substituting force and a helpful complementing force—is not new. However, these forces tend not to be explained in a particularly clear way. Books, articles, and reports on automation can be confusing, hinting at these two effects but often using wildly different terms. Technology, they say, displaces and augments, replaces and enhances, devalues and empowers, disrupts and sustains, destroys and creates. The challenge is to compete with computers and to cooperate with them, to race against the machines and run alongside them. There is talk of the rise of machines and the advance of humans, of threatening robots and comforting co-bots, of the artificial intelligence of machines and the augmented intelligence of human beings. The future, they say, holds both obsolescence and ever-greater relevance; technology is a threat and an opportunity, a rival and a partner, a foe and a friend.
The discussion of economic history in this chapter, brief though it may be, should clarify how these two forces actually work. On the one hand, a machine “substitutes” for human beings when it displaces them from particular tasks. This, when it happens, is relatively easy to see. On the other hand, a machine “complements” human beings when it raises the demand for their work at other tasks—a phenomenon that, as we have seen, can happen in three different ways, and is often less easy to identify than its destructive cousin.
Distinguishing clearly between the substituting and complementing effects of technology helps to explain why past anxieties about technological unemployment were repeatedly misplaced. In the clash between these two fundamental forces, our ancestors tended to pick the wrong winner. Time and again, they either neglected the complementing force altogether, or mistakenly imagined that it would be overwhelmed by the substituting force. As David Autor puts it, people tended “to overstate the extent of machine substitution for human labor and ignore the strong complementarities between automation and labor.”44 As a result, they repeatedly underestimated the demand for the work of human beings that would remain. There was always, by and large, enough to keep people in employment.
We can see this playing out with individual technologies, too. Consider, for instance, the story of the automatic teller machine. When the ATM was invented, it was designed to displace bank tellers from the task of handing over cash. It was part of the self-service culture that spread through economic life in the mid-twentieth century, along with do-it-yourself gas stations, check-yourself-out cash registers, serve-yourself candy dispensers, and so on.45 The first ATM is said to have been installed in Japan in the mid-1960s.46 The machines became popular in Europe a few years later—a solution, in part, to the problem of increasingly powerful unions that demanded banks close on Saturday, the only day many working customers could visit. In the United States, the number of ATMs more than quadrupled from the late 1980s to 2010, by which point there were more than four hundred thousand of them in action. Given that sort of uptake, you might have expected a precipitous fall in the number of tellers employed in American banks. But instead the opposite happened: the number of tellers also rose during that period, by as much as 20 percent.47 How can we explain that puzzle?
We can use the two forces we’ve discussed to get a sense of what happened. The answer is that ATMs did not simply substitute for bank tellers, but also complemented them. Sometimes they did so directly: ATMs didn’t make tellers more productive at handing out cash, but they did free them up to focus their efforts on other activities, like offering face-to-face support and providing financial guidance. This meant better service for those who walked into a branch, attracting more customers. ATMs also helped to reduce the cost of running branches, allowing banks to draw even more footfall by offering better prices.
At the same time, ATMs complemented tellers indirectly. Partly, this may have been the bigger-pie effect: as ATMs and countless other innovations boosted the economy over those years, incomes rose, and so did demand for banks and the remaining tellers that worked in them. And partly, it may have been the changing-pie effect as well: as people became more prosperous, their demand may have swung away from simply depositing and withdrawing money, and more toward the “relationship-banking” services that tellers were now providing.
Together, all these helpful effects meant that although the number of tellers needed at an average branch fell from twenty in 1988 to thirteen in 2004, the number of branches rose during that time—in urban areas by as much as 43 percent—to meet the growing demand for banking services. This meant more work for bank tellers overall, and that is why the number of tellers rose rather than fell.48
Of course, the full history of work and technology is more complex and nuanced than that set out in this chapter. The story has not always been as clear at different times and in different places. But these are the general contours. Technological progress has brought many disruptions and dislocations, as we have seen; but from the Industrial Revolution until today, workers who worried that machines would permanently replace them have largely been proven wrong. Up until now, in the battle between the harmful substituting force and the helpful complementing force, the latter has won out, and there has always been a large enough demand for the work that human beings do. We can call this the Age of Labor.
The Age of Labor can be defined as a time when successive waves of technological progress have broadly benefited rather than harmed workers. But although this progress has been good for workers in general, not all of them have always benefited. Nor have the benefits been consistent over time: technological progress has proven to be a fickle friend, with different groups of workers gaining more from it at different moments. To make sense of these developments, in the last decade or two, many economists have had to radically change the story they tell about technology and its impact on work.
We might not think of economists as storytellers, but that is what they are. Their stories just happen to be written in a foreign language, mathematics, in an attempt to make their narrative precise for fluent readers (but making them frustratingly unintelligible for those who are not). They are meant to be nonfiction, rooted in the facts, the plot aligning as closely as possible with reality. Some are epics, trying to capture great swaths of human activity in a single heroic sweep; others are far more limited, tightly focused on explaining very particular patterns of behavior. Economists prefer to call them “models” rather than stories, which certainly sounds like a weightier label. But in the end, any model is simply a tale told in equations and charts, designed to capture an insight about how the real world works.
THE TWENTIETH CENTURY AND BEFORE
For most of the second half of the twentieth century, the workers who appeared to benefit the most from technological change were those who had more years of formal schooling behind them. And economists developed a story to explain why that was so, which went something like this.1
The main character in this story is the digital electronic computer. Invented around the middle of the twentieth century, it grew explosively in power and usefulness as time went on. In the late 1950s and early 1960s, businesses started to make extensive use of mainframe computers.2 Then the personal computer (PC) was invented and began to spread; as late as 1980, the United States had fewer than one PC per hundred people, but by the turn of the century that figure had risen to more than sixty.3 What’s more, these machines became far more capable over time. The number of computations that a machine could perform in a given amount of time soared throughout the second half of the century.4 This is shown in Figure 2.1, which begins with computing manually by hand in 1850, and ends with a Dell Precision Workstation 420 desktop computer in 2000, with a spread of other machines in between.
To capture in a manageably sized chart quite how fast these computations per second rose, the vertical axis here has a logarithmic scale. This means that as you move up the vertical axis, each step represents a tenfold increase in computations per second (two steps is a hundredfold increase, three steps a thousandfold, and so on). As we can see, just from 1950 to 2000 computational power increased roughly by a factor of ten billion.
But while these powerful new machines might have been able to handle certain useful workplace tasks, like performing complex numerical calculations or typesetting text in an attractive way, they did not do away with the demand for the work of human beings altogether. In fact, these computers led to far greater demand for the sorts of high-skilled people who were able to operate them and put them to productive use. Other technologies that were emerging at the time are thought to have had the same effect, creating a demand for high-skilled workers who were capable of using them effectively. In this account, then, technological change did not benefit all workers equally, but had a particular tilt. As economists put it, it was “skill-biased.”
Figure 2.1: Index of Computations per Second, 1850–2000 (manual calculation = 1)5
(It is worth noting that in this story, economists use a very particular definition of what it means to be “skilled”: namely, the amount of formal schooling someone has under their belt. This definition can puzzle noneconomists, since many people we might think of as “skilled” in a more everyday use of the term—an expert hairdresser or a nimble-fingered gardener—are often deemed “unskilled” by economists because they have not gone to college. There is, in short, a divergence here between the commonsense and the “economist-sense” use of the word skilled. This does not mean either usage is wrong. But it does mean that to avoid confusion and offense, it is important to be clear what exactly economists are talking about when they coin terms like “skill-biased.”)
This skill-biased story of technological progress in the second half of the twentieth century was strongly supported by the evidence, and it neatly explained an empirical puzzle that emerged around that time. A basic principle in economics is that when the supply of something goes up, its price should go down. The puzzle was that in the twentieth century, there were prolonged periods where the reverse appeared to happen in the world of work. In some countries, there was huge growth in the number of high-skilled people pouring out of colleges and universities, yet their wages appeared to rise rather than fall compared to those without this education. How could this be? The skill-biased story provided an answer. The supply of high-skilled workers did grow, pushing their wages downward, but new technologies were skill-biased and so caused the demand for high-skilled workers to soar. The latter effect was so great that it overcame the former, so even though there were more educated people looking for work, the demand for them was so strong that the amount they were paid still went up.
One popular way of measuring what economists call the “skill premium” is by comparing the wages of college graduates and high school graduates. In 2008, the wage of an average college graduate in the United States relative to an average high school graduate reached its highest level in decades, as shown in Figure 2.2. (The comparison is plotted there as the “log wage gap,” the logarithm of the ratio of the average wages of the two groups; the 2008 log wage gap was 0.68, which implies that the average earnings of an average college graduate were almost double the earnings of an average high school graduate.)7 Other countries followed very similar patterns in that period as well.8
Figure 2.2: The US Skill Premium, 1963–20086
Another way to see the skill-biased story at work is to look at how wages have changed over time for a variety of different levels of schooling. This is shown in Figure 2.3. As the charts show, people with more years of schooling not only tend to earn more at every point in the past half century, but the gap between them and those with less schooling has tended to grow over time as well. (For women, this story becomes clearer from the 1980s onward.)
However, while the skill-biased story does a good job of explaining what happened to the world of work in the latter part of the twentieth century, before that time the picture was very different. Consider Figure 2.4, which shows the skill premium in England dating back to 1220. (Luckily, there is indeed data that stretches that far back: English institutions have proven to be both remarkably stable and uncommonly assiduous in their record keeping for the past millennium.) Given there were few college degrees back in 1220, the skill premium here is instead measured by comparing the wages of craftsmen to those of laborers. And as we can see, over the long run this skill premium no longer follows the same upward pattern that we saw in Figure 2.3.
Figure 2.3: Real Wages of Full-Time uS Workers, 1963–2008 (Index 1963 = 100)9
Figure 2.4: The English Skill Premium, 1220–200010
What is going on here? This longer view suggests that technological change has in fact favored different types of workers at different moments in history, not always benefiting those who might have been considered skilled at that particular time. Take the nineteenth century, for example. As we saw in the previous chapter, when the Industrial Revolution got under way in Britain, new machines were introduced to the workplace, new production processes were set up, and so new tasks had to be done. But it turned out that those without the skills of the day were often best placed to perform these tasks. Technology, rather than being skill-biased, was “unskill-biased” instead.11
A popular picture of the Industrial Revolution depicts a wave of machines displacing swaths of low-skilled workers from their roles—people who made their living spinning thread and wefting cloth with bare hands and basic tools finding themselves without work. But this is not what happened. It was the high-skilled workers of the time who were under threat. Ned Ludd, the apocryphal leader of the Luddite uprising against automation, was a skilled worker of his age, not an unskilled one. If he actually existed, he would have been a professional of sorts—perhaps even a card-carrying member of the Worshipful Company of Clothworkers, a prestigious club for people of his trade. And the mechanical looms that displaced Ned and his comrades meant that someone with less skill, without Ned’s specialized training, could take his place. These new machines were “de-skilling,” making it easier for less-skilled people to produce high-quality wares that would have required skilled workers in the past.
The share of unskilled workers in England appears to have doubled from the late 1500s to the early 1800s.12 This change was no accident. Andrew Ure, an influential figure who acted as a sort of early management consultant to manufacturers, called for taking away tasks from “the cunning workman” and replacing him with machines so simple to use that “a child may superintend” instead. (He did not mean this metaphorically: child labor was an acceptable practice back then.)13 And as the economic historian Joel Mokyr notes, this trend was not confined to the world of cotton and cloth: “First in firearms, then in clocks, pumps, locks, mechanical reapers, typewriters, sewing machines, and eventually in engines and bicycles, interchangeable parts technology proved superior and replaced the skilled artisans working with chisel and file.”14
At the turn of the twenty-first century, then, the conventional wisdom among economists was that technological progress was sometimes skill-biased, at other times unskill-biased. In either case, though, many economists tended to imagine that this progress always broadly benefited workers. Indeed, in the dominant model used in the field, it was impossible for new technologies to make either skilled or unskilled workers worse off; technological progress always raised everyone’s wages, though at a given time some more than others. This story was so widely told that leading economists referred to it as the “canonical model.”15
A NEW STORY IN THE TWENTY-FIRST CENTURY
The canonical model dominated discussion among economists for decades. But recently, something very peculiar began to happen. Starting in the 1980s, new technologies appeared to help both low-skilled and high-skilled workers at the same time—but workers with middling skills did not appear to benefit at all. In many economies, if you took all the occupations and arranged them in a long line from the lowest-skilled to the highest-skilled, over the last few decades you would have often seen the pay and the share of jobs (as a proportion of total employment) grow for those at either end of the line, but wither for those near the middle. We can clearly see this trend in Figure 2.5.
Figure 2.5: Percentage Point Change in Share of Total Employment, 1995–201516
This phenomenon is known as “polarization” or “hollowing out.” The traditionally plump midriffs of many economies, which have provided middle-class people with well-paid jobs in the past, are disappearing. In many countries, as a share of overall employment there are now more high-paid professionals and managers—as well as more low-paid caregivers and cleaners, teacher’s aides and hospital assistants, janitors and gardeners, waiters and hairdressers.17 But there are fewer middling-pay secretaries and administrative clerks, production workers and salespeople.18 Labor markets are becoming increasingly two-tiered and divided. What’s more, one of these tiers is benefiting far more than the other. The wages of people standing at the top end of the lineup, the 0.01 percent who earn the most—in the United States, the 16,500 families with an income over $11,300,000 per year—have soared over the last few decades.19
(A terminological point, again: this presentation of the data may seem like it is treating “pay” and “skill” as if they are the same thing—as if lining up workers from the lowest-paid to the highest-paid is the same exercise as lining them up from low-skilled to high-skilled. As before, the issue has to do with economists’ idiosyncratic definition of the word skilled. Clearly, there exist jobs that are low-paid but require significant skills in the common sense of the word—emergency medical technicians, for example. And there are also jobs that are high-paid but, many believe, require very little skill at all—recall, for instance, the caustic complaints made after the 2007–8 economic crisis about those who work in finance. But, as noted earlier, when economists talk about “skill,” they really mean “level of formal schooling.” And using pay as a proxy measure for that particular definition of skill does turn out to be a reasonable thing to do: as we have seen, people with more schooling behind them tend to earn more as well. So whether you line up jobs according to their level of pay or the average number of years of schooling that people in them have does not really matter—the hollowing-out pattern looks roughly the same.20)
The hollowing out of the labor market was a new puzzle. And the canonical model that dominated economic thinking in the late twentieth century was powerless to solve it. It was narrowly focused on just two groups of workers, the low-skilled and the high-skilled, and had no way to explain why middling-skilled workers were facing such a very different fate from their low- and high-skilled contemporaries. A new account was needed. Economists went back to their intellectual drawing boards. And over the past decade or so, intellectual support has emerged for an entirely different way of thinking about technology and work. Pioneered by a group of MIT economists—David Autor, Frank Levy, and Richard Murnane—it became known as the “Autor-Levy-Murnane hypothesis,” or the “ALM hypothesis” for short.21 A decade ago, when I began to think seriously about the future, this was the story I was handed to help me do so.22
The ALM hypothesis built upon two realizations. The first of these was simple: looking at the labor market in terms of “jobs,” as we often do, is misleading. When we talk about the future of work, we tend to think in terms of journalists and doctors, teachers and nurses, farmers and accountants; and we ask whether, one day, people who have one of these jobs might wake up and find a machine in their place. But thinking like this is unhelpful because it encourages us to imagine that a given job is a uniform, indivisible blob of activity: lawyers do “lawyering,” doctors “doctoring,” and so on. If you look closely at any particular job, though, it is obvious that people perform a wide variety of different tasks during their workday. To think clearly about technology and work, therefore, we have to start from the bottom up, focusing on the particular tasks that people do, rather than looking from the top down, looking only at the far more general job titles.
The second realization was subtler. With time, it became clear that the level of education required by human beings to perform a given task—how “skilled” those people were—was not always a helpful indication of whether a machine would find that same task easy or difficult. Instead, what appeared to matter was whether the task itself was what the economists called “routine.” By “routine,” they did not mean that the task was necessarily boring or dull. Rather, a task was regarded as “routine” if human beings found it straightforward to explain how they performed it—if it relied on what is known as “explicit” knowledge, knowledge which is easy to articulate, rather than “tacit” knowledge, which is not.23
Autor and his colleagues believed that these “routine” tasks must be easier to automate. Why? Because when these economists were trying to determine which tasks machines could do, they imagined that the only way to automate a task was to sit down with a human being, get her to explain how she would perform that task, and then write a set of instructions based on that explanation for machines to follow.24 For a machine to accomplish a task, Autor wrote, “a programmer must first fully understand the sequence of steps required to perform that task, and then must write a program that, in effect, causes the machine to precisely simulate these steps.” If a task was “non-routine”—in other words, if human beings struggled to explain how they performed it—then it would be difficult for programmers to specify it as a set of instructions for the machine.25
The ALM hypothesis brought these two ideas together. Machines, it said, could readily perform the “routine” tasks in a job, but would struggle with the “non-routine” tasks. This clever argument could explain the strange trends captured in Figure 2.5—since when economists broke down an assortment of different jobs into their constituent tasks, many of the activities that middling-paid people performed in their work turned out to be “routine,” whereas those done by the low-paid and high-paid were not. That was why labor markets around the world were being hollowed out, taking on hourglass figures. Technological change was eating away at the “routine” tasks clustered in the middle, but the “non-routine” tasks at either end were indigestible, left for human beings to undertake.26
That high-paid, high-skilled work often turned out to be “non-routine” was not surprising. The tasks involved in those jobs required human faculties like creativity and judgment, which are very hard or outright impossible to capture in a set of rules. (Most people would be very suspicious of any definitive set of instructions for “how to be creative,” for example.) But why did low-paid, low-skilled work also turn out to be “non-routine”? The explanation is partly that this work was often part of the service economy, and the interpersonal skills required to provide services were hard to capture in rules. But it was also because low-paid work often required manual skills that were hard to automate. Computer scientists were already familiar with this finding: many of the basic things we do with our hands are the most difficult tasks for a machine to do. (This is known as “Moravec’s Paradox,” after Hans Moravec, a futurist and inventor who was one of the first to note it down.27) When human beings perform tasks like cooking a meal or trimming a shrub, they tend to perform them unconsciously and instinctively, without deliberate thought. Therefore, while people might find these tasks simple to do, they may also find it very difficult to explain how to do them. Accordingly, it seemed, tasks like these could not be readily automated, either.
Technological progress, it appeared, was neither skill-biased nor unskill-biased, as the old stories had implied. Rather it was task-biased, with machines able to perform certain types of tasks but unable to perform others. This meant that the only workers to benefit from technological change would be those well placed to perform the “non-routine” tasks that machines could not handle. In turn, this explained why certain types of middling-skilled workers might not gain from new technology at all—if they found themselves stuck in jobs made up largely of “routine” tasks that machines could handle with ease.
INSIGHTS FROM THE ALM HYPOTHESIS
It may be surprising to hear that economists were so willing to change their minds, swinging from a view of technology as always benefiting workers to a task-biased view instead. There is an old story on this theme, though: Keynes, when pressed by a critic for shifting his position on some economic issue, supposedly responded, “When the facts change, I change my mind. What do you do, Sir?”28 This is often quoted in jest, a witty example of how to concede a mistake and evade it at the same time. But remember what economists actually do: they tell stories, mathematical tales meant to capture reality. So this is exactly how we ought to want economists to behave: to adjust when the facts change, to update their models, and to re-craft their stories. And that is exactly what economists who think about the labor market have done in recent decades. Far from being a sign of intellectual inconsistency, this is a good thing.
The ALM hypothesis also helps to expose several types of mistaken thinking about the future of work. For instance, it is very common to hear discussions about the chances of various jobs being automated, with statements like “nurses are safe but accountants are in trouble” or “X percent of jobs in the United States are at risk from automation but only Y percent in the UK.” One influential study, by Oxford’s Carl Frey and Michael Osborne, is often reported as claiming that 47 percent of US jobs are at risk of automation in the coming decades, with telemarketers the most at risk (a “99 percent” risk of automation) and recreational therapists the least (a “0.2 percent” risk).29 But as Frey and Osborne themselves have noted, conclusions like this are very misleading. Technological progress does not destroy entire jobs—and the ALM “job” versus “task” distinction explains why. No job is an unchanging blob of activity that can be entirely automated in the future. Rather, every job is made up of many tasks, and some of these tasks are far easier to automate than others. It is also important to remember that as time passes, the tasks that make up a particular occupation are likely to change. (There are few jobs, if any, that look the same today as they did thirty years ago.)
The point is driven home by a 2017 study carried out by McKinsey & Company, which reviewed 820 different occupations. Fewer than 5 percent of these, they found, could be completely automated with existing technologies. On the other hand, more than 60 percent of the occupations were made up of tasks of which at least 30 percent could be automated.30 In other words, very few jobs could be entirely done by machines, but most could have machines take over at least a significant part of them.
That’s why those who claim that “my job is protected from automation because I do X,” where “X” is a task that is particularly difficult to automate, are falling into a trap. Again, no job is made up of one task: lawyers do not only make court appearances, surgeons do not only perform operations, journalists do not only write original opinion pieces. Those particular tasks might be hard to automate, but that does not necessarily apply to all of the other activities these same professionals do in their jobs. Lawyers, for instance, may argue that no machine could stand and deliver a stunning peroration to a gripped jury—and they may well be right about that. But machines today certainly can retrieve, assemble, and review a wide range of legal documents, tasks that make up a big part of most lawyers’ jobs—and, in the case of junior lawyers, almost their entire jobs.
Technological optimists make a similar mistake when they point out that, of 271 occupations in the 1950 US Census, only a single one—elevator operators—has subsequently disappeared due to automation.31 This is not a sign of technology’s impotence, as they might imagine. It is further evidence that the important changes are deeper, taking place at the level of the underlying tasks rather than at the level of the job titles themselves.
The second key realization behind the work of Autor and his colleagues—that what matters is the nature of the tasks themselves, not whether the worker performing them is “skilled” or not—is also a crucial insight. White-collar professionals are often startled by it, given the time and money they have devoted to their education. Some even take offense, imagining that a rude equivalence is being drawn between the “sophisticated” work that they do and the unrefined labor of others. But the point is that their work is not as special as they imagine. Once you break down most professional jobs into the tasks that make them up, many of these tasks turn out to be “routine” and can already be automated. The fact that educated professionals tend to use their heads, rather than their hands, to perform their task does not matter. Far more important is whether the tasks are “routine.”
AN OPTIMISTIC WAY OF THINKING
The ALM hypothesis is important not only because of its success in explaining the economic peculiarities of the recent past—the hollowing out of the labor market and the harm caused to workers caught in the middle—but also because it explains the optimism that many forecasters feel about technology and the future.
The old “canonical model” of technological change also suggested an optimistic view of the future of work, but for a wildly unrealistic reason: in that model, as we saw, technology always complements workers (albeit some more than others). Today, few people would make an argument like that. Instead, those who are optimistic about the future of work build a case that looks more like the task-biased story of the ALM hypothesis. They argue that new technologies do substitute for workers, but not at everything, and that machines tend to increase the demand for human beings to perform tasks that cannot be automated. Autor himself captured this case for feeling optimistic in a pithy line: “tasks that cannot be substituted by automation are generally complemented by it.”32
Arguments like this rely upon the assumption that there are some tasks that machines simply cannot do, and therefore there is a firm limit to the harmful substituting force. Of course, some might say that this proposition is intuitively obvious. But the ALM hypothesis provides formal reasoning to back up this intuition: machines cannot be taught to perform “non-routine” tasks, because people struggle to explain how they perform them. As Autor puts it, “the scope for this kind of substitution is bounded because there are many tasks that people understand tacitly and accomplish effortlessly but for which neither computer programmers nor anyone else can enunciate the explicit ‘rules’ or ‘procedures.’”33 So while future technologies may increasingly substitute for human beings in “routine” tasks, they will always complement human beings in the “non-routine” tasks that remain.
This distinction between “routine” and “non-routine” tasks has now spread far beyond academic economic papers. The most influential institutes and think tanks—from the IMF to the World Bank, from the OECD to the International Labour Organization—have relied on it to decide which human endeavors are at risk of automation.34 Mark Carney, the governor of the Bank of England, has echoed it in a warning of a “massacre of the Dilberts”: new technologies, he believes, threaten “routine cognitive jobs” like the one that employs Dilbert, the cubicle-bound comic strip character.35 President Obama similarly warned that roles “that are repeatable” are at particular risk of automation.36 And large companies have structured their thinking around the idea: the investment bank UBS claims that new technologies will “free people from routine work and so empower them to concentrate on more creative, value-added services”; the professional services firm PwC says that “by replacing workers doing routine, methodical tasks, machines can amplify the comparative advantage of those workers with problem-solving, leadership, EQ, empathy, and creativity skills”; and Deloitte, another professional services firm, reports that in the UK “routine jobs at high risk of automation have declined but have been more than made up for by the creation of lower-risk, non-routine jobs.”37
Magazine writers and commentators have also popularized the concept. The Economist, for instance, explains that “what determines vulnerability to automation, experts say, is not so much whether the work concerned is manual or white-collar but whether or not it is routine.” The New Yorker, meanwhile, asks us to “imagine a matrix with two axes, manual versus cognitive and routine versus non-routine,” where every task is sorted into one of the quadrants.38 And elsewhere we can see the shadow of the “routine” versus “non-routine” distinction in the way that people so often describe automation. Machines, they say, can only do things that are “repetitive” or “predictable,” “rules-based” or “well-defined” (in other words, “routine” tasks); they cannot handle those that are “difficult to specify” or “complex” (the “non-routine” ones).
In fact, very few approaches in modern economic thought have been as influential as the ALM hypothesis. A set of ideas that began in the stillness of an economist’s study have trickled down to the wider world, shaping the way in which many people think about what lies ahead.39 The ALM hypothesis has encouraged us to believe that there is a wide range of tasks that can never be automated, a refuge of activity that will always provide enough work for human beings to do. The Age of Labor, to which we have become accustomed, will carry on.
In my opinion, this optimistic assumption is likely to be wrong. But to understand why, we must first take a look at the changes that have taken place in the world of technology and artificial intelligence.
Human beings have long shared stories about machines that could do remarkable things. Three thousand years ago, Homer told a tale of “driverless” three-legged stools, made by a god, that would scuttle toward their owner at his command.1 Plato wrote of Daedalus, a sculptor so talented that his statues had to be tied up to stop them from running away.2 This story, fanciful as it may seem, troubled Plato’s student Aristotle so much that he wondered what would happen to the world of work if “every tool we had could perform its task, either at our bidding or itself perceiving the need.”3 The old Jewish sages wrote of mystical creatures called golems, fashioned out of mud and clay, which would come to life to help their owners at the muttering of the right incantation. One golem, called Yosef, is said to still lie hidden in the attic of the grand synagogue in Prague; centuries ago, according to legend, Rabbi Judah Loew brought him to life to protect the Jews in his community from persecution.4
Tales of this kind are scattered through ancient writing. But more recent history is full of them, too, fables of wonderful and strange machines that go about their work without any apparent human involvement. Today we call them “robots,” but before that word was invented in 1920 they were called “automata”—and they were wildly popular. In the fifteenth century, Leonardo Da Vinci sketched out an autonomous cart and an armor-clad humanoid robot; he also designed a mechanical lion for the king of France, which, when whipped three times by his majesty, would open its chest to reveal the emblem of the monarchy.5 In the eighteenth century, a Frenchman called Jacques de Vaucanson became famous for his machines: one that could play the flute, another that could clatter tambourines in time, and—his most celebrated—a duck that could eat, drink, flap its wings, and defecate. Disappointingly, the so-called canard digérateur, or “digesting duck,” was not actually true to its name; a hidden compartment simply released a convincing alternative to the real thing (bread crumbs, dyed green).6 Swindles like this were amusingly frequent. Around the same time, a Hungarian called Wolfgang von Kempelen built a chess-playing machine, nicknamed “The Turk” on account of its Eastern appearance. It toured the world for decades, defeating celebrated opponents like Napoleon Bonaparte and Benjamin Franklin. Little did they know that a human chess master was hidden in the belly of the supposed automaton.7
Why were people so captivated by these machines? In part, it was probably the spectacle: that some of them did amusing and (as with the digesting duck) often moderately offensive things. But what about the chess machine? Why did that excite everyone? It was not because of its manual dexterity: the eighteenth-century world was full of technologies that carried out tasks requiring physical capabilities far more impressive than moving a chess piece. Rather, people were impressed by the apparent ability of the Turk to carry out tasks that require cognitive capabilities, the sorts of things that human beings do with their heads rather than hands. Everyone would have imagined such activities to be far out of reach of any machine, and yet the chess-playing device did much more than move pieces aimlessly around the board. It seemed to ponder possible moves and outsmarted competent human players. It seemed to deliberate and reflect. In human beings, we recognize these capabilities as requiring “intelligence.” And this is what would have shocked its audience: the machines appeared to act intelligently, too.
In the end, almost all these accounts were fictional. Many designs scribbled down by inventors remained speculative and were never built, and the machines that did get made tended to rely upon trickery. It is no coincidence that Jean-Eugène Robert-Houdin, the first modern magician (from whom the illusionist Houdini would take his name a few decades later), was also a master craftsman of automata, at one point getting called upon to repair the famous digesting duck itself when it broke a wing.8 But in the twentieth century, all this changed. For the first time, researchers began to build machines with the serious intention of rivaling human beings—a proper, sophisticated program of constructing intelligence was under way. Their aspirations were now serious, no longer confined to fiction or dependent on deceit.
THE FIRST WAVE OF AI
At a 1947 meeting of the London Mathematical Society, Alan Turing told the gathering that he had conceived of a computing machine that could exhibit intelligence.9 Turing deserved to be taken seriously: perhaps Britain’s leading World War II code breaker, he is one of the greatest computer scientists to have ever lived. Yet the response to the ideas in his lecture was so hostile that within a year he felt compelled to publish a new paper on the topic, responding in furious detail to assorted objections to his claim that machines “could show intelligent behaviour.” “It is usually assumed without argument it is not possible,” he thundered in the opening lines. Turing thought that the objections were often “purely emotional”—“an unwillingness to admit the possibility that mankind can have any rivals in intellectual power,” for instance, or “a religious belief that any attempt to construct such machines is a sort of Promethean irreverence.”10
Less than a decade later, a group of four American academics—John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon—sent a proposal to the Rockefeller Foundation, asking for enough money to support a “2 month, 10 man study of artificial intelligence” at Dartmouth College. (The term “artificial intelligence” was McCarthy’s invention.)11 Their proposal was striking for its ambition and optimism. “Every aspect of learning or any other feature of intelligence,” they claimed, could be simulated by a machine. And they believed that “a significant advance” could be made “if a carefully selected group of scientists work on it together for a summer.”12
As it happened, no particular advance worth celebrating was made at Dartmouth that summer of 1956. Nevertheless, a community formed, a direction of travel was established, and a handful of great minds began to work together. In time, an eclectic collection of different types of problems would be swept together under the banner of AI: recognizing human speech, analyzing images and objects, translating and interpreting written text, playing games like checkers and chess, and problem solving.13
In the beginning, most AI researchers believed that building a machine to perform a given task meant observing how human beings performed the same task and copying them. At the time, this approach must have seemed entirely sensible. Human beings were by far the most capable contraptions in existence, so why not try to build these new machines in their image?
This mimicry took various forms. Some researchers tried to replicate the actual physical structure of the human brain, attempting to create networks of artificial neurons. (Marvin Minsky, one of the authors of that Rockefeller pitch asking for funding, wrote his PhD thesis on how to build these.)14 Others tried a more psychological approach, looking to replicate the thinking and reasoning processes in which the human brain appeared to be engaged. (That was what Dartmouth attendees Herbert Simon and Allen Newell tried to do with their “General Problem Solver,” an early system celebrated as “a program that simulates human thought.”)15 Yet a third approach was to draw out the rules that human beings seemed to follow, and then write instructions for machines based on those. Researchers established a dedicated subfield to do this, their handicrafts known as “expert systems”—“expert” because they relied upon the rules that a human expert gave them to use.
In all of these efforts, human beings provided the template for machine behavior in one way or another. Designing a machine that could play world-class chess, for instance, meant sitting down with grand masters and getting them to explain how they went about playing the game. Writing a program to translate one language into another meant observing how a multilingual person makes sense of a paragraph of text. Identifying objects meant representing and processing an image in the same way as human vision.16
This methodology was reflected in the language of the AI pioneers. Alan Turing claimed that “machines can be constructed which will simulate the behaviour of the human mind very closely.”17 Nils Nilsson, an attendee at the Dartmouth gathering, noted that most academics there “were interested in mimicking the higher levels of human thought. Their work benefitted from a certain amount of introspection about how humans solve problems.”18 And John Haugeland, a philosopher, wrote that the field of AI was seeking “the genuine article: machines with minds, in the full and literal sense.”19
Behind some of the claims made by Haugeland and others was a deeper theoretical conviction: human beings, they believed, were themselves actually just a complex type of computer. This was the “computational theory of the mind.” From a practical point of view, it may have been an appealing idea for AI researchers. If human beings were only complicated computers, the difficulty of building an artificial intelligence was not insurmountable: the researchers merely had to make their own, simple computers more sophisticated.20 As the computer scientist Douglas Hofstadter puts it in his celebrated Gödel, Escher, Bach, it was an “article of faith” for many researchers that “all intelligences are just variations on a single theme; to create true intelligence, AI workers will have to keep pushing … closer and closer to brain mechanisms, if they wish their machines to attain the capabilities which we have.”21
Of course, not everyone was interested in copying human beings. But most AI specialists of that vintage were—and even those who initially were not eventually got drawn toward it. Take Herbert Simon and Allen Newell, for example. Before they created the General Problem Solver, their system based on human reasoning, they had in fact built an entirely different system, called the Logic Theorist. This system stood out from all the others: unlike any other machine from that original Dartmouth gathering, it actually worked. And yet, despite this success, Simon and Newell abandoned it. Why? In part because it did not perform like a human being.22
Ultimately, however, this approach of building machines in the image of human beings did not succeed. Despite the initial burst of optimism and enthusiasm, no serious progress was made in AI. When it came to the grand challenges—building a machine with a mind, one that was conscious, or that could think and reason like a human being—the defeat was emphatic. Nothing got close. And the same was true for the more pedestrian ambitions of getting machines to perform specific tasks. Despite all the efforts, machines could not beat a top player at chess. They could not translate more than a handful of sentences or identify anything but the simplest objects. And the story was the same for a great many other tasks, too.
As progress faltered, researchers found themselves at a dead end. The late 1980s became known as the “AI winter”: funding dried up, research slowed, and interest in the field fell away. The first wave of AI, that had raised so many hopes, ended in failure.
THE SECOND WAVE OF AI
Things started looking up again for AI in 1997. That’s when a system called Deep Blue, owned by IBM, beat Garry Kasparov, then the world chess champion. It was a remarkable achievement, but even more remarkable was how the system did it. Deep Blue did not try to copy Garry Kasparov’s creativity, his intuition, or his genius. It did not replicate his thinking process or mimic his reasoning. Instead, it used vast amounts of processing power and data storage to crunch up to 330 million moves in a second. Kasparov, one of the best human chess players of all time, could hold perhaps up to a hundred possible moves in his head at any one moment.23
The Deep Blue result was a practical victory, but it was an ideological triumph as well. We can think of most AI researchers until then as purists, who closely observed human beings acting intelligently and tried to build machines like them. But that was not how Deep Blue was designed. Its creators did not set out to copy the anatomy of human chess players, the reasoning they engaged in, or the particular strategies they followed. Rather, they were pragmatists, taking a task that required intelligence when performed by a human being and building a machine to perform it in a fundamentally different way. That’s what brought AI out of its winter—what I call the pragmatist revolution.
In the decades since Deep Blue’s victory, a generation of machines has been built in this pragmatist spirit: crafted to function very differently from human beings, judged not by how they perform a task but how well they perform it. Advances in machine translation, for instance, have come not from developing a machine that mimics a talented translator, but from having computers scan millions of human-translated pieces of text to figure out interlingual correspondences and patterns on their own. Likewise, machines have learned to classify images, not by mimicking human vision but by reviewing millions of previously labeled pictures and hunting for similarities between those and the particular photo in question. The ImageNet project hosts an annual contest where leading computer scientists compete to build systems that can identify objects in an image more accurately than their peers—and in 2015, the winning system outperformed human beings for the first time, correctly identifying images 96 percent of the time. In 2017, the winner reached 98 percent accuracy.
Like Deep Blue, many of these new machines rely on recent advances in processing power and data storage. Remember that between the 1956 Dartmouth gathering and the end of the century, there was a roughly ten billion–fold increase in the power of a typical computer. As for data, Eric Schmidt, the former chairman of Google, estimates that we now create as much information every two days as was created from the dawn of civilization to 2003.24
In the first wave of AI, before such processing power and massive data storage capabilities were available, people had to do much of the difficult computational work themselves. Researchers hoped, through their own ingenuity, insight, and introspection, to uncover the way that human beings thought and reasoned, or to manually discover the hidden rules that shaped their behavior, and to capture all of this in a set of explicit instructions for machines to follow. But in the second wave of AI, machines no longer relied on this top-down application of human intelligence. Instead, they began to use vast amounts of processing power and increasingly sophisticated algorithms to search through huge bodies of data, mining human experience and example to figure out what to do themselves, from the bottom up.26
Figure 3.1: Error Rate of the Winning System in the ImageNet Contest25
The word algorithm, derived from the name of a ninth-century mathematician called Abdallah Muhammad ibn Mūsā Al-Khwārizmī, simply means a set of step-by-step instructions. Machine-learning algorithms, which drive much of the progress in AI today, are specifically aimed at letting systems learn from their experience instead of being guided by explicit rules. Many of them draw on ideas from the early days of AI—ideas developed long before there was enough processing power and data available to turn them from intriguing theoretical possibilities into something more practical. Indeed, some of today’s greatest pragmatist triumphs have grown out of earlier purist attempts to copy human beings. For instance, many of the most capable machines today rely on what are known as “artificial neural networks,” which were first built decades ago in an attempt to simulate the workings of the human brain.27 Today, though, there is little sense that these networks should be judged according to how closely they imitate human anatomy; instead, they are evaluated entirely pragmatically, according to how well they perform whatever tasks they are set.28
In recent years, these systems have become even more sophisticated than Deep Blue. For example, take AlphaGo, a system developed to play the Chinese board game go. In 2016, it beat the best human player in the world, Lee Sedol, in a five-game series. This was a major achievement, one that most experts thought was at least a decade away. Go is a very complex game—not because the rules are difficult, but because the “search space,” the set of all possible moves to sift through, is staggeringly vast. In chess, the first player chooses among 20 possible moves on their opening turn, but in go they choose among 361. After the opposing player has responded, there are 400 possible positions in chess, but around 129,960 in go. After two moves apiece, that number rises to 71,852 possible positions in chess, but about 17 billion in go. And after only three moves each, there are about 9.3 million possibilities in chess, but about 2.1x1015 in go—a two followed by fifteen zeros. That’s 230 million times as many possibilities as in chess at that same early point in the game.29
In chess, Deep Blue’s victory came in part from its ability to use brute-force processing power to calculate further ahead in a game than Kasparov could. But because of go’s complexity, that strategy would not work for AlphaGo. Instead, it took a different approach. First it reviewed 30 million moves from games played by the best human experts. Then it learned from playing repeatedly against itself, crunching through thousands of games and drawing insights from those, too. In this way, AlphaGo was able to win while evaluating far fewer positions than Deep Blue had done in its matches.
In 2017, a yet more sophisticated version of the program was unveiled, called AlphaGo Zero. What made this system so remarkable is that it had wrung itself dry of any residual role for human intelligence altogether. Buried within Deep Blue’s code were still a few clever strategies that chess champions had worked out for it to follow in advance.30 And in studying that vast collection of past games by great human players, AlphaGo was in a sense relying on them for much of its difficult computational work. But AlphaGo Zero required none of this. It did not need to know anything about the play of human experts; it did not need to try to mimic human intelligence at all. All it needed was the rules of the game. Given nothing more than those, it played itself for three days to generate its own data—and it returned to thrash its older cousin, AlphaGo.31
Other systems are using similar techniques to engage in pursuits that more closely resemble the messiness of real life. Chess and go, for instance, are games of “perfect information”: both players see the entire board and all the pieces. But as the legendary mathematician John von Neumann put it, “real life is not like that. Real life consists of bluffing, of little tactics of deception, of asking yourself what is the other man going to think I mean to do.” That is why poker has fascinated researchers—and proven so hard to automate. Yet DeepStack, developed by a team in Canada and the Czech Republic in 2017, managed to defeat professional poker players in a series of more than forty-four thousand heads-up games (that is, games involving two players). Like AlphaGo Zero, it did not derive its tactics from reviewing past games played by human experts. Nor did it rely on “domain knowledge,” clever predetermined poker strategies set down by human beings for it to follow. Instead, it learned to win just by exploring several million randomly generated games.32 In 2019, Facebook and Carnegie Mellon University went a step further: they announced the creation of Pluribus, a system that could defeat the best professional poker players in multiplayer competitions as well. This system, too, learned poker purely “from scratch,” without any human input, just by playing hand after hand against copies of itself over the course of a few days.33
A SHIFT IN PRIORITY
It would be a mistake to think that researchers simply “discovered” the pragmatist path in a eureka moment early in the 1990s. The choice between trying to have machines solve problems by any means possible and having them specifically copy the human approach, between what I call “pragmatism” and “purism,” is not particularly new. Back in 1961, in the heyday of purism, Allen Newell and Herbert Simon wrote that researchers were drawing “a careful line … between the attempt to accomplish with machines the same tasks that humans perform, and the attempt to simulate the processes humans actually use to accomplish these tasks.”34 In 1979, Hubert Dreyfus, a philosopher of AI, similarly drew a distinction between “AI engineers”—a practical bunch “with no interest in making generally intelligent machines”—and “AI theorists,” engaged in what he saw as a virtuous scholarly calling.35 Early researchers were aware that they could focus either on building machines that performed tasks that historically had required intelligent human beings, or on trying to understand human intelligence itself.36 For them, it was the latter that really captured their attention.
Partly, as we have seen, this was because copying human beings initially seemed like the path of least resistance for building capable machines. Humans had remarkable capabilities; why start from scratch when designing a machine when you could simply mimic the human instead? But there was also a second reason for their inclination toward purism. For many researchers, the project of understanding human intelligence for its own sake was simply a lot more interesting than merely building capable machines. Their writings are full of excited references to classical thinkers and their reflections on the human mind—people like Gottfried Wilhelm Leibniz and Thomas Hobbes, René Descartes and David Hume. These were the figures in whose footsteps AI researchers hoped they were following. They were thrilled by questions not about machines, but about human beings—what is a “mind” and how does “consciousness” work, what does it really mean to “think” or to “understand.”
Artificial intelligence, for many pioneers of the field, was only ever a mechanical means to that human end. As the influential philosopher John Searle put it, the only purpose of AI was as a “power tool in the study of the mind.” Hilary Putnam, another prominent philosopher, thought the field of AI should be judged solely by whether it “taught us anything of importance … about how we think.”37 This is why many AI researchers at the time thought of themselves as cognitive scientists, not computer scientists at all.38 They imagined they were working in a subfield of a far bigger project: understanding the human brain.39
Today, though, a shift in priority is taking place. As technological progress has accelerated, it has become clear that human intelligence is no longer the only route to machine capability. Many researchers now are interested less in trying to understand human intelligence than in building well-functioning machines. What’s more, the researchers who remain interested in the pursuit of an understanding of human intelligence for its own sake are also finding themselves dragged toward the more pragmatic ends. The capabilities of the pragmatists’ machines have aroused the interest of large technology companies—Google, Amazon, Apple, Microsoft, and others. With access to massive amounts of data and processing power, and with throngs of talented researchers on their payroll, these companies have taken the lead in AI development, shaping the field and changing its priorities. To many of them, the pursuit of an understanding of human intelligence for its own sake must look like an increasingly esoteric activity for daydreaming scholars. In order to stay relevant, many researchers—even those inclined to the purist side—have had to align themselves more closely with these companies and their commercial ambitions.
Take DeepMind, for example, the British AI company that developed AlphaGo. It was bought by Google in 2014 for $600 million, and is now staffed by the leading minds in the field, poached from top academic departments by pay packages that would make their former colleagues blush—an average of $345,000 per employee.40 The company’s mission statement says that it is trying “to solve intelligence,” which at first glance suggests they might be interested in figuring out the puzzle of the human brain. But look more closely at their actual achievements, and you can see that in practice their focus is quite different. Their machines, such as AlphaGo, are only “intelligent” in the sense that they are very capable, in some cases remarkably so—but they do not think or reason like human beings.
In the same way, think of AI assistants such as Amazon’s Alexa, Apple’s Siri, and Microsoft’s Cortana. We can pose simple questions to these machines, as we would to a human being, and they will answer in a relatively compelling human voice. (In 2018, Google showed off a demo recording of Duplex, their AI assistant, calling a hair salon to book an appointment—the receptionist had no idea she was talking to a machine, so realistic was its intonation and humanlike “mmm-hmms.”)41 Yet however impressive systems like this may be, however closely they may resemble human beings, they are not exhibiting intelligence akin to that of people. Their inner workings do not resemble the mind. They are not conscious. They do not think, feel, or reason like people do.
Is it appropriate, then, to describe these machines as “intelligent” in any sense at all? It doesn’t feel quite right. Most of the time, we end up relying on that word, or similar ones, because we do not have anything else that works. But because we mainly use those words to talk about human beings, it feels wrong to use them to talk about machines as well. Philosophers would call this a “category mistake,” using a word meant for one category of things in another: just as we would not expect a carrot to talk or a mobile phone to be angry, we should not expect a machine to be “intelligent” or “smart.” How else might we describe them, then? When the field of AI was just starting up, and it didn’t yet have a name, one thought was to call the area of research “computational rationality.” This term may not be quite as exciting or provocative as “artificial intelligence,” but it is probably a better match, since this is exactly what these machines are doing: using computational power to search through a vast ocean of possible actions for the most rational one to take.
BOTTOM-UP, NOT TOP-DOWN
In many ways, the current pragmatist revolution in AI resembles another intellectual revolution that has taken place over the past century and a half, one that has shaped how we think about the intellectual capabilities of a different machine: the human being.
Consider that until now, human beings, armed with their intelligence, have been the most capable machines in existence. For a long time, the dominant explanation for the origins of those capabilities was religious: they came from God, from something even more intelligent than us crafting us in its image. How, after all, could such a complicated machine as a human being exist if something vastly more intelligent than us had not designed it to be that way? William Paley, an eighteenth-century theologian, asked us to imagine ourselves walking through a field. If we stumble upon a rock lying in the grass, he said, we might think it has been there forever, but if we find a wristwatch, we would not think the same thing. A device as complex as a watch could not have been there since time began, he argued. At some point, a talented watchmaker must have designed and manufactured it. All the complex things we find in nature, thought Paley, are like that watch: the only way to explain them is with a creator, a watchmaker somewhere out of sight, composing plans and putting them into action.
The similarities between these religious scholars and the AI purists are striking. Both were interested in the origins of machine capabilities—the former, human machines, the latter, man-made ones. Both believed that these had to be deliberately created by an intelligence that closely resembled their own, a so-called intelligent designer. For the religious scholars, that designer was God. For the AI purists, that designer was, well, themselves. And both were convinced that the creations ought to be like their creator. Just as the God of the Old Testament created man in His image, the AI researchers tried to build their machines in their own image, too.42
In sum, both the theologians and the AI scientists believed that remarkable capabilities could only ever emerge from something that resembled human intelligence. In the words of the philosopher Daniel Dennett, both thought that competence could only emerge from comprehension, that only an intelligent process could create exceptionally capable machines.43
Today, though, we know that the religious scholars were wrong. Humans and human capabilities were not created through the top-down efforts of something more intelligent than us, molding us to look like it. In 1859, Charles Darwin showed that the reverse was true: the creative force was a bottom-up process of unconscious design. Darwin called this “evolution by natural selection,” the simplest account of it only requiring you to accept three things: first, that there are slight variations between living beings; second, that some of these variations might be favorable for their survival; and third, that these variations are passed on to others. There was no need for an intelligent designer, directly shaping events; these three facts alone could explain all appearances of design in the natural world. The variations might be tiny, the advantages ever so slight, but these changes, negligible at any instant, would—if you left the world to run for long enough—accumulate over billions of years to create dazzling complexity. As Darwin put it, even the most “complex organs and instincts” were “perfected, not by means superior to, though analogous with, human reason, but by the accumulation of innumerable slight variations, each good for the individual possessor.”44
The ideas of natural selection and intelligent design could not be more different. “A true watchmaker has foresight,” wrote Richard Dawkins, one of the great scholars of Darwin. “He designs cogs and springs, and plans their interconnections with a future purpose in mind’s eye. Natural selection, the blind unconscious, automatic process which Darwin discovered … has no purpose in mind. It has no mind and no mind’s eye. It does not plan for the future. It has no vision, no foresight, no sight at all. If it can be said to play the role of watchmaker in nature, it is the blind watchmaker.”45
The watchmaker of Paley’s story had perfect vision and foresight, but Darwin’s process of natural selection has none of that. It is oblivious to what it does, mindlessly stumbling upon complexity across eons rather than consciously creating it in an instant.
The pragmatist revolution in AI requires us to make a similar reversal in how we think about where the abilities of man-made machines come from. Today, the most capable systems are not those that are designed in a top-down way by intelligent human beings. In fact, just as Darwin found a century before, remarkable capabilities can emerge gradually from blind, unthinking, bottom-up processes that do not resemble human intelligence at all.46
In 1966, during the first wave of AI, a researcher named Joseph Weizenbaum announced that he had built ELIZA, the world’s first chatbot: a system that would “make certain kinds of natural language conversation between man and computer possible.”1 At first, ELIZA was set up to act as a psychotherapist. The idea was that a “patient” would speak to it, the system would respond with a comment on what the patient had said, and conversation would then flow back and forth. Weizenbaum did not really intend for it to be taken very seriously, though. In part, he seemed to be poking fun at the predictable way that psychotherapists tend to parrot back a version of the patient’s own statements with an air of measured profundity. It was, he wrote, meant to be a “parody.”
Once ELIZA was up and running, though, events took an unexpected turn. The system made a far more powerful impression on its users than Weizenbaum had anticipated. Some practicing psychiatrists who reviewed the system thought it might “be ready for clinical use” after a bit of further work. When Weizenbaum invited his own secretary, who knew full well how ELIZA was built, to try it out, she turned to him after a brief initial exchange and asked him to leave the room: she wanted to spend some time alone with the machine. Weizenbaum was shocked. A few years later he wrote that the experience had “infected” him with “fundamental questions [that] I shall probably never be rid of … about man’s place in the universe.”2
Weizenbaum did not expect very much from ELIZA because he knew that while the system might outwardly appear to be intelligent, it did not in fact think or feel like a human therapist at all. “I had thought it essential,” he wrote, “as a prerequisite to the very possibility that one person might help another learn to cope with his emotional problems, that the helper himself participate in the other’s experience of those problems.”3 But by dismissing his system on those grounds, Weizenbaum underestimated the capabilities of what he had created.
When the pragmatist revolution began to unfold a few decades later, and researchers started to systematically build machines that worked in very different ways from human beings, Weizenbaum’s mistake would be made far more regularly and with more serious consequences. AI researchers, economists, and many others would be caught out, time and time again, by the capabilities of new machines that were no longer built to copy some supposedly indispensable feature of human intelligence.
A SENSE OF DISAPPOINTMENT
For an influential group of critics in the AI community, the pragmatist revolution is more a source of disappointment than a cause for celebration. Take their response to the chess triumph of IBM’s Deep Blue over Garry Kasparov. Douglas Hofstadter, the computer scientist and writer, called its first victory “a watershed event” but dismissed it as something that “doesn’t have to do with computers becoming intelligent.”4 He had “little intellectual interest” in IBM’s machine because “the way brute-force chess programs work doesn’t bear the slightest resemblance to genuine human thinking.”5 John Searle, the philosopher, dismissed Deep Blue as “giving up on A.I.”6 Kasparov himself effectively agreed, writing off the machine as a “$10 million alarm clock.7
Or take Watson, another IBM computer system. Its claim to fame is that in 2011, it appeared on the US quiz show Jeopardy! and beat the two top human champions of the show. In the aftermath, Hofstadter again agreed that the system’s performance was “impressive” but also said that it was “absolutely vacuous.”8 Searle, in a sharp Wall Street Journal editorial, wryly noted, “Watson didn’t know it won on Jeopardy!”9 Nor did the machine want to call up its parents to say how well it had done, or go to the pub to celebrate with its friends.
Hofstadter, Kasparov, Searle, and those who make similar observations are all correct, as we saw in the last chapter. Despite endless talk by businesses and the media about “artificial intelligence” or “machine intelligence,” actual intelligence is not really what is emerging. Purists like Searle and Hofstadter wanted to use AI research to solve the puzzle of human intelligence, to unravel the mystery of consciousness and learn about the mind—yet today’s most capable machines cast little light on human functioning. And so, understandably, they feel let down.
By itself, this disappointment is not unreasonable. The trouble comes when it tips into disparagement, as it often tends to do. Some of these critics seem to think that because the latest machines do not think like intelligent human beings, they are unimpressive or superficial—and this has led them to systematically underestimate the machines’ capabilities.
This way of thinking explains why these critics have often found themselves trapped in a recurring pattern of intellectual evasion. When some task gets automated that they had thought could only be performed by human beings, they respond by saying that this task was not a proper reflection of human intelligence after all—and then gesture toward some entirely different task, one that cannot yet be automated, and argue that that is actually what human intelligence is all about. Religious leaders are sometimes criticized for defining “God” as whatever science cannot currently explain, a “God of the gaps”: God is the power that made night and day—until astronomy could explain them; God is the power that made all living creatures—until evolution was understood to be responsible. Here, we have a similarly fluid style of definition at work, an “intelligence of the gaps,” where intelligence is defined as whatever machines currently cannot do. Being aware of this trap does not necessarily protect you from plunging into it, either. Hofstadter, for instance, was well aware of the phenomenon, wittily identifying it himself as a “theorem” of the field: “AI is whatever hasn’t been done yet.”10 Yet, having described the fallacy himself, he still fell for it.
Back in 1979, asking himself whether there would ever be a chess program that “can beat anyone,” Hofstadter had bluntly replied: “No. There may be programs which can beat anyone at chess, but they will not be exclusively chess players. They will be programs of general intelligence, and they will be just as temperamental as people. ‘Do you want to play chess?’ ‘No, I’m bored with chess. Let’s talk about poetry.’ That may be the kind of dialogue you could have with a program that could beat everyone.”11 In other words, Hofstadter thought that a successful chess-playing system would have to have human intelligence. Why? Because he was a purist. He believed that “chess-playing draws intrinsically on central facets of the human condition,” such as the “ability to sort the wheat from the chaff in an intuitive flash, the ability to make subtle analogies, the ability to recall memories associatively.”12
As we have seen, though, Deep Blue showed this was wrong: none of that human magic, no intuitive sorting of wheat from chaff, was necessary to play sensational chess. But rather than admit a mistake, Hofstadter went for the “intelligence of the gaps” evasion. These machines are “just overtaking humans in certain intellectual activities that we thought required intelligence,” he wrote after Deep Blue won its first game against Kasparov. “My God, I used to think chess required thought. Now, I realize it doesn’t. It doesn’t mean Kasparov isn’t a deep thinker, just that you can bypass deep thinking in playing chess, the way you can fly without flapping your wings.”13 Hofstadter had changed his mind, denying that the capabilities required to play chess were an “essential ingredient” of human intelligence after all.14
Or take Kasparov himself, the human protagonist in this story of man versus chess-playing machine. In Deep Thinking, his account of those matches with Deep Blue, he also identifies the trap: “as soon as we figure out a way to get a computer to do something intelligent, like play world championship chess, we decide it’s not truly intelligent.”15 Yet this is exactly what he has done. Seven years before he faced Deep Blue, Kasparov had boldly claimed that a machine could never beat someone like him, since it could never be human like him: “If a computer can beat the world champion, [then] the computer can read the best books in the world, can write the best plays, and can know everything about history and literature and people. That’s impossible.”16 To Kasparov back then, winning at chess was inseparable from everything else that makes us who we are. Yet after the match, he would claim that “Deep Blue … was only intelligent in the way your programmable alarm clock is intelligent.”17 Like Hofstadter, he changed his mind, deciding that winning at chess was not after all a sign of human intelligence.
This habit of shifting the goalposts is unhelpful because it tends to lead critics to underestimate the capabilities of machines yet to come. And even on its own terms, you might wonder whether this dismissive tone is misplaced. What is so uniquely remarkable about human intelligence? Why do we elevate human thinking, astounding though it may be, above any other approach that can create remarkable machine capabilities? Of course, the power and mystery of the human mind should leave us in awe. We may not fully understand the inside of our heads for quite some time. But is there not also another sense of amazement, no less unsettling and thrilling, in the designs of machines that, even if they do not resemble or replicate human beings, can outperform us? Kasparov may dismiss Deep Blue as just an expensive alarm clock, but this alarm clock gave him a pounding at the chessboard. Should its inner workings not amaze us like those of the brain, even if they do not share our wondrous anatomy and physiology?
After all, that is how Darwin felt when he realized that the capabilities of the human machine did not emerge from something that resembles human intelligence.18 He was not a bitter man, trying to drain any last sense of magic or mystery from the world with his creator-less theory of natural selection. Quite the contrary. Consider the final words of On the Origin of Species: “There is grandeur in this view of life, with its several powers, having been originally breathed into a few forms or into one; and that, whilst this planet has gone cycling on according to the fixed law of gravity, from so simple a beginning endless forms most beautiful and most wonderful have been, and are being, evolved.”19
This is not the writing of a metaphysical grinch. Darwin’s view of life without a creator has a “grandeur” to it, and is articulated with an almost religious sense of awe. One day we may feel that way about our unhuman machines as well.
ARTIFICIAL GENERAL INTELLIGENCE
The ancient Greek poet Archilochus once wrote: “The fox knows many things, but the hedgehog knows one big thing.” Isaiah Berlin, who found this mysterious line in the surviving scraps of Archilochus’s poetry, famously used it as a metaphor to distinguish between two types of human being: people who know a little about a lot (the foxes) and people who know a lot about a little (the hedgehogs).20 In our setting, we can repurpose that metaphor to think about human beings and machines. At the moment, machines are prototypical hedgehogs, each of them designed to be very strong at some extremely specific, narrowly defined task—think of Deep Blue and chess, or AlphaGo and go—but hopeless at performing a range of different tasks. Human beings, on the other hand, are proud foxes, who might now find themselves thrashed by machines at certain undertakings, but can still outperform them at a wide spread of others.
For many AI researchers, the intellectual holy grail is to build machines that are foxes rather than hedgehogs. In their terminology, they want to build an “artificial general intelligence” (AGI), with wide-ranging capabilities, rather than an “artificial narrow intelligence” (ANI), which can only handle very particular assignments.21 That is what interests futurists like Ray Kurzweil and Nick Bostrom. But there has been little success in that effort, and critics often put forward the elusiveness of AGI as a further reason for being skeptical about the capabilities of machines. There is a sense among purists that only AGI is “real” AI, and that without this generality of capability these machines will never be “true rivals” to human beings in the work that they do.22
AGI, it is said, will represent a turning point in human history—perhaps the turning point. The idea is that once machines have “general” capabilities, and are able to perform a wide range of tasks better than human beings can, then it is only a matter of time before the task of designing yet more capable machines falls within their reach. At this point, it is thought, an “intelligence explosion” will take place: machines endlessly improving upon those that came before, their capabilities soaring in an ever-accelerating blast of recursive self-improvement. This process, it is said, will lead to machines with “superintelligence”; some call it the “singularity.” These machines would be the “last invention that man need ever make,” wrote Irving John Good, the Oxford mathematician who introduced the possibility of such an intelligence explosion: anything a human being could invent, they could improve upon.23
The prospect of such vastly capable AGIs has worried people like Stephen Hawking (“could spell the end of the human race”), Elon Musk (“vastly more risky than North Korea”), and Bill Gates (“don’t understand why some people are not concerned”)—though their worries are not always the same.24 One fear is that human beings, limited in what they can do by the comparatively snaillike pace of evolution, would struggle to keep up with the machines. Another is that these machines might, perhaps unwittingly, pursue goals at odds with those of human beings, destroying us in the process. One thought experiment, for example, imagines an AGI that is tasked with manufacturing paper clips as efficiently as it can; the story ends with it turning “first all of earth and then increasing portions of space into paperclip manufacturing facilities,” trampling over humans in the ruthlessly successful pursuit of its set goal.25
Experts are divided on how long it might take before we actually get there. Some say AGIs are a few decades away, others say more like centuries; a recent survey converged, with improbable precision, on 2047.26 Today, we do see some small steps in the direction of “general” capabilities, although these are just very early and primitive examples of it at work. As part of its portfolio of innovations, for instance, DeepMind has developed a machine that is able to compete with human experts at forty-nine different Atari video games. The only data this machine receives is the pattern of pixels on the computer screen and the number of points it has won in the game; yet even so, it has been able to learn how to play each distinct game, often to a level that rivals the finest human players.27 This is the sort of general capability that AGI enthusiasts are chasing after.
Discussions like this, about “intelligence explosions” and “superintelligence,” might be thrilling. But in thinking about the future of work, the importance of AGI is greatly exaggerated compared to that of ANI. For AI researchers, the absence of AGI is a pressing bottleneck; but in economics, it is a far weaker constraint on automation than commonly imagined. If a job is made up of ten tasks, for instance, there are two ways that progress in AI could make it disappear. One is that an AGI is created that can perform all ten tasks by itself; the other is that ten distinct ANIs are invented, each able to perform just one of the tasks involved. Our fascination with AGI, with building machines that have general capabilities like human beings, risks distracting us from quite how powerful machines can be without it. It is not necessary to build a single machine in the image of a human being that can displace workers in an instant. Instead the gradual accumulation of a range of unhuman machines, with narrow but impressive abilities, is enough to erode the individual tasks that people carry out. In short, when thinking about the future of work, we should be wary not of one omnipotent fox, but an army of industrious hedgehogs.
REVISITING THE ECONOMISTS
The pragmatist revolution in AI has also had serious consequences for economists. In the last few years, it has caused the ALM hypothesis to break down.
When David Autor and his colleagues first developed the ALM hypothesis back in 2003, it was accompanied by a list of “non-routine” tasks. The authors were confident that these tasks could not be readily automated—yet today, the majority of them can be. One was “driving a truck,” but Sebastian Thrun developed the first driverless vehicle the following year. Another was “legal writing,” yet document automation systems are now commonplace in most major practices. “Medical diagnosis” was also thought to be safe, but today machines can detect eye problems and identify cancers, among much else.28
A decade later, Autor and another colleague identified “order-taking” as “non-routine.” But that same year, Chili’s and Applebee’s restaurants in the United States announced they were installing one-hundred-thousand tablets to allow customers to order and pay without a human waiter; McDonald’s and other chains have followed suit. Even some highly esoteric “non-routine” tasks have fallen. Just a few years ago it was claimed that “identifying a bird based on a fleeting glimpse” could not readily be automated, yet there is a system now that does precisely this—a program called Merlin, designed by computer scientists at the Cornell Laboratory of Ornithology in the US.
Of course, it is reasonable to question whether these tasks have been entirely automated. At the moment, there are still ailments that diagnostic systems are powerless to interpret, and birds that Merlin cannot identify. Today’s “autopilot” car systems still require human attention. But it is important to notice the direction of travel: many “non-routine” tasks are now within the grasp of machines, something that was unthinkable until very recently.29
What went wrong with the predictions? The problem is that the ALM hypothesis neglected the pragmatist revolution. Economists had thought that to accomplish a task, a computer had to follow explicit rules articulated by a human being—that machine capabilities had to begin with the top-down application of human intelligence. That may have been true in the first wave of AI. But as we have seen, it is no longer the case. Machines can now learn how to perform tasks themselves, deriving their own rules from the bottom up. It does not matter if human beings cannot readily explain how they drive a car or recognize a table; machines no longer need those human explanations. And that means they are able to take on many “non-routine” tasks that were once considered to be out of their reach.
The immediate implication is clear: economists have to update the stories they tell about technology and work. The set of tasks that remain for human beings to do has shrunk beyond the boundaries they once imagined were in place. And in the latest work done by leading economists, such revisions have begun. There is a growing realization that the traditional assumptions made about machine capabilities no longer hold, that something has gone awry with the “routine” and “non-routine” distinction. Yet the response has still often been to keep that original distinction, merely tweaking and updating it, instead of abandoning the ALM hypothesis altogether.
At the moment, many economists believe their mistake was a failure to see that new technologies would turn many “non-routine” tasks into “routine” ones. Remember that “non-routine” tasks are defined as those requiring “tacit” knowledge, the sort of knowledge that human beings struggle to articulate. What is happening, the economists argue, is that new technologies are simply uncovering some of this tacit knowledge that human beings rely upon. The “routine” versus “non-routine” distinction is still useful, they maintain; new technologies are simply shifting the boundary between the two, a boundary that the economists once (mistakenly, they admit) thought was fixed. In this way, they are trying to rescue the ALM hypothesis. David Autor, for instance, argues that today’s computer scientists are trying to automate “non-routine” tasks by “inferring the rules that we tacitly apply but do not explicitly understand”; Dana Remus and Frank Levy say that new technology “makes the tacit protocol explicit.”30
To see this way of thinking in action, consider a system that was developed by a team of researchers at Stanford University in 2017 to detect skin cancer. If you give it a photo of a freckle, it can tell whether it is cancerous as accurately as twenty-one leading dermatologists. How does it work? It draws on a database of 129,450 past cases, hunting for similarities between those cases and an image of the particular lesion in question. The updated ALM hypothesis suggests that this freckle machine works because it is able to identify and extract from those past cases the ineffable rules that dermatologists follow but cannot themselves articulate. The machine is making their tacit rules explicit, turning a “non-routine” task into a “routine” one.
But this explanation of how the Stanford freckle-analyzing machine works is incorrect. The idea that such machines are uncovering hitherto hidden human rules, plunging deeper into people’s tacit understanding of the world, still supposes that it is human intelligence that underpins machine capability. But that misunderstands how second-wave AI systems operate. Of course, some machines may indeed stumble upon unarticulated human rules, thereby turning “non-routine” tasks into “routine” tasks. But far more significant is that many machines are also now deriving entirely new rules, unrelated to those that human beings follow. This is not a semantic quibble, but a serious shift. Machines are no longer riding on the coattails of human intelligence.
Take the Stanford freckle machine again. When it searches through those 129,450 past clinical cases, it is not trying to uncover the “tacit” rules that a dermatologist follows. It is using massive amounts of processing power to identify crucial patterns in a database containing more possible cases than a doctor could hope to review in her lifetime. Of course, it may be that some of the rules it uncovers from that exercise resemble those that human beings follow. But that is not necessarily so: the machine may also discover entirely different rules, too, ones that human beings do not follow at all.
Another good example of this is AlphaGo, the go-playing machine that beat the world champion Lee Sedol. Almost as remarkable as its overall victory was a particular move that AlphaGo made—the thirty-seventh move in the second game—and the reaction of those watching. The commentators were shocked. They had never seen a move like it. Lee Sedol himself appeared deeply unsettled. Thousands of years of human play had forged a rule of thumb known even to beginners: early in the game, avoid placing stones on the fifth line from the edge. And yet, this is exactly what AlphaGo did in that move.31 The system had not discovered an existing but hitherto unarticulated human rule. In fact, AlphaGo itself calculated from the data at its disposal that the probability of a human expert playing that move was just one in ten thousand.32 As one expert observer noted, it was “not a human move” at all.33 It was new and astonishing. One go champion called it “beautiful.” Another said it made him feel “physically unwell.”34 This system quite literally rewrote the rules that human beings follow.
It might be tempting to disregard this distinction, to say that all that really matters is for economists to recognize that “non-routine” tasks can now be automated. Yet the reason why these economists were wrong matters as well. The very fact that these systems may not follow the same rules as human beings creates opportunities for them, as with AlphaGo surprising Lee Sedol—and it creates problems as well. Consider, for instance, that one of the merits of systems developed during the first wave of AI was that they were very “transparent.” Since they tended to follow explicit rules set down by human beings, it was easy for someone to understand why a system reached any given decision, whether a move in a game or a medical diagnosis. In the second wave of AI, this is no longer the case; these systems are now far more “opaque.” Why AlphaGo chose to play that unprecedented thirty-seventh move, for instance, was initially not clear at all, and the system’s developers had to carefully review the complex calculations it had made before they could make sense of its decision.
This new opacity has spurred a dedicated research effort to help AI systems “explain themselves.”35 It has also already provoked a tentative public policy response. In the EU, for example, Article 15 of the new General Data Protection Regulation has made “meaningful information about the logic [of] automated decision-making” a legal right.36 At the moment, the sense among European policymakers is that this information is missing.
THE ARTIFICIAL INTELLIGENCE FALLACY
In the various cases described above, computer scientists and economists were committing what my father and I have come to call the “AI fallacy”: the mistaken belief that the only way to develop machines that perform a task at the level of human beings is to copy the way that human beings perform that task.37 This fallacy remains widespread to this day, shaping how many people still think about technology and work.
Doctors, for instance, tend to resist the claim that a machine will ever be able to diagnose illnesses as well as they do. A machine, they say, will never be able to exercise “judgment.” Judgment requires instinct and intuition, an ability to look a patient in the eye, to exercise a personal touch refined through experience; none of that could ever be written down in a set of instructions for a machine. The Royal College of General Practitioners (RCGP), the professional body for doctors in the UK, proclaims that “no app or algorithm will be able to do what a GP does … research has shown GPs have a ‘gut feeling’ when they just know something is wrong with a patient.”38 That may indeed be the case. Yet this does not mean that machines cannot possibly perform doctors’ tasks: they might be able to do so by going about them in some entirely different way. The freckle-analyzing system developed at Stanford does not replicate doctors’ exercise of “judgment.” It does not try to replicate their “gut feeling”; indeed, one might argue that it does not “understand” anything about dermatology at all. Yet it can still tell whether a freckle is cancerous.
Architects, meanwhile, might say a machine can never design an innovative or impressive building because a computer cannot be “creative.” Yet consider the Elbphilharmonie, a new concert hall in Hamburg, which contains a remarkably beautiful auditorium composed of ten thousand interlocking acoustic panels. It is the sort of space that makes one instinctively think that only a human being—and a human with a remarkably refined creative sensibility, at that—could design something so aesthetically impressive. Yet the auditorium was, in fact, designed algorithmically, using a technique known as “parametric design.” The architects gave the system a set of criteria (for instance, that the space had to have certain acoustic properties, or that any panels within reach of an audience member had to have a particular texture to the touch), and it generated a set of possible designs for the architects to choose from. Similar software has been used to design lightweight bicycle frames and sturdier chairs, among much else.39 Are these systems behaving “creatively”? No, they are using lots of processing power to blindly generate assorted possible designs, working in a very different way from a human being.
Or take one more example. In 1997, only a few months after Deep Blue beat Kasparov at chess, there was a second, largely neglected victory for AI. A roomful of listeners at the University of Oregon heard a piano piece that, they decided, was a genuine composition by Bach—but it had actually been written by EMI, a computer program invented by composer David Cope. Was this machine acting “creatively” in putting together the piece? A music theory professor at the university found the whole business “disconcerting.”40 Douglas Hofstadter, who organized the musical experiment, called EMI “the most thought-provoking project in artificial intelligence that I have ever come across,” saying that it left him “baffled and troubled.”41 If a human being had written the piece, we would not hesitate to use the word creative. But however beautiful the composition was, it still feels wrong to use that term to describe what the computer program had done. EMI did not, as Hofstadter once wrote about composing, “have to wander around the world on its own, fighting its way through the maze of life and feeling every moment of it” before it sat down to turn those feelings into notes.42 Once again, the machine performed its task in a very different way.
The temptation is to say that because machines cannot reason like us, they will never exercise judgment; because they cannot think like us, they will never exercise creativity; because they cannot feel like us, they will never be empathic. And all that may be right. But it fails to recognize that machines might still be able to carry out tasks that require empathy, judgment, or creativity when done by a human being—by doing them in some entirely other fashion.
THE FALL OF INTELLIGENCE
In Greek mythology, the ancient gods lived on top of Mount Olympus. Endowed with remarkable capabilities, they sat on the summit and looked down on the ordinary people below. If the mortals at the bottom were exceptionally valiant or distinguished, however, they, too, could become like gods: in a process the Greeks called apotheosis, they would ascend the mountain and take their seat on the peak. This is what happened to the Greek hero Heracles, for example. At the end of his life, he was carried up Olympus to live alongside the deities, left to dwell “unharmed and ageless for all his days.”43
Today, many of us seem to imagine that human beings sit on top of their own mountain. We do not think we are gods, but we do consider ourselves more capable than any other creature in existence. A lot of people have assumed that, if a machine at the bottom of the mountain is to join us at the summit, it must go through apotheosis as well—not to become more like a god, but to become more like a human being. This is the purist view of AI. Once the machine gains “human intelligence,” peak capability is reached and its climb is over.
But as the pragmatist revolution has shown us, there are two problems with this assumption. The first is that there are other ways to climb the Capability Mountains than to follow the particular path that human beings have taken. The purist route is just one way to make the ascent; technological progress has revealed a range of other promising paths as well. The second revelation is that there are other peaks in this mountain range alongside the one that humans proudly sit atop of. Many humans have become distracted by the view down from the summit: we spend our time looking down at the less capable machines below, or gazing at each other and marveling at our own abilities. But if we looked up, rather than down or across, we would see other mountains towering above us.
For the moment, human beings may be the most capable machines in existence—but there are a great many other possible designs that machines could take. Imagine a cosmic warehouse that stores all those different combinations and iterations: it would be unimaginably big, perhaps infinitely so. Natural selection has searched one tiny corner of this vast expanse, spent its time browsing in one (albeit very long) aisle, and settled upon the human design. However, human beings, armed with new technologies, are now exploring others. Where evolution used time, we use computational power. And it is hard to see how, in the future, we will not stumble across different designs, entirely new ways of building machines, ones that will open up peaks in capability well beyond the reach of even the most competent human beings alive today.44
If machines do not need to copy human intelligence to be highly capable, the vast gaps in science’s current understanding of intelligence matter far less than is commonly supposed. We do not need to solve the mysteries of how the brain and mind operate to build machines that can outperform human beings. And if machines do not need to replicate human intelligence to be highly capable, there is no reason to think that what human beings are currently able to do represents a limit on what future machines might accomplish. Yet this is what is commonly supposed—that the intellectual prowess of human beings is as far as machines can ever reach.45 Quite simply, it is implausible in the extreme that this will be the case.
How should we expect progress in AI to affect the employment of human beings? Although machines can now do far more than in the past, this does not mean they can do everything. There are still limits to the harmful substituting force. The trouble, though, is that these boundaries are unclear and continuously changing.
Scores of recent books, articles, reviews, and reports have sought to work out the new limits of machine capabilities, using a variety of different approaches. One is to try to identify which particular human faculties are hard to automate. A popular finding, for instance, is that new technologies struggle to perform tasks that require social intelligence: activities that require face-to-face interaction or empathetic support. From 1980 to 2012, jobs that require a high level of human interaction grew by 12 percent as a share of the US workforce.1 A 2014 Pew Research Center survey found that many experts still believed—despite all the advances of the pragmatist revolution—that there are certain “uniquely human characteristics such as empathy, creativity, judgement, or critical thinking” that will “never” be automated.2
A different tack, rather than looking at human faculties and asking whether they can be replicated by a machine, is to consider the tasks themselves and ask whether they have features that make them easier or harder for a machine to handle. For instance, if you come across a task where it is easy to define the goal, straightforward to tell whether that goal has been achieved, and lots of data for the machine to learn from, then that task can probably be automated.3 Identifying photos of cats is a good example.4 The goal is simple: just answer the question, “Is this a cat?” It is easy to tell whether a system has succeeded: “Yes, that is indeed a cat.” And there are lots of photos of cats out there on the Internet, perhaps disturbingly so (about 6.5 billion of them, by one estimate).5 By contrast, tasks with ambiguous goals or a shortage of available data may sit out of reach of machines. Economists at the Federal Reserve, the central bank of the United States, have suggested that “task complexity” may be a useful predictor of what machines can do, too.6 Similarly, Andrew Ng, for instance, the former director of the AI Lab at Stanford, looks for tasks that “a typical person can do … with less than one second of thought.”7
The obvious problem with marking out the limits of machines in either of these ways, however, is that any conclusions you reach will become outdated very quickly. Those who try to identify these boundaries are like the proverbial painters of the Forth Rail Bridge in Scotland, a bridge so long they supposedly had to start repainting it as soon as they got to the end—because by then the paint at the other end would have already begun to peel. Spend some time coming up with a sensible account of what machines can do today, and by the time you finish your effort you will probably have to start again and readjust.
A better way to think about machine capabilities is to stop trying to identify specific limits. Repress the temptation to taxonomize, bury the instinct to draw up lists of which particular human faculties are hard to replicate or which particular tasks are intractable, and instead try to make out the more general trends. Do that, and you will see that beneath the particular ripples of progress we see today run some deeper currents.8 Although it is difficult to say exactly what future machines will be capable of, it is certain that they will be able to do more than they can at the moment. Over time, machines will gradually, but relentlessly, advance further into the realm of tasks performed by human beings. Take any technology that currently exists—pick up your smartphone, open your laptop—and you can be confident in saying that this is the least advanced that it is ever going to be.
We can think of this general trend, where machines take on more and more tasks that were once performed by people, as “task encroachment.”9 And the best way to see it in action is to look at the three main capabilities that human beings draw on in their work: manual, cognitive, and affective capabilities. Today, each of these is under increasing pressure.
When Daniel Bell, one of the great sociologists of the twentieth century, was pressed to offer some reflections on automation, he quipped that we ought to keep in mind the old Jewish saying: “for example is no proof.”10 Yet given the flood of examples to follow, I hope that even Bell would recognize this trend as well.
MANUAL CAPABILITIES
First, take the capabilities of human beings that involve dealing with the physical world, such as performing manual labor and responding to what we see around us. Traditionally, this physical and psychomotor aptitude was put to economic use in agriculture. But over the last few centuries, that sector has become increasingly automated. There are now driverless tractors and cow-milking machines, cattle-herding drones and automated cotton strippers.11 There are tree-shaking robots that harvest oranges, vine-pruning robots that collect grapes, and vacuum-tube-wielding robots that suck apples off the trees.12 There are fitness trackers that monitor animal well-being, camera systems that detect unhealthy produce, and autonomous sprayers that drop fertilizer on crops and pesticide on weeds.13 In Japan, for example, 90 percent of crop spraying is done by unmanned drones.14 One British farm plants, nurtures, and harvests barley without a person setting foot in the field at all.15 The US agricultural giant Cargill uses facial recognition software to monitor their cows.16 The Chinese tech conglomerate Alibaba is developing similar technology to follow pigs, and also plans to use voice recognition software to listen for the squeals of piglets being crushed by their mothers—this, it is thought, will reduce the piglet mortality rate by 3 percent a year.17
Today, much of the excitement about automating tasks in the physical world is focused on driverless cars and trucks. In the past, it was thought that the only way for a computer to operate a vehicle was to copy human drivers, to mimic the thinking processes they go through behind the wheel. In keeping with the spirit of the pragmatist revolution, that belief turned out to be wrong: driverless cars, we now realize, do not have to follow fixed, step-by-step rules of the road articulated and set down by human beings, but instead can learn how to navigate by themselves, from the bottom up, drawing on sensor data from millions of real and simulated test drives.18 Ford has committed to launching a driverless car by 2021.19 Others have made similar pledges. Tesla claims its cars already have all the hardware needed to drive themselves at a safety level “substantially greater than that of a human driver.”20 Given that, on average, one person is injured in a traffic crash somewhere in the world every second—and one is killed every twenty-five seconds—the prospect of self-driving vehicles is something to be welcomed.21
The most immediate impact of driverless vehicles is likely to be on freight delivery, rather than personal transport, due in part to the relative importance of the cargo. A convoy of semiautonomous trucks completed their first trip across Europe in 2016, “platooning” with one another: the front vehicle controlled the speed, and the others automatically followed its lead. (For the moment, there was still a driver in each seat.)22 And in the future, deliveries may not be done on the road at all. Amazon has filed patents for “drone nests,” large beehive-like buildings designed to house fleets of autonomous flying delivery robots, and for “airborne fulfillment centers,” airships that cruise at forty-five thousand feet full of products ready for drone delivery.23
Airborne robotic delivery might sound fanciful, and Amazon’s patents may seem just an attempt to stir up some attention. Yet it is worth remembering that Amazon is among the most advanced users of robotics, with a fleet of over one hundred thousand ground-based robots across its warehouses.24 And some robots today are already capable of accomplishing remarkable physical feats, like opening doors and climbing walls, ascending stairs and landing backflips, carrying cables over harsh terrain and knotting ropes together in midair.25 Meanwhile, the global population of industrial robots is rising steadily: the International Federation of Robotics, a trade association, anticipates there will be more than three million of them in operation in 2020, double the number in 2014.27
Figure 5.1: Global Stock of Industrial Robots (000’s)26
The car manufacturing industry provides a good case study of task encroachment unfolding in the industrial world. Once upon a time, building a car was a bespoke activity, where craftsmen made each component from scratch. In 1913, Henry Ford automated their craft, replacing handmade components with standardized machine-made parts instead. This allowed him to introduce his famous assembly line, a network of conveyor belts that moved the in-progress cars from worker to worker. Jump forward to today, and robots now account for 80 percent of the work undertaken in manufacturing a car.28 Nor is this only a story about cars. McKinsey & Company estimate that, as of 2015, 64 percent of worker hours in all areas of manufacturing were spent on tasks that could be automated with existing technologies—never mind future ones.29 (That these activities have not yet been automated, even though it is technically feasible to do so, is an issue we will turn to later in this chapter.)
The construction industry is another part of economic life that has traditionally relied on the manual capabilities of human beings. Now machines are said to be encroaching on tasks here as well. A person may be able to lay three hundred to six hundred bricks in an eight-hour shift, but a bricklaying robot called Sam100 can place more than three thousand in the same time.30 Another robot, equipped with a laser-based sensing system known as lidar (light detection and ranging), can roam around construction sites to scan the work that has been done, checking that everything has been installed in the right place at the right time. (At the moment, this task is done by human beings with clipboards and measuring tape, in an industry in which 98 percent of large construction projects end up over budget and behind schedule.)31 Balfour Beatty, a major UK construction company, hopes that by 2050 its construction sites “will be human-free.”32 Perhaps the most exciting construction machine, though, is the one developed by a team of researchers at Nanyang Technological University in Singapore: it can assemble an IKEA chair in twenty minutes.33
Builders have also started to adopt 3-D printing techniques, where objects are “printed” out layer by layer, to create entire homes (albeit not very aesthetically pleasing ones at this point). Such 3-D printing technology is not limited to home construction, either: it has been used to print replica motor bikes and edible meals, bikinis and kippot, airplane components and replacement human parts, functional weapons and replicas of sixteenth-century sculptures.34 General Electric uses 3-D printing to create engine fuel nozzles that are 25 percent lighter and five times more durable than their predecessors. And Médecins Sans Frontières uses it to print prosthetics for the thousands of Syrian refugees who lost limbs in the war, at a fifth of the cost of a conventional replacement.35
COGNITIVE CAPABILITIES
Besides manipulating the physical world, machines are also increasingly encroaching on tasks that, until now, have required a human ability to think and reason.
In the legal sphere, for example, JP Morgan has developed a system that reviews commercial loan agreements; it does in a few seconds what would have required, they estimate, about 360,000 hours of human lawyers’ time.36 Likewise, the law firm Allen & Overy has built software that drafts documents for over-the-counter derivatives transactions; a lawyer would take three hours to compile the relevant document, they say, while their system does it in three minutes.37 A team of American researchers have developed a system that can forecast the outcome of US Supreme Court decisions; it makes correct predictions about 70 percent of the time, whereas human experts, using their legal reasoning, tend to manage only about 60 percent.38 A team of British researchers have developed a similar system that does the same for the European Court of Human Rights, with 79 percent predictive accuracy.39 Given that one of the main things that clients involved in a dispute want to know is their chance of winning, systems like these are particularly interesting.
In medicine, many of the most impressive advances have been diagnostic.40 DeepMind has created a program that can diagnose more than fifty eye diseases with an error rate of only 5.5 percent; when it was compared to eight clinical experts, it performed as well as the two best and outperformed the other six.41 A team at Oxford has designed a system that can, they claim, outperform cardiologists in anticipating heart problems.42 In China, where data policy is less restrictive than, say, in the UK or United States, the amount of information reportedly being fed into such systems is astounding. Where the Stanford freckle-analyzing machine, for instance, had 129,450 past cases at its disposal, a diagnostic system created by the Chinese tech giant Tencent and the Guangzhou Second Provincial Central Hospital was able to draw on more than three hundred million medical records from hospitals across the country.43 Such systems may not be perfectly accurate, but human beings are not infallible, either: today, incorrect diagnoses are said to occur from 10 to 20 percent of the time.44 That human alternative, not perfection, should be the benchmark for judging the usefulness of these diagnostic machines.
In education, more people signed up for Harvard University’s online courses in a single year than had attended the actual university in its entire existence.45 A big part of my own role at Oxford University is teaching undergraduates economics and mathematics—and alongside my instruction, I often direct my students toward Khan Academy, an online collection of practice problems (100,000 of them, solved two billion times) and instructional videos (5,500 of them, watched 450 million times). Khan Academy has about ten million unique visitors a month, a higher effective attendance than the entire primary- and secondary-school population of England.46 To be sure, practice problems and online videos, great as they are for making high-quality education content more widely available, are fairly simple technologies. But digital platforms like this are also increasingly being used to support more sophisticated approaches, such as “adaptive” or “personalized” learning systems. These tailor instruction—the content, the approach, and the pace—to the particular needs of each student, in an effort to replicate the one-to-one personal tuition that is provided at a place like Oxford but unaffordable in most other settings. More than seventy companies are developing these systems, and 97 percent of US school districts have invested in them in some form.47
The list goes on and on. In finance, computerized trading is now widespread, responsible for about half of all trades on the stock market.48 In insurance, a Japanese firm called Fukoku Mutual Life Insurance has started using an AI system to calculate policyholder payouts, replacing thirty-four staff in the process.49 In botany, an algorithm trained on more than 250,000 scans of dried plants was able to identity species in new scans with almost 80 percent accuracy; one paleobotanist, reviewing the results, thought the system “probably out-performs a human taxonomist by quite a bit.”50 In journalism, the Associated Press has begun to use algorithms to compose their sports coverage and earnings reports, now producing about fifteen times as many of the latter as when they relied upon human writers alone. About a third of the content published by Bloomberg News is generated in a similar way.51 In human resources, 72 percent of job applications “are never seen by human eyes.”52
We have already seen that machines can now compose music so sophisticated that listeners imagine it must have been written by Bach. There are also now systems that can direct films, cut trailers—and even compose rudimentary political speeches. (As Jamie Susskind puts it, “it’s bad enough that politicians frequently sound like soulless robots; now we have soulless robots that sound like politicians.”53) Dartmouth College, the birthplace of AI, has hosted “Literary Creative Turing Tests”: researchers submit systems that can variously write sonnets, limericks, short poems, or children’s stories, and the compositions most often taken for human ones are awarded prizes.54 Systems like this might sound a little playful or speculative; some of them are. Yet researchers who work in the field of “computational creativity” are taking the project of building machines that perform tasks like these very seriously.55
At times, the encroachment of machines on tasks that require cognitive capabilities in human beings can be controversial. Consider the military setting: there are now weapons that can select targets and destroy them without relying on human deliberation. This has triggered a set of United Nations meetings to discuss the rise of so-called “killer robots.”56 Or consider the unsettling field of “synthetic media,” which takes the notion of tweaking images with Photoshop to a whole new level. There are now systems that can generate believable videos of events that never happened—including explicit pornography that the participants never took part in, or inflammatory speeches by public figures that they never delivered. At a time when political life is increasingly contaminated by fake news, the prospects for the misuse of software like this are troubling.57
At other times, the encroachment of machines on tasks that require cognitive capabilities can simply seem peculiar. Take the Temple of Heaven Park in Beijing. In recent years, their public toilets have suffered from a spike in toilet paper thievery. But rather than hire security guards, the park authorities instead installed toilet paper dispensers equipped with facial recognition technology, programmed to provide no more than two feet of paper to the same person in a nine-minute period. The marketing director responsible for the service said the park considered a variety of technological options, but “went with facial recognition, because it’s the most hygienic way.”58 Or consider the Catholic Church. In 2011, a bishop issued the first “imprimatur”—the official license granted by church officials to religious texts—known to have been issued to a mobile app. The software is meant to help its users prepare for confession; among its assorted functions, it provides tools for tracking sins and a drop-down menu with various options for acts of contrition. The app caused such a stir that the Vatican itself felt it had to step forward, noting that while people are allowed to use this app to prepare for confession, it is not a substitute for the real thing.59
AFFECTIVE CAPABILITIES
Beyond the physical world and the cognitive sphere, machines are now also encroaching on tasks that require our affective capabilities, our capacity for feelings and emotions. In fact, an entire field of computer science, known as “affective computing,” is dedicated to building systems that do exactly this.
There are systems, for example, that can look at a person’s face and tell whether they are happy, confused, surprised, or delighted.60 Wei Xiaoyong, a Chinese professor at Sichuan University, uses such a program to tell whether his students are bored during class.61 There are systems that can outperform human beings in distinguishing between a genuine smile and one of social conformity, and in differentiating between a face showing real pain and fake pain. And there are also machines that can do more than just read our facial expressions. They can listen to a conversation between a woman and a child and determine whether they are related, and tell from the way a person walks into a room if they are about to do something nefarious.62 Another machine can tell whether a person is lying in court with about 90 percent accuracy—whereas human beings manage about 54 percent, only slightly better than what you might expect from a complete guess.63 Ping An, a Chinese insurance company, uses a system like this to tell whether loan applicants are being dishonest: people are recorded as they answer questions about their income and repayment intentions, and a computer evaluates the video to check whether they are telling the truth.64
Then there is the related field of “social robotics.” The global population of all robots—not just the industrial ones mentioned before—is now about ten million, with total spending on robotics expected to quadruple from $15 billion in 2010 to $67 billion in 2025.65 Social robots are a subset of these, distinguished from their mechanical peers by their ability to recognize and react to human emotions. Many of the most striking of these are used in health care. Paro, a therapeutic baby seal, comforts people with cognitive disorders like dementia and Alzheimer’s disease; Pepper, a humanoid robot, is used in some Belgian hospitals to greet patients and guide them to the right department. 66 Not everyone gets on well with the machines, though. Pepper, for instance, gained worldwide notoriety in 2015 when a drunk man called Kiichi Ishikawa entered a Japanese cell phone store and attacked the robot that greeted him because “he didn’t like its attitude.” (The man was promptly arrested.)67
These examples of machines that can detect and respond to human emotions are striking. Yet focusing on them too much can mislead us. Why? Because Pepper, Paro, and similar systems are all trying in various ways to mimic the affective capabilities of human beings. The lesson from the pragmatist revolution, though, is that this is not necessary: machines can outperform people at a task without having to copy them.
Think, for instance, about education. It is true that personal contact between a teacher and student is central to the way we educate people today. But that does not stop an online education platform like Khan Academy from providing millions of students every month with high-quality educational material.68 Likewise, it is true that human interaction between doctors and patients lies at the core of our health care system at the moment. But computer systems do not need to look patients in the eye to make accurate medical diagnoses. And in retail, job ads call for candidates with outstanding “social skills,” capable of interacting with customers and persuading them with a smile to open their wallets. But automated checkouts with no social skills at all are replacing friendly cashiers, and online retail involves no human interaction but relentlessly threatens Main Street shops. Roboticists often talk about the “uncanny valley,” the observation that when robots become almost—but not perfectly—humanlike in appearance, people feel a sudden discomfort about interacting with them.69 Yet we may never have to cross this valley at all. It only becomes a problem if our robots are designed to look exactly like human beings—and for most tasks, even affective ones, this is unnecessary.
There is a general lesson here. Economists often label tasks according to the particular capabilities that human beings use to perform them. They talk, for instance, about “manual tasks,” “cognitive tasks,” and “interpersonal tasks,” rather than about “tasks which require manual, cognitive, or interpersonal capabilities when performed by human beings.” But that way of thinking is likely to lead to an underestimation of quite how far machines can encroach in those areas. As we have seen time and again, machines can increasingly perform various tasks without trying to replicate the particular capabilities that human beings happen to use for them. Labeling tasks according to how humans do them encourages us to mistakenly think that machines could only do them in the same way.
A HEALTHY SKEPTICISM
The list above is not intended to be exhaustive. Some impressive examples are surely missing, while in years to come others will no doubt look tired. Nor are the claims of the various companies mentioned meant to be taken as gospel. At times, it can be hard to distinguish serious corporate ambitions and achievements from mere provocations drawn up by marketers who exaggerate for a living. As Figure 5.2 shows, in mid-2018, “artificial intelligence” and “machine learning” were mentioned about fourteen times as often in the quarterly earnings calls of public companies as they had been just three years earlier. In part, this increase may be driven by genuine technological advances. But it is also likely to be fueled by hype, with companies hastily rebranding old technologies as new AI offerings.
There are some cases of companies selling “pseudo-AIs,” chatbots and voice-transcription services that are actually people pretending to be machines (much like the eighteenth-century chess-playing Turk).70 Less dramatically, but in a similar spirit, a 2019 study found that 40 percent of Europe’s AI start-ups actually “do not use any AI programs in their products.”71 There are also notable instances of corporate leaders getting carried away. In 2017, Tesla’s CEO Elon Musk expressed his hope that car production in the future will be so highly automated that “air friction” faced by robots would be a significant limiting factor.72 Just a few months later, under pressure as Tesla failed to meet production targets, he sheepishly tweeted, “yes, excessive automation at Tesla was a mistake.”73
However, to dwell for too long on any particular omission or exaggeration is to miss the bigger picture: machines are gradually encroaching on more and more tasks that, in the past, had required a rich range of human capabilities. Of course, this has not been a perfectly steady process. Over the years task encroachment has fallen into fallow periods when new obstacles were encountered, surged forward when limits to automation were overcome. Such ebb and flow will surely happen in the future as well. Perhaps new AI winters lie ahead, as today’s more feverish enthusiasms about new technologies collide with their actual limitations. But like past limits, many of these will fall away as fresh solutions and work-arounds are fashioned. Economists are wary of labeling any empirical regularity a “rule” or a “law,” but task encroachment has proven as law-like as any historical phenomenon can be. Barring catastrophe—nuclear war, perhaps, or widespread environmental collapse—it seems certain to continue.
Figure 5.2: Mentions of “AI” or “Machine Learning” in Earnings Calls74
Isaac Newton famously wrote, “If I have seen further it is by standing on the shoulders of Giants.” The same observation applies equally well to the capabilities of machines. Today’s technologies build upon those that came before, drawing their strength from the accumulated wisdom of all the past discoveries and breakthroughs. Unless we pack up our creative instincts and put away our impulse to innovate, unless we shout “job done” and wash our hands of AI as a field, the machines we build in the future will be far more capable than they are today.
I hope that even the most conservative economists who think about the future would not disagree that this is our direction of travel: machines gradually encroaching on more and more tasks, relentlessly becoming more capable with the passing of time. Take the economic historian, Robert Gordon, famed for his technological skepticism. In the last few years, there has been much heated discussion about his major work, The Rise and Fall of American Growth, in which he argues that our best technological times are behind us. (Or, as the economist Paul Krugman put it, “the future isn’t what it used to be.”)75 Gordon believes that the low-hanging fruits on the tree of economic growth have already been picked. Yet even he, suspicious about today’s technological claims, does not believe that the tree is now barren. In a 2017 afterword, he writes that “so far … AI is on course to replace human jobs in a slow, steady, evolutionary way rather than in a sudden revolution.”76 In other words, his disagreement appears to be about not our direction of travel, but only its speed. Even if he is right that GDP per capita in the United States will only grow a meager 0.8 percent per year in the coming decades (compared to a heady 2.41 percent per year from 1920 to 1970), that still means that in eighty-seven years Americans will be twice as rich as they are now.77 The debate is only about which generation will enjoy such wealth, not whether future generations will be poorer.
Nevertheless, I still suspect that Gordon’s conservatism about the speed of progress is misplaced. Given how popular his view of the future has become, it is worth saying why. Gordon’s central claim is that the “special century” of strong economic growth in the United States between 1870 and 1970 “will not be repeated” since “many of the great inventions could happen only once.”78 And, of course, future economic gains will not be driven by the reinvention of electricity, sewage networks, or any other great innovations from the past. The same piece of fruit on the tree cannot be picked twice. But it does not follow that no other great inventions lie in our future. The tree will doubtless bear new fruit in the years to come. The Rise and Fall of American Growth is magisterial and yet, in a sense, self-contradictory. It argues with great care that growth was “not a steady process” in the past, yet it concludes that a steady process is exactly what we face in the future: a steady process of decline in economic growth, with ever fewer unexpected innovative bursts and technological breakthroughs of the kind that drove our economies onward in the past. Given the scale of investment in technology industries today—many of our finest minds, operating in some of the most prosperous institutions—it seems entirely improbable that there will be no more comparable developments in years to come.
DIFFERENT PACES IN DIFFERENT PLACES
Even though machines are becoming increasingly capable, however, it does not mean that they will be adopted at the same pace in different places around the world. There are three key reasons for this.
Different Tasks
The first reason is the most straightforward: different economies are made up of very different types of jobs, some of which involve tasks that are far harder to automate than others. It is inevitable, therefore, that certain technologies will be far more useful in some places and not others. This is what drives the analysis in Figure 5.3, from the OECD.
Here, “automation risk” is the percentage of jobs in an economy that, in the OECD’s opinion, have a greater than 70 percent chance of being automated. As we saw in chapter 2, statements like “job X has a Y percent risk of automation” can be very misleading. Yet this analysis is still useful because it shows how the task composition of different countries can vary wildly. Based on the OECD’s judgment about the capabilities of machines, jobs in Slovakia, for instance, are considered to be about six times more at risk of automation than those in Norway. Why? Because jobs in those places involve very different tasks.79 Figure 5.3 also shows that poorer countries, with lower GDP per head, tend to have a higher “automation risk.” The sorts of tasks that the OECD consider to be easiest to automate are disproportionately found in poorer countries. Other research looking explicitly at developing countries has reached the same conclusion as well.80
Nor is this only an international story. Even within countries, there can be a huge amount of geographical variation in automation risk. In Canada, for instance, the OECD finds only a 1 percentage point difference between the most at-risk and least at-risk regions, but in Spain that gap is 12 percentage points. Comparing regions can make the international disparities appear to be even more extreme. In West Slovakia, for instance, 39 percent of jobs are said to be at risk of automation, but in the Oslo and Akershus region of Norway only 4 percent are at risk—a more than ninefold difference.82
Figure 5.3: “Automation Risk” v. GDP per Capita81
Different Costs
The second reason why machines will be taken up at different paces in different places is cost. Consider this: if you walk through a Moroccan souk today, you may come across craftsmen sitting on the floor and whittling away at pieces of wood using a lathe held between their feet. This is not entirely for show. Because their labor is so cheap, it still makes economic sense for them to continue with their traditional craft rather than turn to any more contemporary woodworking techniques, to use their toes rather than take up any automated tools.83 The general lesson here is that, in thinking about whether or not it is efficient to use a machine to automate a task, what matters is not only how productive that machine is relative to the human alternative, but also how expensive it is relative to the human alternative. If labor is very cheap in a particular place, it may not make economic sense to use a pricey machine, even if that machine turns out to be very productive indeed.
This sort of reasoning explains why some imagine that low-paid jobs like cleaning, hairdressing, and table-waiting have such a low risk of automation. Not only do they tend to involve “non-routine” tasks, but this work also tends to be lower paid, so the incentive to build machines to take it on is weaker than elsewhere. This is also why the Institute for Fiscal Studies, a leading UK think tank, expressed worries that increasing the minimum wage might increase the risk of automation.84 If low-paid workers become more expensive, a previously unaffordable machine to replace them might now make financial sense. And this is all the more true for low-paid workers who perform relatively “routine” tasks, such as cashiers and receptionists.
Relative costs can also help explain strange-seeming cases of technological abandonment, too. Take the decline of mechanical car washes in the UK. From 2000 to 2015, the number of them installed in roadside garages fell by more than half (from 9,000 to 4,200). Today, the vast majority of car washes in the country are done by hand. Why did automation in the car-washing world go into reverse gear? The Car Wash Association blames immigration, among other factors. In 2004, ten Eastern European countries joined the European Union, and migrants from these countries who arrived in the UK worked for such low wages that they were able to undercut the price of more productive—but also more expensive—mechanical car washes. In this case, cheaper human beings actually managed to displace the machines.85
Perhaps the most interesting implications of relative costs are the international ones. In part, these cost variations between countries can explain why new technologies have been adopted so unevenly around the world in the past. A big puzzle in economic history, for instance, is why the Industrial Revolution was British, rather than, say, French or German. Robert Allen, an economic historian, thinks relative costs are responsible: at the time, the wages paid to British workers were much higher than elsewhere, while British energy prices were very low. Installing new machines that saved on labor and used readily available cheap fuel thus made economic sense in Britain, whereas it did not in other countries.86
More important, relative costs can also explain why new technologies will be adopted unevenly around the world in the future. Take Japan, for example: it is no coincidence that progress in nursing robotics has been particularly swift there. They have one of the largest elderly populations in the world—more than 25 percent are over sixty-five, with the working-age population shriveling at 1 percent a year—and a well-known antipathy toward foreign migrants working in their public services. The result is a shortage of nurses and caregivers (a shortfall expected to reach about 380,000 workers by 2025), and a strong incentive for employers to automate what they do.87 That is why robots like Paro, the therapeutic robotic seal mentioned before, as well as Robear, which can lift immobile patients from bath to bed, and Palro, a humanoid that can lead a dance class, are being developed and embraced in Japan, whereas elsewhere they are viewed with detached bemusement and disapproval.88 This story is, in fact, a general one: countries that are aging faster tend to invest more in automation. One study found that a 10 percent increase in the ratio of workers above fifty-six to those between twenty-six and fifty-five was associated with 0.9 more robots per thousand workers. In 2014, there were only 9.14 industrial robots per thousand workers in US manufacturing, far lower than, for instance, in Germany, which had 16.95 robots per thousand workers—but if the United States had the same demographics as Germany, this study implies, the difference would have been 25 percent smaller.89
Still, while countries and regions and particular parts of the economy may vary in relative costs, they are all being pulled in the same direction. New technologies are not simply becoming more powerful in various settings but, in many cases, more affordable as well. Consider the cost of computation: as shown in Figure 5.4, it plummeted over the second half of the twentieth century, in a mirror image of the explosion in computational power that took place during this time. (Here, again, the y-axis has a logarithmic scale, with one step down representing a tenfold decrease in cost, two steps representing a hundredfold decrease, and so on.)
Michael Spence, a Nobel laureate in economics, estimates that the cost of processing power fell by a factor of roughly ten billion times in the last fifty years of the twentieth century.91 Trends as powerful and persistent as this eventually catch up with virtually all places and parts of economic life, however much the relative costs may differ.
Figure 5.4: The Cost per Million Computations, 1850–2006 (2006 $’s)90
Different Regulations, Contrasting Cultures
The final reason why the machines will be taken up at different rates in different places has to do not with economics, but with the regulatory and cultural environments in which new technologies are deployed. The regulatory side of this is continually changing: over the last few years, for instance, almost all developed countries have published some form of “AI strategy,” setting out how they hope to shape the field. China has published a plan to become “the front-runner” in AI by 2030, demanding that research take place “everywhere and at every moment.” President Vladimir Putin has declared that “whoever becomes the leader in this sphere [AI] will become the ruler of the world.”92 Ambitions like this mean that the formal regulatory environments in which these new technologies are developed and put to use are attracting more and more attention.
Equally as important as state intentions, though, is how individuals themselves respond to these new technologies, and the culture that those reactions create. A 2018 survey found that majorities of Americans, for instance, thought it was “unacceptable” to use algorithms to inform parole decisions, screen résumés, analyze videos of job interviews, or assign personal finance scores based on consumer data.93 In the same year, about four thousand Google employees signed a petition protesting their company’s plans to work with the Pentagon to use its AI systems to interpret video images for drones, and a number of them resigned in protest. In the UK, the 2016 revelation that DeepMind had struck a deal with three hospitals to access 1.6 million patient records led to public unease and a formal investigation from the Information Commissioner’s Office.94 In each case the resistance may have been motivated by different concerns, but the consequence is the same: the uptake of new technologies is slowed. And while the US and UK examples here are sensitive ones, it is also important to keep in mind that even the most innocuous technologies can still attract cultural conservatism with a similar effect. It took two decades, for instance, for the stethoscope to start being routinely used by doctors after its invention in 1816. The medical men, it is said, did not want an instrument to “get between their healing hands and the patient.”95
The Story of China
To see all of these factors at work in one place, consider China. Its remarkable growth over the last few decades has been, in large part, powered by cheap workers who used to be in agriculture. Lots of them, in search of better pay, were drawn in by the bright lights of factories in increasingly prosperous cities. For a time, employing these workers rather than machines made economic sense because their wages were so low. However, change is afoot. First, the Chinese economy appears to be composed of tasks that are particularly susceptible to automation: researchers claim that 77 percent of jobs there are “at risk.”96 Second, relative costs are rising: from 2005 to 2016, wages trebled.97 This means it now makes greater financial sense to replace human beings with machines. And third, the regulatory and cultural environment is supportive of doing so. As early as 2014, President Xi Jinping called for a “robot revolution,” and any resistance to that ambition from civil society is unlikely to be met as accommodatingly as in the West.98
Together, this explains why more robots were installed in China in 2016 than in any other country: almost a third of all the robots installed worldwide, and more than twice the number in South Korea, which took a distant second place.99 And the country is making great strides in AI research, as well. At the inaugural 1980 meeting of the Association for the Advancement of Artificial Intelligence, a key conference for the field, there were no papers from Chinese researchers; most were written by those in the United States. In 1988, there was one Chinese submission, as the United States again dominated. But in 2018, China submitted 25 percent more papers to the conference than the United States, and was only three papers behind in acceptances.100 Today, if we look at the top 1 percent of the most highly cited papers in mathematics and computer science, the two universities producing the greatest number of such papers are both in China, ahead of Stanford and MIT.101
Again, though, the different paces in different places matter less than the general trend. Almost everywhere, machines are becoming increasingly capable, creeping ever further into the realm of tasks once performed only by human beings. To adapt the old saying, nothing in life can be said to be certain, except death, taxes—and this relentless process of task encroachment.
Frictional Technological Unemployment
When John Maynard Keynes popularized the term “technological unemployment” about ninety years ago, he prophesied that we would “hear a great deal in the years to come” about it.1 Despite his clarity about the threat, however, and his prescience about the anxiety that would accompany it, he did not really explain how technological unemployment would happen. He described it as arising “due to our discovery of means of economising the use of labour outrunning the pace at which we can find new uses for labour,” but offered very few specifics. Instead, he merely gestured to the “revolutionary technical changes” taking place to persuade his readers to agree with his argument. And nod they probably did: Keynes was writing in the wake of the Roaring Twenties, a time that saw remarkable technological progress in everything from airplanes to antibiotics to “talkies” in movie theaters. It would turn out, though, that the nature and scale of these innovations were not a reliable guide to what lay ahead. Nor is Keynes’s definition of technological unemployment particularly revealing. It leaves open the most important question: Why might we not find new uses for human labor in the future?
As we discussed, the future of work depends on two forces: a harmful substituting force and a helpful complementing one. Many tales have a hero and a villain fighting each other for dominance, but in our story, technology plays both roles at once, displacing workers while simultaneously raising the demand for their efforts elsewhere in the economy. This interaction helps explain why past worries about automation were misplaced: our ancestors had predicted the wrong winner in that fight, underestimating quite how powerful the complementing force would prove to be or simply ignoring that factor altogether. It also helps to explain why economists have traditionally been dismissive of the idea of technological unemployment: there appeared to be firm limits to the substituting force, leaving lots of tasks that could not be performed by machines, and a growing demand for human beings to do them instead.
But economists’ dismissal of technological unemployment is misconceived. The pragmatist revolution has shown that those supposedly firm limits to the capabilities of machines are not so firm after all. The substituting force is gathering strength, and new technologies are not politely following the boundaries that some forecasters had set down, marking out what tasks they can and cannot do. Of course, this is not necessarily a problem. Economic history shows that as long as the complementing force is strong enough, it does not matter if machines can substitute for human beings at a wider range of tasks—there will still be demand for human work in other activities. We still live in an Age of Labor, as we have since the Industrial Revolution began.
The challenge for those of us who agree with Keynes, then, is to explain how technological unemployment might be possible, without neglecting—as people have done in the past—the helpful complementing force.
WORK, OUT OF REACH
Greek mythology tells of a man called Tantalus who commits an unsavory crime: chopping up his own son and serving him as a meal to the gods. Given his dinner guests’ omniscience, this turns out to be a very bad decision. When he is found out, his punishment is to stand, for eternity, in a pool of water up to his chin, surrounded by trees bursting with fruit—but the water recedes from his lips whenever he tries to take a sip, and the tree branches swing away when he reaches out to pick their bounty.2 The story of Tantalus, which gives us the word tantalize, captures the spirit of one kind of technological unemployment, which we can think of as “frictional” technological unemployment. In this situation, there is still work to be done by human beings: the problem is that not all workers are able to reach out and take it up.3
Frictional technological unemployment does not necessarily mean there will be fewer jobs for human beings to do. For the next decade or so, in almost all economies, the substituting force that displaces workers is likely to be overwhelmed by the complementing force that raises the demand for their work elsewhere. Despite all the technological accomplishments we have seen in recent decades, vast areas of human activity cannot yet be automated, and limits to task encroachment still remain in place. The historical trend—where there is always significant demand for the work of human beings—is likely to go on for a while. But as time passes, this will be of comfort to a shrinking group of people. Yes, many tasks are likely to remain beyond the capabilities of machines, and technological progress will tend to raise the demand for human beings to do them. However, as in the tale of Tantalus, this in-demand work is likely to be agonizingly out of the grasp of many people who want it as well.
“Frictions” in the labor market prevent workers from moving freely into whatever jobs might be available. (If we think of the economy as a big machine, it is as if there is sand or grit caught up in its wheels, stopping its smooth running.) Today, there are already places where this is happening. Take men of working age in the United States, for instance. Since World War II, their participation in the labor market has collapsed: one in six are now out of work, more than double the rate of 1940.4 What happened to them? The most compelling answer is that these men fell into frictional technological unemployment. In the past, many of them would have found well-paid work in the manufacturing sector. Yet technological progress means that this sector no longer provides sufficient work for them all to do: in 1950, manufacturing employed about one in three Americans, but today it employs fewer than one in ten.5 Plenty of new jobs have been created in other sectors as the US economy changed and grew—since 1950, it has expanded about fourfold—but critically, many of these displaced men were not able to take up that work. For a variety of reasons, it lay out of their reach.6
In the coming decade, this is likely to happen to other types of workers as well. Like those displaced manufacturing workers, they, too, will become trapped in particular corners of the labor market, unable to take up available work elsewhere. There are three distinct reasons for that, three different types of friction at work: a mismatch of skills, a mismatch of identity, and a mismatch of place.
THE SKILLS MISMATCH
In many developed economies, as we have seen, the labor market has become increasingly polarized in recent years. There is more high-paid, high-skill work at the top than there used to be, and plenty of low-paid or low-skilled work at the bottom, but the jobs between these—which traditionally supported many people in well-paid middle-class employment—are withering away. If the United States is at all representative, the evidence suggests that for now this hollowing out is likely to continue.7 And from it comes the first reason to expect frictional technological unemployment: the leap to the top is increasingly difficult to make.
In the past, it was possible to ride successive waves of technological progress up through the labor market. A few hundred years ago, when machines drove human beings from a traditional life on the fields, those people transitioned into manufacturing with relative ease. The shift from farms to factories meant that work changed, but the new skills required were readily attainable; it was still a form of manual work. Then, as the Industrial Revolution gathered pace, machines became more complex, production processes more sophisticated, and factories more unwieldy. Demand rose for better-educated blue-collar workers—engineers, machinists, electricians, and the like—and for white-collar workers to manage operations and provide professional services. This move from manual work toward cognitive work was more challenging for workers who wanted to be upwardly mobile. As Ryan Avent, a senior editor at the Economist, notes, few people in the early nineteenth century would have been well-prepared for it: “most were illiterate and innumerate.”8 Nevertheless, for many people it was still possible to learn the right skills. And as a newfound enthusiasm for mass education took root in the late nineteenth and early twentieth centuries, that, too, helped to sweep many people up and along.
As the twentieth century rolled on, skill levels continued to rise around the world as people tried to clamber up into better-paid work. Economists spoke of a metaphorical race that was taking place between workers and technology, implying that people simply had to learn the right skills to keep up.9 But today, this race looks like a far tougher undertaking for those who want to take part.
For one thing, many people in the race are already running as fast as they can. Around the world, the proportion of people getting a good education has stopped growing. As Avent points out, it is very difficult to get more than 90 percent of people to finish secondary school, or more than 50 percent to graduate from college.10 Research by the OECD found a similar plateauing in workers’ skill levels as well. “Most countries around the world have worked to increase the education and skills of their populations,” the OECD reports. “However, the available data on adult skills in OECD countries over the past two decades does not show a general increase in the proportion of workers at higher proficiency levels as a result of past education improvements.”11
At the same time, human beings are likely to find this race with technology ever harder, because its pace is accelerating. Literacy and numeracy are no longer enough to keep up, as they were when workers first made the move from factories to offices at the turn of the twentieth century. Ever higher qualifications are required. Notably, while workers with a college degree have been outperforming those with only a high school education, those with postgraduate qualifications have seen their wages soar far more, as seen in Figure 2.3 here.12
The accelerating pace of the race explains, in part, why Silicon Valley responded to President Donald Trump’s immigration controls with such emphatic, collective disapproval. As part of his “America First” policy, Trump promised to restrict the “specialty occupation” H-1B visas that allow around eighty-five thousand foreigners into the United States each year, often to work at high-tech companies. Silicon Valley has a significant appetite for high-skilled workers and relies upon these visas to bring in foreign workers to satisfy this demand. The idea is that Americans are not always up to the job: companies only apply for visas, they say, when they cannot find qualified people for them at home.13 We might be slightly suspicious of that claim; critics say that companies actually use these visas to employ foreign workers whom they can pay lower wages.14 Still, it is estimated that there are only twenty-two thousand PhD-educated researchers in the world who are capable of working at the cutting edge of AI, and only half are based in the United States—a large proportion, but still a comparatively small number of possible workers given the sector’s importance.15
THE IDENTITY MISMATCH
For those who are unable to reach high-paid, high-skilled work, an inevitable alternative is a retreat to less-skilled or lower-paid work. This certainly appears to have been the fate of less-educated workers in the United States: they have moved, in David Autor’s words, “less and less upwards” through the labor market.16
Strikingly, though, over the last decade and a half, many well-educated people aiming for the top of the labor market have also missed it and been forced to move down into work for which they are overqualified. Fast-food jobs, for instance, were seen in the 1950s and ’60s as being largely for “teens in summertime,” but in the United States today only a third of fast-food workers are teenagers, 40 percent are older than twenty-five, and nearly a third have some college education.17 More broadly, a third of Americans with degrees in STEM subjects (science, technology, engineering, and math) are now in roles that do not require those qualifications.18 And when economists took all the jobs performed by US college graduates and examined the tasks that make them up, they found a collapse in the “cognitive task intensity” of these roles from 2000 onward—a “great reversal in the demand for skills.”19 As shown in Figure 6.1, graduates are increasingly finding themselves in roles that are less cognitively demanding and less skilled than before.
Not everyone has retreated in this way, though. Many people have rejected this movement into lower-paid or lower-skilled roles, choosing to fall into unemployment instead. And this is the second reason to expect frictional technological unemployment in the future. People might not only lack the skills to do more and more of the available work, but they might also be unwilling to do lower-skilled work that is on offer.
Figure 6.1: Cognitive Task Intensity of Jobs Performed by College Graduates (Index 1980 = 1)
In South Korea, something like this is already happening. It is a country famed for the intensity of its academic culture, where about 70 percent of young people have degrees. But half of the unemployed there are college graduates as well.20 In part, this is because these highly qualified people are reluctant to take up the work that is available to them—poorly paid, insecure, or low-status roles, simply not what they imagined they were training to become.21
The fact that workers are willing to shun employment like this is particularly important because there is no reason to think that technological progress will necessarily create more appealing work in the future. There is a common fantasy that technological progress must make work more interesting—that machines will take on the unfulfilling, boring, dull tasks, leaving behind only meaningful things for people to do. They will free us up, it is often said, to “do what really makes us human.” (The thought is fossilized in the very language we use to talk about automation: the word robot comes from the Czech robota, meaning drudgery or toil.) But this is a misconception. We can already see that a lot of the tasks that technological progress has left for human beings to do today are the “non-routine” ones clustered in poorly paid roles at the bottom of the labor market, bearing little resemblance to the sorts of fulfilling activities that many imagined as being untouched by automation. There is no reason to think the future will be any different.
For adult men in the United States, a similar story is unfolding, where some workers likewise appear to have left the labor market out of choice rather than by necessity—though for a different reason. Displaced from manufacturing roles by new technologies, they prefer not to work at all rather than take up “pink-collar” work—an unfortunate term intended to capture the fact that many of the roles currently out of reach of machines are disproportionately held by women, like teaching (97.7 percent of preschool and kindergarten teachers are women), nursing (92.2 percent), hairdressing (92.6 percent), housekeeping (88 percent), social work (82.5 percent), and table-waiting (69.9 percent).22 While male-dominated roles in production are on the decline, such female-dominated roles are on the rise and expected to create the most jobs in the coming years, as shown in the projections from the US Bureau of Labor in Figure 6.2.23
Figure 6.2: Most New Jobs, US, 2014–2424
Why are people reluctant to take on available work that they are capable of doing? It doesn’t help that the pay for most of these “pink-collar” jobs is significantly below the national average.25 But even more important, it seems, many of the male workers are attached to an identity that is rooted in a particular sort of role—its social status, the nature of the work, the type of people that tend to do it—and are willing to stay unemployed in order to protect that identity.26
THE PLACE MISMATCH
The third cause of frictional technological unemployment is that the work that exists may simply be in the wrong geographical area. People may have the skills to take it on and the appetite to do it—yet they still cannot relocate to take it up. There are many reasons why a move might be out of the question. Some workers just don’t have the money that it takes to pick up and move. Others do not want to leave a community or a place that is important to them. In either case, the consequences are the same: technological change might stir up the demand for the work of human beings, but not in the particular place a person happens to be located.
Back in the early days of the Internet, there was a moment when it seemed that these sorts of worries about location might no longer matter. Anybody with a connected machine would be able to work from anywhere. The “information highway” could be ridden by everyone, at little cost or inconvenience, from the comfort of their own living rooms. But that view turned out to be misconceived. As Enrico Moretti, perhaps the leading scholar studying these phenomena, puts it, today, despite “all the hype about the ‘death of distance’ and the ‘flat world,’ where you live matters more than ever.”27
In many ways, this is intuitive. Stories of technological progress are often tied up with tales of regional rise and fall: think of the Rust Belt versus Silicon Valley, for instance. From 2000 to 2010, the US areas with the biggest fall in population (aside from New Orleans, battered by Hurricane Katrina) were Detroit, Cleveland, Cincinnati, Pittsburgh, Toledo, and St. Louis. These Rust Belt cities, traditionally dependent upon manufacturing, lost up to 25 percent of their population as that sector was pushed into decline.28 In Silicon Valley, meanwhile, technological advances were responsible for stratospheric takeoff. Today, it is the innovation capital of the world, producing more patents, creating more high-tech jobs, and attracting more venture capital funding than anywhere else in the country by a long shot.29
Nor is it the case that Silicon Valley and places like it only produce the sort of high-skilled work that we tend to associate with large technology companies. Yes, it is true that, if you are a computer scientist, you are going to find the best-paid work in Silicon Valley: in places like Boston, New York, or Washington, DC, you might earn up to 40 percent less. But even if you are not high-skilled in that way, being near places like Silicon Valley has tended to be worthwhile in the past. San Francisco and San Jose, for instance, have some of the best-paid barbers and waiters in the United States, alongside many other roles.30 In fact, dense urban areas of all types have traditionally meant higher wages for everyone there, skilled or unskilled. (Whether this will continue, though, is not clear: according to the most recent data, this is still the case for well-educated workers, but for the less-educated the benefits of being in a big city have “mostly disappeared.”)31
If you look at US statistics, you might be tempted to think that the threat of place mismatch is overstated. On the face of it, Americans appear to be remarkably mobile: about half of households change their address every five years, and the proportion of people living in a different state from the one where they were born has risen to one-third.32 But there are two important caveats. First, this is not the case everywhere. Europeans, for instance, are far more immovable: 88.3 percent of Italian men aged between sixteen and twenty-nine still live at home.33 And second, those who do move tend to be better educated as well. In the United States, almost half of college graduates move out of their birth states by the time they are thirty, but only 17 percent of high school dropouts do so.34 People may be pouring out of places like Detroit but, as Moretti puts it, “the flow of high school dropouts is a mere trickle.” In addition to all of the other inequalities in the economy, there is a large “inequality of mobility” as well.
NOT JUST UNEMPLOYMENT
One of the unhelpful consequences of the term “technological unemployment” is that it encourages us to think that the only (or at least the main) way that new technologies will affect the world of work is by changing the unemployment rate—the percentage of workers in the labor market who are looking for a job and cannot find one. That figure alone, though, does not capture the full picture. To begin with, some people, facing the mismatches of skills, identity, and place, might simply give up on the job hunt and drop out of the labor market altogether. If that were to happen, the official unemployment rate would actually fall: since those people were no longer searching for work, they would not count as being unemployed for the purposes of that statistic.
It is important, then, to also pay attention to what is known as the “participation rate”: the percentage of people in the entire working-age population (not just those actively in the labor market) who are employed. In the United States today, for instance, the unemployment rate is an impressively low 3.7 percent. At the same time, however, the participation rate has collapsed, falling to its lowest level since 1977. More and more working-age Americans, it appears, are abandoning the world of work altogether—and that should be a cause for alarm.35 Similarly, in the future, we should be cautious about focusing exclusively on the unemployment rate, and keep an eye on the participation rate as well.
The more fundamental problem with the unemployment rate, though, is that it is only concerned with the number of available jobs, not their nature. Economic history clearly shows, however, that new technologies may reduce not only the amount of work to be done, but also the attractiveness of that work. The Industrial Revolution gave us a glimpse of that: there were no vast pools of displaced people, but much of the work that emerged was not particularly pleasant. This will be true in the future as well.
In a sense, this is obvious. Some workers, rather than dropping out of the labor market because they lack the right skills, dislike the available jobs, or live in the wrong place, will instead pursue whatever work does remain for them to do. And when this happens—where workers find themselves stranded in a particular corner of the labor market but still want a job—the outcome will not be technological unemployment, with people unable to find work at all, but a sort of technological overcrowding, with people packing into a residual pool of whatever work remains within their reach. Rather than directly cause a rise in joblessness, this could have three harmful effects on the nature of the work.
The first is that, as people crowd in, there will be downward pressure on wages. Curiously, whereas technological unemployment is a controversial idea in economics, such downward pressure is widely accepted.36 At times it can be puzzling that economists tend to make such a hard distinction between no work and lower-paid work. The two are treated as unrelated phenomena—the former regarded as impossible, the latter as entirely plausible. In practice, the relationship between the two is far less straightforward. It seems reasonable to think that as more people jostle for whatever work remains for them to do, wages will fall. It also seems reasonable to think that these wages might fall so low in whatever corner of the labor market a worker is confined to that it will no longer be worth their while to take up that work at all. If that happens, the two phenomena become one. This is not an unlikely possibility: in 2016, 7.6 million Americans—about 5 percent of the US workforce—who spent at least twenty-seven weeks of the year in the labor force still remained below the poverty line.37 The same thing could happen elsewhere in the economy, too.
The second impact of people crowding into the work that remains is that there will be downward pressure on the quality of some of the jobs as well. With more workers chasing after those jobs, there is less need for employers to attract them with good working conditions. Karl Marx spoke of workers as the “proletariat,” adopting the ancient Roman term for members of the lowest social class; today, though, the term precariat is gaining ground instead—a word that captures the fact that more and more work is not just poorly paid, but also unstable and stressful.38 It is sometimes said, in a positive spirit, that new technologies make it easier for people to work flexibly, to start up businesses, become self-employed, and to have a more varied career than their parents or grandparents. That may be true. But for many, this “flexibility” feels more like instability. A third of the people who are on temporary contracts in the UK, for instance, would prefer a permanent arrangement; almost half on zero-hour contracts want more regular work and job security.39
The third impact of people crowding in on the work that remains involves the status attached to it. James Meade, a Nobel laureate in economics, anticipated this when he wrote about the future of work in 1964. He imagined that many future jobs would, in different ways, involve providing certain types of support to the more prosperous. He thought that the future would be made up of “an immiserized proletariat and of butlers, footmen, kitchen maids, and other hangers-on”—and, in a certain sense, he was right.40 Parts of our economic life already feel two-tiered in the way that Meade imagined: many of those fast-growing jobs in Figure 6.2, for instance, from retail sales to restaurant serving, involve the provision of low-paid services to the wealthy. But these “hangers-on” need not be all be “immiserated,” as Meade expected. In rich corners of cities like London and New York it is possible to find odd economic ecosystems full of strange but reasonably well-paid roles that rely almost entirely on the patronage of the most prosperous in society: bespoke spoon carvers and children’s playdate consultants, elite personal trainers and star yoga instructors, craft chocolatiers and artisanal cheesemakers. The economist Tyler Cowen put it well when he imagined that “making high earners feel better in just about every part of their lives will be a major source of job growth in the future.”41 What is emerging is not just an economic division, where some earn much more than others, but a status division as well, between those who are rich and those who serve them.
To see how frictional technological unemployment might play out in the future, consider the millions of people who make their living as drivers in the United States. In a world of driverless vehicles, many of those jobs—between 2.2 and 3.1 million of them, if President Obama’s White House is to be believed—will be wiped out.42 At the same time, new work may appear elsewhere. Perhaps there will be a surge in demand for computer scientists, who are capable of designing, calibrating, and maintaining the driverless fleets. Or perhaps a more prosperous economy will lead to greater demand for unrelated low-skill services, like cleaning and hairdressing and gardening. But the out-of-work drivers may not be well placed to take up any of these new opportunities. It is not so easy for truckers to retrain as programmers. They may dislike the character of these new roles. And even if they wanted to take one up, they may not live in the right place to do so. In this way, skills mismatch, identity mismatch, and place mismatch might affect the displaced workers all at the same time.
The idea of frictional technological unemployment may not resemble some of the more dramatic imagery associated with the future of work. Some people may question whether this is “real” technological unemployment, because if workers learned the right skills, changed the way they think about themselves, or simply moved to where work is, the friction would disappear. But it would be a mistake to dismiss the problem on these grounds. While in theory it may be only an issue temporarily, in practice such frictions are very hard to resolve. And from the point of view of the workers, there is not a meaningful distinction between work that’s out of their grasp and no work at all. For them, tales of islands of employment elsewhere in the economy might as well be fairy tales.
Structural Technological Unemployment
A few years ago, Chris Hughes, one of Facebook’s cofounders, was at a dinner with a crowd of influential economists and high-powered policymakers. As part of the evening, Jason Furman, the chair of President Obama’s Council of Economic Advisers at that time, was invited to deliver a presentation to the assembled guests on the topic of “digital competitiveness.” Hughes, who was interested in the future of work, interrupted him halfway through to ask: “What are you doing to plan for a future with more artificial intelligence where there might be fewer jobs?” Furman responded—“barely concealing his annoyance,” according to Hughes—that “three hundred years of history tells us that can’t be true.”1
In my experience, economists tend to be comfortable with the idea of “frictional” technological unemployment, the type we explored in the previous chapter. They can readily picture a future where there is lots of work to be done but some people cannot do it. Hughes, though, was asking Furman about a different problem. He wanted to know what was being done to prepare for a future that did not have enough work in it for human beings—full stop. We can think of this kind of scenario, in which there are actually too few jobs to go around, as “structural” technological unemployment. Most economists, like Furman, tend to be far less willing to accept this as a possibility.2
Are they right? Does the fact that after three centuries of radical technological change there is still enough work for people to do tell us that there will always be sufficient demand for the work of human beings? I do not think so. Yes, history may tell us that in the past there has been enough demand to keep nearly everyone employed. But it does not guarantee that this must also be true in decades to come. Until now, the substituting force that displaces workers has been weaker than the complementing force that raises demand for their work elsewhere. But it is likely that this balance between the forces will tip the other way in the future—and tip that way permanently.
A WEAKENING COMPLEMENTING FORCE
There is little doubt that as task encroachment continues, with machines taking on more and more tasks, the harmful substituting force will grow stronger. Workers will be displaced from a wider range of activities than ever before. Why, though, can we not simply rely on the complementing force to overcome that effect, as it has done until now? Why would it fail to act as a bulwark against the substituting force? The answer is that task encroachment also has a second pernicious effect: over time, it is likely not just to strengthen the substituting force, but to wear down the complementing force as well.
In the past, as we have seen, the complementing force raised the demand for displaced workers in three ways: through the productivity effect, the bigger-pie effect, and the changing-pie effect. Together, they ensured there was always enough work for people to do. But in the future, as machines continue their relentless advance, each of these effects is likely to be drained of its strength.
The Productivity Effect
The first way that the complementing force has worked so far is through the productivity effect. Machines displaced people from certain tasks, but they also made workers more productive at other activities, ones that were not being automated. When these improvements in worker productivity were passed on to consumers (through lower prices or higher-quality offerings), that helped to raise the demand for those workers’ efforts.
In the future, new technologies will no doubt continue to make some people more productive at certain tasks. But this will only continue to raise the demand for human workers if they remain better placed to do those tasks than a machine. When that ceases to be the case, improvements in worker productivity will become increasingly irrelevant: machines will simply take their place instead.3
Think of a traditional craft like candle making or cotton spinning. Human beings were once best-placed to do these jobs. Today, though, they are almost entirely done by machines. Perhaps there are some hobbyists who are still interested in how well human beings can perform the tasks involved—in how many candles a present-day tallow-chandler could make or how much cotton thread a contemporary weaver could spin using modern tools. Yet from an economic point of view, those human capabilities no longer matter at all. It is more efficient to just automate all of these activities.
As task encroachment continues, human capabilities will become irrelevant in this fashion for more and more tasks. Take sat-nav systems. Today these make it easier for taxi drivers to navigate unfamiliar roads, making them better at the wheel. At the moment, therefore, they complement human beings. But this will only be true as long as human beings are better placed than machines to steer a vehicle from A to B. In the coming years, this will no longer the case: eventually, software is likely to drive cars more efficiently and safely than human beings can. At that point, it will no longer matter how good people are at driving: for commercial purposes, that ability will be as amusingly quaint as our productivity at hand-fashioning candles or cotton thread.4
Chess provides another illustration of how the productivity effect will fade away in the years to come. For some time, Garry Kasparov has celebrated a phenomenon that he calls “centaur chess,” which involves a human player and a chess-playing machine working together as a team. Kasparov’s thought was that such a combination would beat any chess computer playing alone.5 This is the productivity effect in action: new technologies making human beings better at what they do. The problem, though, is that Kasparov’s centaur has now been decapitated. In 2017, Google took AlphaGo Zero, the go-playing machine that trains itself, tweaked it so it could play other board games as well, and gave it the rules of chess. They called the new system AlphaZero. Instead of absorbing the lessons of past games by the best human chess players, this machine had no human input at all. Yet after only a day of self-training, it was able to achieve unparalleled performance, beating the best existing chess-playing computer in a hundred-game match—without losing a single game.6 After that trouncing, it is hard to see what role human players might have alongside a machine like this. As Tyler Cowen put it, “the human now adds absolutely nothing to man-machine chess-playing teams.”7
There is a deeper lesson here. Kasparov’s experiences in chess led him to declare that “human plus machine” partnerships are the winning formula not only in chess, but across the entire economy.8 This is a view held by many others as well. But AlphaZero’s victory shows that this is wrong. Human plus machine is stronger only as long as the machine in any partnership cannot do whatever it is that the human being brings to the table. But as machines become more capable, the range of contributions made by human beings diminishes, until partnerships like these eventually just dissolve. The “human” in “human plus machine” becomes redundant.
The Bigger-Pie Effect
The second way that the complementing force has helped human beings is through the bigger-pie effect. If we think of a country’s economy as a pie, technological progress around the world has made virtually all of those pies far, far bigger. This has meant that workers who found themselves displaced from one part of the economy could find work in another part of it instead, as growing incomes led to increased demand for their efforts elsewhere.
In the future, economic pies will no doubt continue to grow, incomes will be larger than they have ever been, and demand for goods will soar. Yet we cannot rely on this to necessarily bolster the demand for the work of human beings, as it has in the past. Why? Because just as with the productivity effect, the bigger-pie effect will only help if people, rather than machines, remain better placed to perform whatever tasks have to be done to produce those goods.
For now, that may be a reasonable expectation. We live in the Age of Labor, and if new tasks have to be done it is likely that human beings will be better placed to do them. But as task encroachment continues, it becomes more and more likely that a machine will be better placed instead. And as that happens, a growing demand for goods may mean not more demand for the work of human beings, but merely more demand for machines.
We can already catch a glimpse of this phenomenon at work. Take the UK agricultural sector, for example. This part of the British economic pie has grown dramatically over the last century and a half, yet that has not created more work for people to do in it. Today, British agriculture produces more than five times the output that it did in 1861, but the proportion of the total UK workforce employed in it has fallen from 26.9 percent to 1.2 percent, and the number of actual workers in the sector has shrunk almost tenfold, from 3.2 million to 380,000. More money is spent on agricultural output than ever before, but as new technologies have spread, the demand for human beings to create it has shriveled.
Figure 7.1: UK Agriculture, 1861–2016 (Index 1861 = 100)9
Alternatively, take the UK manufacturing sector since 1948, shown in Figure 7.2. This part of the British economic pie also grew in the second half of the twentieth century. And while that initially led to more work for people to do, employment started to fall toward the end of the 1970s. Today, the sector produces about 150 percent more than it did in 1948, and yet requires 60 percent fewer workers to do it. Once again, the amount of money spent on manufacturing output is greater than it has ever been, but as new technologies have spread, demand for people to produce that output has fallen away.
None of this is unique to Britain, either. The same progression took place in US manufacturing, for example—a sector of the American economy that grew significantly over the last few decades but did not create more work for people to do. Today, it produces about 70 percent more output than it did back in 1986, but requires 30 percent fewer people to produce it. In the first decade of the twenty-first century alone, 5.7 million American manufacturing jobs were lost.10
Figure 7.2: UK Manufacturing, 1948–2016 (Index 1948 = 100)11
At the moment, these stories are only unfolding in particular parts of the economy. They are not, as yet, universal phenomena. But they still capture the essence of the problem with the bigger-pie effect: rising incomes may lead to rising demand for goods, but that does not necessarily mean rising demand for the work of human beings. In agriculture and manufacturing, in the UK and the United States, the two trends have already decoupled. The troubling thought is that, as task encroachment continues, this might happen in other areas of economic life as well.
The Changing-Pie Effect: Consumers
The final way that the complementing force has helped human beings in the past is through the changing-pie effect: technological progress not only made economic pies bigger, but it added entirely new ingredients to them. How did this happen? One way is that consumers not only had bigger incomes to spend, as before, but they changed how they spent those incomes as well. Over time, workers displaced from older jobs could find work producing these newly in-demand goods and services—including ones that had not even existed before.
When economists think about the future, the changing-pie effect is a particularly common source of optimism. The economic historian Joel Mokyr, for instance, writes that “the future will surely bring new products that are currently barely imagined, but will be viewed as necessities by the citizens of 2050 or 2080.”12 The economist David Dorn, likewise, argues that technological progress will “generate new products and services that raise national income and increase overall demand for labour in the economy.”13 And David Autor compellingly points out how unlikely it is “that farmers at the turn of the twentieth century could foresee that one hundred years later, health care, finance, information technology, consumer electrics, hospitality, leisure and entertainment would employ far more workers than agriculture.”14
It is true that people in the future are likely to have different wants and needs than we do, perhaps even to demand things that are unimaginable to us today. (In the words of Steve Jobs, “consumers don’t know what they want until we’ve shown them.”)15 Yet it is not necessarily true that this will lead to a greater demand for the work of human beings. Again, this will only be the case if human beings are better placed than machines to perform the tasks that have to be done to produce those goods. As task encroachment continues, though, it becomes more and more likely that changes in demand for goods will not turn out to be a boost in demand for the work of human beings, but of machines.
Looking at the newer parts of economic life, we might worry that something like this is already unfolding. In 1964, the most valuable company in the United States was AT&T, which had 758,611 employees. But in 2018 it was Apple, with only 132,000 employees; in 2019 it was overtaken by Microsoft, with 131,000. (Neither company existed in the 1960s.)16 Or take a new industry like social media, populated by companies that are worth a great deal but employ comparatively few people. YouTube had only sixty-five employees when it was bought by Google for $1.65 billion in 2006; Instagram had just thirteen employees when it was bought by Facebook for $1 billion in 2012; and WhatsApp had fifty-five employees when it was bought by Facebook for $19 billion in 2014.17 Research shows that in 2010, new industries that were created in the twenty-first century accounted for just 0.5 percent of all US employment.18
Such examples may turn out to be short-term empirical blips. Amazon, another one of today’s most valuable companies, has about four and a half times as many employees as Apple or Microsoft (though still fewer than AT&T did at its peak). Nevertheless, those companies demonstrate that demand for goods in an economy can change dramatically, with entirely new industries emerging in response to meet those demands, and yet the demand for the work of human beings may still not rise. The disconcerting thought is that, once again, as task encroachment continues, this phenomenon will become more common.
The Changing-Pie Effect: Producers
There is also another way that the changing-pie effect has worked in the past: besides consumers buying different goods and services, producers have also changed the way that they make those goods and services available. As old methods of production were overhauled by technological progress, people were displaced from their familiar tasks, but new tasks had to be done, and displaced workers were able to find jobs involving those activities instead.
Figure 7.3: Horses and Mules and Tractors on US Farms, 1910–60 (000’s)19
For Daron Acemoglu and Pascual Restrepo, two leading economists, this version of the changing-pie effect provides a powerful response to Wassily Leontief’s pessimism about the future of work.20 His claim, remember, was that “what happened to horses will happen to people”: just as tractors and cars put horses out of work, so new technologies would put human beings out of work as well.21
Acemoglu and Restrepo argue that there is an important difference between human beings and horses that explains why Leontief has been proven wrong up to now. As technological progress transformed the way that goods were produced, they suggest, this created a demand for “new and more complex tasks.” Human beings, they say, are well suited to such activities, in a way that horses are not. And that is why they think Leontief was wrong to bundle people and horses together. As the economy changed, displaced human beings could change jobs and perform the complex new tasks that those jobs required. By contrast, displaced horses, fit only for pulling carts and carrying heavy loads, had nowhere else in the economy to go.22
For now, this assumption, that human beings are best equipped to perform new tasks that arise in the economy, may well still be right. But look further into the future, and it is far from clear that this will always be the case. Technological progress might indeed transform the way things are produced, requiring new tasks to be done—but why assume that these tasks will always be ones that human beings are best placed to do? As task encroachment continues, will it not become sensible to allocate more of the complex new tasks to machines instead?
Acemoglu and Restrepo provide one intriguing response.23 They argue that when human beings are displaced by machines, human labor becomes cheaper: there are more workers looking for jobs, which pushes down their wages. That, in turn, creates an incentive for companies to invent new tasks for humans to do, to take advantage of these falling labor costs. And that is why human beings will in fact be best placed to perform new tasks: those tasks might be created precisely with them in mind.24 It is an ingenious thought. But if it is right, it raises a new puzzle: Why did this mechanism not help out horses as well? When horses were displaced, they would have become cheaper, too. So why was there not a surge in the creation of new tasks that suited horses better than machines? Why did all these cheaper horses still lose their jobs?
The answer is that new tasks were not created for horses because their capabilities had been exhausted. No matter how cheap horses became, and how strong the incentive for entrepreneurs to take advantage of equine bargains, there was very little left for them to do that a machine could not do more efficiently. Horses became economically useless. This points to the problem with any argument that relies upon technological progress indefinitely creating new tasks for people to do in the future. At the moment, human capabilities are so impressive compared to those of machines that it is tempting to think that we can always find novel ways to put people to use. But as machines become more capable, in many areas of economic activity future human beings will look as feeble compared to machines as horses do today. More of the new tasks will be performed by machines instead. And the changing-pie effect will complement not us but them.
THE SUPERIORITY ASSUMPTION
There is a common thread running through all of the arguments above. Most of the time, when we think about the future of work, we imagine that human beings are special. We realize that as our economies grow and change, the demand for tasks to produce everything will grow and change as well. But all too often we simply take it for granted that people will remain the best choice to perform many of those tasks.
I call this the “superiority assumption.” And when people appeal to the various aspects of the historically powerful complementing force as reasons to be optimistic about the future, you can see this assumption busily at work. We imagine that when human beings become more productive at a task, they will be better placed than a machine to perform it; that when the economic pie gets bigger, human beings will be better placed to perform the freshly in-demand tasks; that when the economic pie changes, human beings will be better placed to carry out whatever new tasks have to be done.
Until now, the superiority assumption has been a safe bet. If demand rose for some task, chances were that human beings were better placed than machines to do it. So that meant rising demand for workers, too. But as task encroachment continues, and machines take more tasks out the hands of human beings, that assumption looks increasingly dubious. Eventually, it will simply be wrong.
There is a line in the work of the nineteenth-century philosopher John Stuart Mill: “demand for commodities is not demand for labour.”25 Mill was not thinking about the future of work when he wrote this, but he may as well have been, because he is right: demand for “commodities,” for goods and services, is not always demand for the work of human beings. In fact, it is only demand for whatever tasks have to be carried out to produce those commodities. If the superiority assumption holds, those tasks will indeed be done by human workers. But otherwise, they will not.
This means that the productivity effect may increase the demand for workers at a task—but once they are displaced by a more capable machine, this helpful effect withers away. The bigger-pie effect may increase the demand for workers at a task—but once they are displaced, this helpful effect disappears as well. And the changing-pie effect may increase the demand for workers at a task—but, again, once they are displaced by machines, this helpful effect fades, too.
WHAT REMAINS FOR US TO DO
But surely, one might object, there are some activities that machines will never do, even if they are extraordinarily capable. Couldn’t everyone just find work doing those? Even in a world where human beings are left with only some residual tasks to do, might there not be enough demand for those few tasks to keep everyone employed?
It is indeed entirely plausible that some tasks will remain for us: those that prove impossible to automate, others that are possible but unprofitable to automate, and still others that are both possible and profitable to automate but remain restricted to human beings due to regulatory or cultural barriers that societies build around them. There are also tasks that might remain out of reach because we value the very fact that they are done by human beings, not a machine. That last reason explains why, in 2018, millions of people went online to watch Magnus Carlsen, the world chess champion, defend his title against Fabiano Caruana; machines could easily defeat either one of them, but spectators valued not only the particular movement of the chess pieces but the fact that they were being moved by human beings.26 It also explains why diners in a fine restaurant might feel shortchanged if they discover that their coffee was made by a capsule-based machine rather than by a highly trained barista, even though capsule-based coffee is often preferred in blind tests: people value not only the taste, but the fact that a person brewed the coffee for them.27 Throughout life, we can point to certain tasks—crafting furniture, tailoring a suit, preparing a meal, caring for one another in old age and ill health—where we value the process behind them, and in particular the fact that they are done by human beings, rather than just the outcome that is achieved.
And yet, though some such residual tasks might always remain for human beings to do, it is a mistake to think that there is likely to be enough demand for them to keep everyone in work. To picture the problem with that thought, imagine a large ball pit filled up with balls. Each ball represents a particular type of task in the economy, and every task has a ball in the pit to represent it. A ball is blue if a human being is best placed to take on the task in question, and red if the task is one more suitable for machines. Several hundred years ago, almost all of the balls in the ball pit would have been blue. As time has passed, though, more of the balls have become red. This is task encroachment at work.
Now imagine that each ball varies in size as well as color. Some are gigantic while others are tiny, their size reflecting the demand for that particular task in the economy. In principle, even in a world where only a few balls in the pit remain blue—that is, where human beings are best placed to perform only a handful of residual tasks—if those balls are large enough, then enough demand would remain for the work of human beings to keep everyone employed. For instance, if one of those tasks is handcrafting furniture, and there is immense demand for bespoke chairs and custom cabinets, it is possible that everyone could find work as a carpenter. It would be a very strange and highly monotonous world, but there would still be enough work for people to do.
But an economy populated entirely by craftspeople like this sounds absurd—and this fact is revealing. Even in the long run, when machines are unimaginably more capable than they are today, it would be unsurprising to learn that some tasks remain for human beings to do for all the reasons set out before. In other words, some blue balls will always remain in the pit. But it would be very surprising to find out that those balls are big enough to support everyone looking for work. It is possible that this could happen, but it seems quite unlikely—and as time passes and task encroachment continues, forcing human beings to retreat to fewer and fewer types of tasks, it becomes ever more unlikely. As more red spreads through the ball pit, it is increasingly improbable that the dwindling number of blue balls that remain turn out to be not just decent-sized, but so extraordinarily vast that they can provide employment for everyone.
Think again of British farmers. In a sense, they already find themselves in this position. Despite the technological progress that has taken place in agriculture over the last hundred-odd years, some tasks still remain for them to do today—but there is only enough demand for those tasks to keep about a tenth as many of the farmers employed today as there were in 1861. Or think of the British factory workers. Again, although production processes became increasingly automated in the second half of the twentieth century, some tasks still remain for human beings to do—yet again, there is only enough demand now for those tasks to keep about 40 percent as many factory workers employed as there were in 1948.
In a similar way, we might imagine, for very good reasons, that many other jobs that exist today—and those that do not yet exist as well—will turn out in the future to involve some tasks that are best done by humans rather than machines. But as those tasks dwindle in number, there is no reason to think there will be enough demand for them to keep everyone at work in those roles.
“THE LUMP OF LABOR FALLACY” FALLACY
The arguments above also pose a problem for the so-called lump of labor fallacy—a fallacy that people are often accused of committing when they seem to forget about the helpful side of technological progress, the complementing force.28 The idea is an old one, first identified back in 1892 by David Schloss, a British economist.29 Schloss was taken aback when he came across a worker who had begun to use a machine to make washers, the small metal discs used when tightening screws, and who appeared to feel guilty about being more productive. When asked why he felt that way, the worker replied: “I know I am doing wrong. I am taking away the work of another man.”
Schloss came to see this as a typical attitude among workmen of the time. It was, he wrote, a belief “firmly entertained by a large section of our working-classes, that for a man … to do his level best—is inconsistent … with loyalty to the cause of labour.” He called this the “theory of the Lump of Labour”: it held “that there is a certain fixed amount of work to be done, and that it is best, in the interests of the workmen, that each man shall take care not to do too much work, in order that thus the Lump of Labour may be spread out thin over the whole body of workpeople.”30
Schloss called this way of thinking “a noteworthy fallacy.” The error with it, he pointed out, is that the “lump of work” is in fact not fixed. As the worker became more productive, and the price of the washers made by him fell, demand for them would increase. The lump of work to be divided up would get bigger, and there would actually be more for his colleagues to do.
Today, this fallacy is cited in discussions about all types of work. In its most general terms, it is used to argue that there is no fixed lump of work in the economy to be divided up between people and machines; instead, technological progress raises the demand for work performed by everyone in the economy. In other words, it is a version of the point that economists make about the two fundamental forces of technological progress: machines may substitute for workers, leaving less of the original “lump of work” for human beings, but they complement workers as well, increasing the size of the “lump of work” in the economy overall.
As this chapter shows, however, there is a serious problem with this argument: over time, it is likely to become a fallacy itself. (We might call this the “‘Lump of Labor Fallacy’ Fallacy,” or “LOLFF” for short.) It may be right that technological progress increases the overall demand for work. But it is wrong to think that human beings will necessarily be better placed to perform the tasks that are involved in meeting that demand. The lump of labor fallacy involves mistakenly assuming that the lump of work is fixed. But the LOLFF involves mistakenly assuming that that growth in the lump of work has to involve tasks that human beings—not machines—are best placed to perform.
A WORLD WITH LESS WORK
We can now begin to see how the Age of Labor is likely to end. As time goes on, machines continue to become more capable, taking on tasks that once fell to human beings. The harmful substituting force displaces workers in the familiar way. For a time, the helpful complementing force continues to raise the demand for those displaced workers elsewhere. But as task encroachment goes on, and more and more tasks fall to machines, that helpful force is weakened as well. Human beings find themselves complemented in an ever-shrinking set of tasks. And there is no reason to think the demand for those particular tasks will be large enough to keep everyone employed. The world of work comes to an end not with a bang, but a withering—a withering in the demand for the work of human beings, as the substituting force gradually overruns the complementing force and the balance between the two no longer tips in favor of human beings.
There is no reason, though, to think that the demand for the work of human beings will dry up at a steady pace. There may be sudden surges in either force: a burst of worker displacement here, a surge in demand for workers there. Nor will the demand for the work of human beings dry up at the same pace in all parts of an economy. Some industries might be more exposed to one force than the other; some regions will be more insulated than others. And it is also important to remember that any fall in demand for the work of human beings may initially not change the amount of work to be done, but the nature of that work: its pay, its quality, its status. In the end, though, it is the number of jobs that will be affected. As Leontief put it, lowering workers’ wages could “postpone [their] replacement by machines for the same reason that a reduction of oats rations allocated to horses could delay their replacement by tractors. But this would be only a temporary slowdown in the process.”31
As machines keep becoming increasingly capable, many human beings will eventually be driven out of work. In fact, some economists have already seen this happening in the data. When Daron Acemoglu and Pascual Restrepo looked at the use of industrial robots in the United States from 1990 to 2007, they found a contemporary case of the substituting force overrunning the complementing force, reducing the demand for workers across the entire economy. Remember that in thinking about new technologies, we are used to stories like that of the ATM: machines displace some people, but also raise the demand for their work elsewhere, and overall employment stays the same or even rises. But that is not what happened with industrial robots. On average, one more robot per thousand workers meant about 5.6 fewer jobs in the entire economy, and wages that were about 0.5 percent lower across the whole economy as well. And all this was happening in 2007, more than a decade ago, before most of the technological advances described in the preceding pages.32
Critics might point out that this result applied not to all technologies, but only to one particular category, industrial robots. But that misses the deeper point: traditionally, many economists have imagined that this result was not possible for any technology. The illusion nurtured in the Age of Labor was that any technological progress ultimately benefits workers overall. But here, even after taking into account the ways in which these industrial robots helped some human beings through the complementing force, workers overall were still worse off.
THE TIMING
How long will it take to arrive at a world with less work? It is very hard to say precisely. That is not meant to be evasive: I truly do not know the answer. Our pace of travel will depend upon the accumulated actions of an unimaginably large number of individuals and institutions, each with their own part to play on the economic stage—the inventors who create the technologies and the companies that put them to use, the workers who decide how to interact with them and the state that figures out how to respond, to name but a few. All we know with any degree of certainty is that tomorrow’s machines will be more capable than they are today, taking on more and more tasks once performed by human beings. Statements like “X percent of people will be unemployed Y years from now” may be reassuringly unambiguous, but such straightforward predictions, however sophisticated the reasoning behind them, are likely to be a misleading guide to the future of work.
Nevertheless, there are some general observations that can be made about timings. Roy Amara, an influential Silicon Valley figure, once said that “we tend to overestimate the effect of a technology in the short run and underestimate the effect in the long run.”33 This is a helpful way to think about what lies ahead. Current fears about an imminent collapse in the demand for the work of human beings are overblown. In the short run, our challenge will be avoiding frictional technological unemployment: in all likelihood, there will be enough work for human beings to do for a while yet, and the main risk is that some people will not be able to take it up. But in the longer run, in the spirit of Amara’s reflection, we have to take seriously the threat of structural technological unemployment, where there is simply not enough demand for the work of human beings.
But how distant is that threat? Why bother worrying about it if, as Keynes famously quipped, “in the long run we are all dead”? In writing about technology and the long run, I have in mind decades, not centuries. On that count, I am more optimistic than Keynes: I hope that my readers and I will be alive to see the long run unfurl. And even if we are not, our children certainly will be. For their sakes, at the very least, we need to take the problem of a world with less work very seriously. Frictional technological unemployment is already becoming evident, and in some corners of economic life today we can catch glimpses of how structural technological unemployment might emerge. Given technological trends, it is hard to imagine that these challenges will not become more and more acute as time goes on. It is deeply sobering to think, for instance, that if technological progress continues at the same rate for the next eight decades as over the last eight, then our systems and machines—which have already accomplished so much, and surprised so many—will be a further trillion times more powerful by 2100 than they already are today. To be sure, no trend is certain to last, and computational power is not everything. But progress that even faintly resembles this will, I believe, make technological unemployment a critical challenge within the twenty-first century.
What’s more, we do not have to wait for vast pools of human beings to be displaced before technological unemployment becomes a problem. Much of the current conversation about the future of work assumes that we only need worry when most people are left without work. But even in a world where just a sizable minority of human beings—perhaps 15 or 20 percent—find themselves in that position, we should already be concerned about the instability that inaction might bring. Remember that in 1932, a rise in the German unemployment rate to 24 percent helped bring Hitler to power.34 This was not, of course, the only reason for his success: other countries, with similar labor market stories, did not turn to fascism in response. But the German experience should make us all sit up a little straighter.
ALL ABOUT US
Today some may laugh at Leontief, who warned that human beings would face the same fate as horses—unemployment. But in the decades to come, I imagine, he will be laughing at us, from the academy of economists in the sky. Like Keynes and his predictions about technological unemployment, Leontief may have misjudged the timing but, with great foresight, he recognized the final destination. Just as today, we talk about “horsepower,” harking back to a time when the pulling power of a draft horse was a measure that mattered, future generations may come to use the term “manpower” as a similar kind of throwback, a relic of a time when human beings considered themselves so economically important that they crowned themselves as a unit of measurement.
I have spoken about our “superiority assumption” when it comes to comparing human capabilities with those of machines. But eventually an inferiority assumption will be a better starting point for thinking about technology and work—where machines, not human beings, become the default choice to perform most activities. Economists have built up an impressive arsenal of reasoning to explain why there will always be enough demand for the work of human beings. But as we have seen, all those arguments depend upon human beings remaining best placed to perform whatever tasks are in demand as our economies grow and change. Once that comes to an end, and machines take our place, all that argumentative firepower will turn back on us, explaining instead why there will always be a healthy demand for the work of machines rather than human beings.
The threat of technological unemployment set out in this chapter might sound extraordinary, in the literal sense of the word: an out-of-the-ordinary phenomenon that is entirely unrelated to life today. But as we will see in a moment, this is not quite right. Instead, the threat is best thought of as a more extreme version of something that is already affecting us right now: the problem of rising inequality.
Economic inequality is a phenomenon as old as civilization itself. Prosperity has always been unevenly shared out in society, and human beings have always struggled to agree on what to do about that.
It is tempting to imagine that this is not so. The eighteenth-century philosopher Jean-Jacques Rousseau, for example, believed that if you went back far enough, you would find human beings leading a “simple and solitary life,” free from any “chains of dependence” on one another. In his writings on “The Genesis of Inequality,” he pictures himself back in this “state of nature,” unfettered by anyone else’s demands. If a fellow human being tries to impose any work on him, Rousseau says, “I take twenty steps into the forest; my chains are broken, and he never sees me again for the rest of his life.”1 Once upon a time, in this vision, people could dodge the challenge of inequality simply by turning away and retreating into solitude.
But this philosophical fiction is misleading. In fact, from what we know about some of our earliest ancestors, the hunter-gatherers who roamed the African savannah hundreds of thousands of years ago, such a retreat was never possible.2 It is true that the hunter-gatherers did not live in large, stable societies like our own. Their economic pies were smaller, if it makes sense to think of there being “economies” back then at all. And material inequalities between them were narrower: major divides would only emerge after the last Ice Age, about twelve thousand years ago, when the climate became more stable, farming and herding spread, and some people were able to build up resources that others did not.3 Yet even so, the hunter-gatherers did not pursue solitary lives of the kind that Rousseau imagined. Instead, they lived together in tribes that sometimes numbered a few hundred people, sharing the literal fruits (and meats) of their labor within their band of fellow foragers—some of whom, inevitably, were more successful in their foraging efforts than others.4 There is no forest that lets human beings retreat into perfect solitude and self-sufficiency, nor has there ever been. All human societies, small and large, simple and complex, poor and affluent, have had to figure out how best to share their unevenly allocated prosperity with one another.
Over the last few centuries, humanity’s collective prosperity has skyrocketed, as technological progress has made us far wealthier than ever before. To share out those riches, almost all societies have settled upon the market mechanism, rewarding people in various ways for the work that they do and the things that they own. But rising inequality, itself often driven by technology, has started to put that mechanism under strain. Today, markets already provide immense rewards to some people but leave many others with very little. And now, technological unemployment threatens to become a more radical version of the same story, taking place in the particular market we rely upon the most: the labor market. As that market begins to break down, more and more people will be in danger of not receiving a share of society’s prosperity at all.
THE TWO TYPES OF CAPITAL
People who are frustrated with the current economic system sometimes say that “the problem with capitalism is that not everyone has capital.” The complaint, in other words, is that income today only flows reliably to those who own “things,” like stocks and shares, real estate and patents. Leaving aside for the moment the question of whether that accusation is correct, the statement contains an important, revealing mistake: the idea that the only type of capital in the world involves ownership of some kind of property, what economists might call traditional capital.
In the words of economist Thomas Piketty, traditional capital is “everything owned by the residents and governments of a given country at a given point in time, provided that it can be traded on some market.” It is a broad definition that captures things tangible and intangible, financial and nonfinancial: land, buildings, machinery, merchandise, intellectual property, bank accounts, equities and bonds, software and data, and so on.5 The complaint from above is right to point out that not all people own such traditional capital, but it is wrong to conclude that they therefore own no capital at all. Everyone in the world does own another type of capital: themselves.
Economists call this human capital, a term meant to capture the entire bundle of skills and talents that people build up over their lives and put to use in their work. Arthur Pigou was the first economist to use the phrase, back in the 1920s; decades later, Gary Becker won a Nobel Prize for his work on the topic.6 Its name follows from the family resemblances it has with traditional capital: people can invest in it (through education), some kinds of it are more valuable than others (e.g., specialized skills), and when put to use it provides a return to its owner (in the form of a wage). Unlike traditional capital, though, human capital is stored up inside us and cannot be traded on a market—unless, of course, its owner comes along with it.
To some the idea of human capital might sound overly mechanistic, an economic abstraction far removed from real life. In his Nobel Prize lecture, Becker describes how he ran into this reaction when he began his work: “the very concept of human capital was alleged to be demeaning because it treated people as machines. To approach schooling as an investment rather than a cultural experience was considered unfeeling and extremely narrow.”7 But by demystifying human beings in this way, by not granting them magical powers that make them unlike anything else in the economy, the idea of human capital helps us to think clearly about the challenge that lies ahead.
THE CHALLENGE OF TECHNOLOGICAL UNEMPLOYMENT
Looked at in this light, technological unemployment is what happens when some people find themselves with human capital that is of no value in the labor market—that is, when no one wants to pay them to put their skills and talents to use. This is not to say they will not have any human capital. They almost certainly will, having spent large parts of their lives acquiring education or training, perhaps at great effort and expense. The problem is that, in a world with less work, this human capital might turn out to be worthless. In the case of frictional technological unemployment, the human capital may be of the wrong type for the available work; in the case of structural technological unemployment, there may not be enough demand for human capital at all.
What’s more, as we have seen, there are two types of capital: people earn money both as a return on the human capital they have built up, and also on any traditional capital that they hold. In a world with less work, the flow of income many people receive from their work may dry up to a trickle, but the flow of income going to those who own the latest systems and machines—the new forms of traditional capital that displaced those workers in the first place—is likely to be quite considerable.
Now, if everyone happened to own a portfolio of traditional capital along those lines, we would probably worry far less about the prospect of a world with less work. After all, that is the story of the British aristocracy over the last few centuries. As George Orwell warmly put it, they are “an entirely functionless class, living on money that was invested they hardly knew where … simply parasites, less useful to society than his fleas are to a dog.”8 Economically speaking, they are a relatively useless group of people, yet because of their handsome holdings of traditional capital they still receive a good deal of income.
It is unlikely, though, that those who find themselves out of work in the future will be able to follow their example. For most, the prospect is not the prosperous life of a propertied aristocrat, but an existence with little to no income at all. A world with less work, then, will be a deeply divided one: some people will own vast amounts of valuable traditional capital, but others will find themselves with virtually no capital of either kind.
A world like this is not science fiction. In fact, it looks a lot like a more extreme account of the one we live in today: income already flows to different people at very different rates, pouring into the pockets of some but barely trickling to others. And this resemblance is not a coincidence. The phenomena of inequality and technological unemployment are very closely related. Most societies have decided to slice up their economic pies by using the market to reward people for whatever capital they happen to own, whether human or traditional. Inequality is what happens when some people have capital that is far less valuable than that of others; technological unemployment is what happens when some have no capital worth anything in the market at all—certainly no human capital of worth, and likely no traditional capital, either.
Exploring existing inequalities, then, is useful because it shows us how a world with insufficient work can emerge from what we already see around us. In a sense, today’s inequalities are the birth pangs of tomorrow’s technological unemployment.
INCOME INEQUALITY
How can we see the current trends in inequality? One way is to look at inequality of overall incomes, and in particular something known as the Gini coefficient. This is a number that captures how incomes are spread out: if everyone has the same income in a particular society, then its Gini coefficient is zero, and if only one person earns everything, then the Gini coefficient is one.9 In most developed countries, this number has risen significantly over the last few decades.10 (In less-developed countries the story is somewhat ambiguous: their Gini coefficients were usually very high to begin with, but have remained relatively stable.) In other words, the largest economic pies, belonging to the most prosperous nations, are being shared out less equally than in the past.
There is some disagreement, though, about the usefulness of the Gini coefficient. Boiling everything down to a single number has an attractive simplicity to it, but inevitably important details are lost along the way.11 A different approach might be to look at the full spread of incomes in a particular economy. By lining up all the different income groups from lowest to highest, and noting how each group’s incomes have changed over time, it is possible to get a sense of how things are changing across the entire distribution. If you look at the United States, for example, the results are striking.
Figure 8.1: Gini Coefficients from Mid-1980s to 2017 (or Latest)12
Figure 8.2 shows that in the thirty-four years before 1980, income growth in the United States was fairly solid for everyone. In the thirty-four years after 1980, however, income growth was anemic for the people who earned the least, while it soared for the 1 percent who earned the most. For followers of John Rawls, the vastly influential twentieth-century political philosopher, this picture is especially off-putting. In his great work, A Theory of Justice, Rawls argued that inequalities should “be to the greatest benefit of the least advantaged” members of society.13 Before 1980, the spirit of that principle was largely upheld in this economic domain: the incomes of the poorest increased as much as those of others, or even slightly more. Today, though, as Figure 8.2 shows, the reverse is true: it is the incomes of the richest that have risen instead.
Focusing our attention on that richest fraction of society gives us a third approach to the issue, known as “top income inequality” or just “top inequality.” This measure has captured the imagination of protesters and public commentators in the last decade, with “The One Percent” becoming a well-known label and “We are the 99 Percent” the battle cry of the Occupy Movement. Their frustration is not without cause: the proportion of total income that goes to the 1 percent who earn the most, particularly in developed countries, has increased significantly. In the United States and the UK, that share has almost doubled over the last few decades.15 Figure 8.3 shows that much the same story is unfolding elsewhere.
Figure 8.2: Average Annual US Income Growth14
Even in Nordic countries, like Finland, Norway, and Sweden, often lauded for their equality, the share going to the richest 1 percent has grown. And if we narrow our focus further, to look just at the top 0.1 and 0.01 percent, the picture is often more extreme. In the United States, for example, from 1981 to 2017, the income share of the top 0.1 percent increased more than three and a half times from its already disproportionately high level, and the share of the top 0.01 percent rose more than fivefold.16
The three measures of income inequality do diverge sometimes, of course, and it is possible to point to particular instances where some measurement departs from an upward trend. The Gini coefficient in the UK, for instance, has not really risen for twenty-five years.17 But it is rare to find a country where none of the three measurements show rising inequality; in the UK, as Figure 8.3 shows, the income share of the 1 percent has soared. And when all the measures, applied to lots of different countries, are taken together, the big picture is clear: in the most prosperous parts of the world, we are seeing a move toward societies with greater income inequality.
Figure 8.3: Income Shares of the Top 1 Percent from 1981 to 2016 (or Latest)18
Why is income inequality rising, though? The short answer is that valuable capital is being shared out in an increasingly unequal way. As a result, the income that flows to those who hold that capital is increasingly unequal, too. More specifically, rising income inequality comes from increasingly unequal returns both on human capital and on traditional capital. Let us take each of those in turn.
INEQUALITY IN LABOR INCOME
Many people own little besides their human capital, the various skills they have acquired during their lives. Their paychecks are therefore their main source of income. Indeed, in many countries salaries and wages make up about three-quarters of the total income in the economy.19 It should therefore come as no surprise that much of the general rise in income inequality from before is rooted in a rise in labor income inequality in particular. In other words, inequality is rising because workers are being paid more and more unequally for their efforts.20
One way to see that labor income inequality is rising is to compare different income deciles. Anthony Atkinson, a leading scholar of inequality, found that over the last few decades, the wages of the best-paid 10 percent of workers have risen relative to the wages of the lowest-paid 10 percent of workers almost everywhere around the world, with “very few exceptions.”21 Another way to see it is to look right at the very top of the labor income distribution, much as we did with income in general. Emmanuel Saez, another expert on inequality, notes that much of the surge in the incomes of the “1 percent” over the last few decades is due to an “explosion of top wages and salaries,” particularly in English-speaking countries like Canada, Australia, the UK, and the United States.22 The case of the United States, again, is particularly striking: as Figure 8.4 shows, since 1970 the share of wage income going to the best-paid Americans has doubled for the top 1 percent, more than doubled for the top 0.1 percent, and more than tripled for the top 0.01 percent.23
Notably, much of this rising inequality in labor income is due specifically to technological progress. As we saw in chapter 2, starting in the second half of the twentieth century new technologies were responsible for widening the gap between the wages of well-educated workers and everyone else, an increase in the so-called skill premium. This is an important part of the explanation for why the top 10 percent of wage earners have done so well in so many countries.
Right at the very top, though, the role of technological progress in causing labor income inequality is less clear. Some economists do believe that new technologies are directly responsible for the rising pay of the top 1 percent and 0.1 percent of wage earners. For instance, CEOs are thought to use new systems to run larger, more valuable companies, pushing up their pay as a result. Bankers, who stand alongside CEOs at the top of the pay ladder, may also have seen technological progress boost their wages, as financial innovations like complex pricing software and algorithmic trading platforms have helped to raise the demand for their work.24
The most compelling explanations for the rise in inequality at the very top, though, are not so much about productivity but power: these “supermanagers,” as Thomas Piketty calls them, are receiving higher wages largely because they now have so much institutional clout that they are able to put together increasingly generous pay packages for themselves. In this account, technological progress does have a role in making the economic pie bigger, but the growing power of these supermanagers also allows them to take a much bigger slice of it. Forty years ago, the CEOs of America’s largest firms earned about 28 times more than an average worker; by 2000, that ratio stood at an astounding 376 times.26 At that point, a top CEO earned more in a day than an average worker did in an entire year.
Figure 8.4: Growth in the Top US Wage Income Shares (Index 1970 Share = 100)25
Such wage inequality can be shocking, but there is also an optimistic reading of this trend: it shows that the lopsidedness of labor income is not inevitable. If powerful people can influence their pay in this way, then we do not have to treat economic imbalances as something beyond human control. In this case, power is being used to increase inequality, but using it to do the reverse is possible, too. We will return to this thought at the end of the chapter.
INEQUALITY BETWEEN LABOR AND CAPITAL
The part of the economic pie, then, that goes to workers in the form of wages and salaries is being sliced up in an increasingly unequal way: some get a far larger return on their human capital than others. But how does this part compare to the rest of the pie, the income that goes to those who own traditional capital?
For much of the twentieth century, it was thought that these two parts always remained in roughly the same proportion, with labor income accounting for about two-thirds of the pie and income from traditional capital making up the remaining third.27 Keynes called this “one of the most surprising, yet best-established, facts in the whole range of economic statistics” and “a bit of a miracle.” Nicholas Kaldor, one of the giants of early work on economic growth, included this phenomenon among his six “stylized facts.” Just as mathematicians build up their arguments up from indubitable axioms, he believed, so economists should build their stories around these six unchanging facts—and they did. The most popular equation in economics dealing with how inputs combine to produce outputs, the Cobb-Douglas production function, is built around the fact that the capital-labor ratio was thought to be fixed.28
Until recently, Keynes’s “miracle” has held true. But around the world, in the last few decades, the part of the pie that goes to workers (what economists call the “labor share”) has begun to shrink, and the part that goes to those who own traditional capital (the “capital share”) has started to grow.29 In developed countries, this trend has been under way since the 1980s, and in developing countries, since the 1990s.30
Why has the labor share fallen like this? As productivity has risen around the world, and economic pies have gotten bigger, an ever diminishing part of that growth in income has flowed to workers through their wages. In the two decades since 1995, across twenty-four countries, productivity rose on average by 30 percent, but pay by only 16 percent.31 Instead of going to workers, the extra income has increasingly gone to owners of traditional capital. This “decoupling” of productivity and pay, as it sometimes known, is particularly clear in the United States, as seen in Figure 8.6. Until the early 1970s, productivity and pay in the United States were almost perfect twins, growing at a similar rate. But as time went on, the former continued upward while the latter stalled, causing them to diverge.
A great deal of this decline in the labor share, once again, is due to technological progress. The OECD is quoted as saying that technology was directly responsible for up to 80 percent of the decline from 1990 to 2007, encouraging firms to shift toward using more traditional capital relative to labor.33 The IMF puts it at a more modest 50 percent in developed economies over a slightly longer period, a finding that fits with the work of other economists.34 But once you look at the explanations offered by the IMF for the rest of the decline, technological progress often has a role to play there as well. Part of this decline in the labor share, for instance, is thought to be explained by globalization, the increasingly free movement of goods, services, and capital around the world. The IMF believes that this explains another 25 percent.35 But what is actually responsible for this globalization? Technological progress, in large part. After all, it is falling transportation and communication costs that have made globalization possible.
Figure 8.5: Falling Labor Share of Income in Developed Economies32
Another explanation for the fall in the labor share is the rise of “superstar” firms: a small number of highly profitable companies that are more productive than their competitors and capture a large share of their respective markets. These superstar firms tend to require less labor input per unit of output than their displaced competitors, and so as they become more dominant the labor share of income in the overall economy falls. Sales concentrations have risen, for instance, within most industries in the US private sector: and in the industries where that rise is the largest, the labor share has fallen the most.37 Once again, though, when you look at the reasons for their dominance, technology—in the form of globalization, among other factors—is often thought to be responsible.38 It is also telling that in industries where technological progress is faster, the concentration of companies appears to be rising most rapidly.39 In 2018, of the top ten most valuable companies in the world, seven were in the technology sector.40
Figure 8.6: US Productivity and Wages, 1948–201636
INEQUALITY IN CAPITAL INCOME
As the part of the pie that goes to workers shrinks, the part that goes to owners of traditional capital gets correspondingly larger. If we are concerned about inequality, this is a particularly problematic trend because the income from traditional capital is even more unevenly shared out across society than the income from salaries and wages. This fact is true “without exception,” notes Thomas Piketty, in all countries and at all times for which data is available.41
The reason why the flow of income from traditional capital is so unequal is because the ownership of that capital is itself very unequally distributed—and increasingly so. In 2017, the charity Oxfam asserted that the world’s eight richest men appeared to have as much wealth as the entire poorest half of the global population.42 It is possible to argue about the details of its calculations, but other numbers paint a similar picture.43 Gini coefficients for wealth, for instance, tend to be twice as high as those we saw calculated for income before.44 And Piketty notes that in most countries, the richest 10 percent tend to own half or more (often much more) of all the wealth, while the poorest half of the country’s population “own virtually nothing.”45
The United States, once again, offers a particularly clear example. The poorest 50 percent of Americans own only 2 percent of the country’s wealth.46 But the richest 1 percent, who owned a bit less than 25 percent of the country’s wealth at the end of the 1970s, now own more than 40 percent of it.47 And the richest 0.1 percent of Americans, a group of just about 160,000 people, own about 22 percent of all the wealth in the country, with more than half of all wealth built up in the United States from 1986 to 2012 flowing to them.48 The result is seen in Figure 8.7: America now finds itself in a situation where the top 0.1 percent holds the same amount of wealth as the poorest 90 percent combined. It is a throwback to an old-fashioned, 1930s arrangement of society, where a capital-holding class lives a gilded lifestyle while most people have very little by comparison.49
LOOKING AHEAD
As the preceding pages show, beneath the headline story of growing inequality around the world lie three distinct trends. First, human capital is less and less evenly distributed, with people’s different skills getting rewarded to very different degrees; the part of the economic pie that goes to workers as a wage is being served out in an increasingly imbalanced way. Second, human capital is becoming less and less valuable relative to traditional capital; that part of the pie that goes to workers as a wage is also shrinking relative to the part that goes to owners of traditional capital. And third, traditional capital itself is distributed in an extraordinarily uneven fashion, an inequality that has been growing more and more pronounced in recent decades.
Figure 8.7: Wealth Shares of the Top 0.1 Percent and Bottom 90 Percent50
These trends do not always hold everywhere in exactly the same way. In the UK, for instance, it is not clear whether the labor share of income has in fact fallen. In Central Europe and Japan, unlike the United States, the share of income going to the top 1 percent has actually tended to decrease during the twentieth century. There are other noteworthy exceptions, too. Still, the big picture remains the same: for the most part, economies around the world are becoming more prosperous but also more unequal. And the main culprit in this is technological progress.
Of course, technology is not the cause of all inequality. But it is often the main driver of these trends, both directly—by increasing the pay of high-skilled workers, or encouraging firms to use more traditional capital relative to labor—and indirectly, by promoting globalization and other economic shifts. (It is also worth remembering that technological progress is largely responsible for making the economic pie bigger in the first place. In other words, to a significant extent it accounts for both the “income” and the “inequality” in income inequality.)
Exploring how inequality works today is useful because it should help alleviate any residual skepticism about the looming threat of technological unemployment in the future. Right now, most societies share out prosperity by rewarding people in the marketplace for the capital that they own, both human and traditional. Today’s growing inequalities show that this approach is already creaking: a few people own immensely valuable capital, but many more have little of value. Technological unemployment, as noted before, is just a more radical version of this same story; one where the market mechanism fails completely, and many people are left without any valuable capital at all. President John F. Kennedy famously quipped that a “rising tide lifts all boats,” by which he meant that economic growth would benefit everyone in society. What he failed to point out, though, was that in a strong enough tide, those who find themselves without a boat—that is, those without any capital at all that is valued by the market—will simply drown.
But investigating how inequality works today is also useful for a second, more optimistic reason: it shows us that we can do something about technological unemployment in the future. As noted above, the three trends that underlie increasing inequality do not show up in the same way in all countries, even though everywhere is exposed to the same technological changes. This is not an inconvenient fact to be brushed aside, but a revealing one, suggesting that what countries do in response to technological change really matters. As the leading scholars of inequality put it, “income inequality has increased in nearly all world regions in recent decades, but at different speeds. The fact that inequality levels are so different among countries, even when countries share similar levels of development, highlights the important roles that national policies and institutions play in shaping inequality.”51
Income inequalities are not inevitable. The only thing that is inevitable is that when some people arrive in this world, the lottery of life might or might not have granted them some unique talents and abilities, might or might not have placed them with particularly pleasant and affluent parents. These sorts of initial imbalances are unavoidable. But that is not true of all the imbalances that follow. There is no reason why those who are born with good luck should be the only people able to gather up valuable capital, nor any reason why the children of parents who enjoyed good fortune in their lives should be so disproportionately advantaged in their own. And in turn, there is no reason why the imbalances that do exist in who owns capital must also translate into such vast inequalities in how much income people ultimately earn.
Standing between the unavoidable initial imbalances and the ultimate inequality of income is the full spread of institutions that we, as a society, decide to build together: our schools and universities, our taxation and welfare systems, our labor unions and minimum wage laws, to name just a few. These change not only how capital is distributed to begin with, but also what the eventual returns on that capital look like. They determine how this economic prosperity is shared across society.
Inequality, then, is not inevitable. And the same is true for the economic imbalances that technological unemployment would bring about. We have the power to shape and constrain these economic divisions—if we want to.
THE DISTRIBUTION PROBLEM
When Keynes first wrote about technological unemployment, the economic atmosphere was utterly miserable. It was 1930, the Great Depression had begun, and a prolonged period of economic gloom was descending across the entire industrial world. Yet despite the bleakness of the moment, he told his readers not to panic. He asked them to try “disembarrassing” themselves of any “short views” and instead take “wings into the future” with him. In time, he thought, we would solve “the economic problem,” the traditional “struggle for subsistence,” and we would not need to worry about technological unemployment after all—because by then the economic pie would be large enough for everyone to live on. If technological progress carried on at a steady pace, he calculated, the pie would be the right size within a hundred years—that is, by 2030.52
In one sense, Keynes was right in this prediction, and almost a decade before his self-imposed deadline. Today, global GDP per head is almost large enough—as we have seen, it amounts to nearly $11,000 a year—to pull every human being on the planet out of the struggle for subsistence. Anticipating such prosperity, Keynes moved on swiftly in his writing, musing instead on how we might most pleasantly pass our time in this coming “economic bliss.”53 He thought the traditional economic problem of poverty would be replaced by a different problem that was not really about economics at all: how people might put to use all the leisure that technological progress will have won them, how everyone might “live wisely and agreeably and well.”54 For that reason, the prospect of technological unemployment did not worry him at all.
Yet in another sense, Keynes made a serious miscalculation. In his relaxed reflections, he took something significant for granted: that the world’s prosperity would automatically be enjoyed by everyone. As we have seen in this chapter, that is far from the truth. As Joseph Stiglitz, a Nobel laureate in economics, put it, “the key issue—to which Keynes repeatedly paid insufficient attention—is that of distribution.”55 Things may look rosy in the global economy as a whole, but “the economic problem” has only been solved for a privileged and lucky few.56 For most people, their slice of the growing economic pie is still wafer-thin. For many, their share amounts to just some crumbs.57
The distribution problem is not new. Inequality has always been with us, and people have always disagreed about how to respond. But the danger is that technological progress will make this distribution problem even more severe, and harder to solve, in the future. Today, many people lack traditional capital, but still earn an income from the work that they do, a return on their human capital. Technological unemployment threatens to dry up this latter stream of income as well, leaving them with nothing at all.
How we should respond is the focus of the rest of the book.
When confronted with the threat of technological unemployment, the most common response from those who think about the future of work—commentators and economists, politicians and policymakers—is that we need more education. From this point of view, the problem facing us is ultimately a skills challenge, and if we give people the right education and training, then this challenge will be resolved. If most people get their income as a return on their human capital, then we have to stop that flow from drying up. Jason Furman, the former chair of President Obama’s Council of Economic Advisers, captured this conventional wisdom in a tweet. “Work has a future,” he wrote, and “whatever it is, education will help.”1
For the moment, this is indeed our best response, and the most pressing task that we face is figuring out what “more education” actually means. That is what I try to do in the first part of this chapter. However, as time goes on and machines become ever more capable, education will be of diminishing help. The idea that education can indefinitely solve the employment problems created by technological progress is pervasive and largely unchallenged; it is also, as we will see in the second part of this chapter, a big mistake.
THE HUMAN CAPITAL CENTURY
The faith in the power of education to help workers adapt to technological progress comes largely from the past. As we have seen, in the twentieth century technological progress tended to be skill-biased, making the efforts of better-educated workers more valuable relative to those of others. During that time, people who acquired and honed the right skills flourished. And today, an education is still one of the best economic investments a young person could make. If you go to college in the United States, it will cost you about $102,000 on average (in tuition and four years of forgone salary while studying), but as a college graduate you can expect to earn more than $1 million during your lifetime—more than twice the amount you would earn with only a high school diploma.2 Put another way, a college degree in the United States has an average annual return of more than 15 percent, leaving stocks (about 7 percent) and bonds, gold, and real estate (less than 3 percent) trailing far behind.3
Education also does more than just help individuals: it is responsible for thrusting entire economies forward as well. Again, this was particularly true in the twentieth century, so much so that economists called it the “human capital century.” During the eighteenth and nineteenth centuries a country’s prosperity depended on its willingness to invest in traditional capital, its factories and industrial machines, but in the twentieth century that changed, and prosperity started to depend far more upon an eagerness to invest in human capital, the skills and capabilities of its workers. Why the switch? Because new technologies increasingly required specialized skills, and countries that had better-educated workforces were better equipped to put these technologies to proper use. “Simple literacy and numeracy,” write Claudia Goldin and Lawrence Katz, two leading scholars of these changes, were “no longer sufficient” for economic success.4 More education was needed.
What “more” actually meant, though, changed over the course of the twentieth century. In the beginning, it meant more people. The ambition was mass education: that everyone, whatever their background or ability, should have access to proper schooling. This was slow in coming. In the 1930s, Goldin and Katz report, the United States was “virtually alone” in providing free secondary school.5 But as time passed, other countries caught up and copied that initiative. Today, it is commonplace. And by the end of the twentieth century the meaning of “more” had transformed. It no longer meant simply educating more people, with schooling available to all, but more advanced education, with a focus on colleges and universities. You can see this shift in priority in the statements of politicians around the turn of the century. In 1996, US president Bill Clinton introduced sweeping tax changes that he hoped would make “the 13th and 14th years of education as universal to all Americans as the first 12 are today.”6 A few years later, UK prime minister Tony Blair declared that he had “no greater ambition for Britain than to see a steadily rising proportion gain the huge benefits of a university education.”7 And in 2010, President Barack Obama proclaimed that “in the coming decades, a high school diploma is not going to be enough. Folks need a college degree. They need workforce training. They need a higher education.”8
For now, this is likely to be right, and “more education” remains our best response at the moment to the threat of technological unemployment. But how should “more” be interpreted in the face of increasingly capable machines? The answer involves three changes to our current approach: in what we teach, how we teach it, and when we teach it.
WHAT WE TEACH
In the last few years, an array of policy proposals has come out to respond to the threat of automation. Running through all of them is a single underlying principle: that we must teach people skills that will make them better at whatever machines are bad at, not at what machines are good at. In other words, people should learn to perform tasks in which machines will complement them, rather than substitute for them.
A major implication of this advice is that we must stop teaching people to do “routine” work. As we have seen, “routine” tasks—ones that human beings find it easy to explain how they perform—are where machines already excel, and the substituting force is already displacing human beings. Instead of channeling people into that sort of work, we must prepare them to pursue roles like nursing and caregiving: jobs that involve activities that draw on faculties that, for the moment, remain out of reach of even the most capable machines. Alternatively, we could teach people to build the machines themselves, to design them and set them to appropriate use—another activity that, at the moment, machines cannot really do. For now, focusing on these sorts of activities will give workers the best chance of competing successfully with machines.
Some might bristle at the use of the word compete, preferring instead to use one of the many terms that suggest machines help human beings: augment, enhance, empower, cooperate, collaborate. But while words like that may be comforting, they give an inaccurate sense of the changes taking place. Today, new technologies may indeed complement human beings in certain tasks, raising the demand for people to do them; but, as we have seen, that arrangement will only continue as long as people are better placed than machines to do those tasks. Once that changes, though, the helpful complementing force will disappear. The complementing force is only a temporary help: competition, the never-ending struggle to retain the upper hand over machines in any given task, is the permanent phenomenon.
It might be tempting to scoff at the simplicity of the advice here: do not prepare people for tasks that we know machines can do better than human beings. But in fact, that basic principle remains largely ignored in practice. Today we continue to spend a great deal of time teaching people to do exactly the sort of “routine” activities that machines are already superior at, to say nothing about their future capabilities.
Think of the way that we teach and test mathematics, for instance. Many of the problems we set students in high school, if not university, can now be solved by apps like PhotoMath and Socratic: take a photo of the problem, printed or handwritten, with a smartphone, and these apps will scan it, interpret it, and give you an instant answer. It is not a good sign that we still teach and test mathematical material in such a routine way that free off-the-shelf systems like these can handle lots of it with ease. The challenge here is not new: decades ago, basic calculators shifted the emphasis of much mathematical instruction away from brute-force calculation to mathematical reasoning and problem solving. (British students, for instance, take specific exams where calculator use is required and questions are tailored accordingly.) A similar shift is now needed in response to these new technologies as well. And the same principle holds across all subjects: no matter what we teach, we need to explore the material in ways that draw on human faculties that sit out of reach of machines.
On the flip side, right now we also often fail to prepare people for tasks that machines are poorly equipped to do. Take computer science, for example. In the top quarter of US occupations by pay level, almost half of the job postings already require coding skills.9 In the future, the subject will almost certainly become even more important. And yet in England, for instance, it still remains a dull and uninspiring add-on to the national curriculum, entirely detached from the excitement unfolding at the field’s research frontiers. A recent survey found that English computer science teachers often had “no background” in the subject and “do not feel confident” teaching the material.10 In part, this is because those now tasked with teaching computer science are often the same people who used to teach the old-fashioned (and now discontinued) course in ICT, or Information Communication Technology—where students were taught to use Microsoft Word, Excel, and the like. Policymakers seem to have thought that because both subjects have something to do with computers, there was no urgent need to hire new teachers. Given the quality of the instruction, it is no surprise that only about one in ten students in England take up GCSE computer science at sixteen.11 More broadly, one in four adults across thirty-three OECD countries has “little or no experience of computers,” and most are “at or below the lowest level of proficiency” in using technology to solve problems.12
The simple-seeming guidance of preparing people for tasks at which machines will complement them, not substitute for them, is also useful for another reason: it forces us to think more carefully about where exactly in the labor market those complemented tasks are likely to be. Today, it is often assumed that those tasks are found in the most complex and well-paid roles. The aim of much policymaking, therefore, is to encourage people to “up-skill,” to pull themselves up through the labor market and try to secure a role at the top. That was the thrust of the comments made by Clinton, Blair, and Obama about college degrees for all. But that twentieth-century strategy is starting to look outdated. As we have seen, the level of education required by a human being to perform a task (in other words, whether it requires a high-skilled worker or not) is a diminishingly useful sign of whether the task can be automated. In fact, many tasks that cannot yet be automated are found not in the best-paid roles, but in jobs like social workers, paramedics, and schoolteachers. Preparing people for such careers will require a very different approach from the traditional one of trying to push an ever-greater number of students through an increasingly advanced formal education.
In the more distant future, however, the simple rule of avoiding “routine” tasks is not going to be enough. We know that machines will not be perpetually confined to “routine” tasks: they are already starting to perform tasks that, in humans, require faculties like creativity, judgment, and empathy. In some ways, machines are also starting to build themselves. (Think of AlphaZero, for instance, the game-playing system that figured out for itself how to become an unbeatable chess player.) This makes it doubtful whether humans eventually will even be able to hold on to work as machine builders.
The trouble with attempting to give any detailed advice for that more distant time, though, is that an impenetrable shroud of uncertainty hangs over exactly which tasks will remain out of reach of machines. All we really know with any confidence is that machines will be able to do more in the future than they can today. Unfortunately, this is not particularly useful for deciding what people should be learning to do. But that uncertainty is unavoidable. And so we are left with just our simple rule for the moment: do not prepare people for tasks that we know machines can already do better, or activities that we can reasonably predict will be done better by machines very soon.
HOW WE TEACH
Along with changing what material we teach, we also need to change how we teach. As many people have noted, if we were able to travel a few centuries back in time and step into a classroom, the setup would look remarkably familiar: a small group of students assembled in a single physical space, addressed by a teacher through a series of live lectures each roughly the same length and pace, following a relatively rigid curriculum.13 With talented teachers, serious students, and deep pockets to draw from, this traditional approach can work well. But in practice, those resources are often not available, and that traditional approach is creaking.
Today’s technology offers alternatives. Take one feature of the traditional approach, the fact that teaching in a classroom is unavoidably “one size fits all.” Teachers cannot tailor their material to the specific needs of every student, so in fact the education provided tends to be “one size fits none.” This is particularly frustrating because tailored tuition is known to be very effective: an average student who receives one-to-one tuition will tend to outperform 98 percent of ordinary students in a traditional classroom. In education research, this is known as the “two sigma problem”—“two sigma,” because that average student is now almost two standard deviations (in mathematical notation, 2σ) ahead of ordinary students in achievement, and a “problem” since an intensive tutoring system like this, although it can achieve impressive outcomes, is prohibitively expensive. “Adaptive” or “personalized” learning systems promise to solve this problem, tailoring what is taught to each student but at a far lower cost than the human alternative.14
Or consider another feature of the traditional classroom approach, the fact that there are only a limited number of people who can fit in a traditional classroom or lecture hall before it starts to get too cozy. In contrast, there is no limit to the number of students when teaching is delivered online, no “congestion effects,” as economists might say. A computer science course taught by the well-known Stanford computer scientist Sebastian Thrun, for instance, managed to reel in over 314,000 students.15 There are serious economies of scale with online education, too: the cost of providing a class online is almost the same whether it’s seen by a hundred people or a hundred thousand, a pleasing financial situation where the per student cost falls the more students who use the service.16
These “massive open online courses,” or MOOCs, were greeted with great enthusiasm and fanfare when they first emerged, a decade or so ago. Since then it has become clear that while a vast number of people might sign up for the courses, very few actually finish them; the completion percentage rates are often in the low single figures.17 We should not be too quick to dismiss this approach, though. Completion rates may be low, but enrollment numbers are very high, and a small proportion of a very large number is often still a large number: for instance, the Georgia Tech online master’s in computer science alone boosts the number of Americans with that degree by about 7 percent every year, despite the many dropouts (about twelve hundred Americans enroll annually, and about 60 percent of them finish the program).18 Also, while students who enroll in MOOCs may not follow through on their initial enthusiasm, its very existence shows that there is a huge demand for education that is currently not being met by our traditional education institutions. This demand can come from remarkably talented places, too. When Sebastian Thrun taught his computer science class to 200 Stanford students, and then to 160,000 non-Stanford students online, the top Stanford student ranked a measly 413th. “My God,” cried Thrun on seeing this, “for every great Stanford student, there’s 412 amazingly great, even better students in the world.”19
WHEN WE TEACH
Finally, the third change we need to make in response to increasingly capable machines is how often we teach. Today, many people conceive of education as something that you do at the start of life: you put aside time to build up human capital, and then, as you get older, you dip into it and put it to productive use. On this view, education is how you prepare for “real life,” what you do to get ready before proper living begins in earnest.
I have been on the receiving end of this way of thinking myself. After working in 10 Downing Street, I returned to academia to study for a postgraduate degree. And when asked at a dinner table what I did for work, I would reply, “I am working on a doctorate in economics.” Invariably, my interlocutor would blanch, regretting having steered into a conversational cul-de-sac, and say with a wry smile: “Ah, a perpetual student.” That response captures an unhelpful conventional wisdom: after a certain age, further education is considered to be a sign not of productivity, but of indolence and flippancy.
In the coming years, this attitude will need to change. People will have to grow comfortable with moving in and out of education, repeatedly, throughout their lives. In part, we will have to constantly reeducate ourselves because technological progress will force us to take on new roles, and we will need to train for them. But we will also need to do it because it is nearly impossible right now to predict exactly what those roles will be. In that sense, embracing lifelong learning is a way of insuring ourselves against the unknowable demands that the working world of the future might make on us.
In some places, these ideas are already ingrained. The Nordic countries, including Denmark, Finland, and Norway, are particularly fond of the idea. And Singapore offers all its citizens over twenty-five a lump-sum credit worth about $370 to spend on retraining, with periodic top-ups to refresh the balance. It is a relatively modest sum, given the scale of the challenge, but distinctly better than nothing at all.20
THE BACKLASH AGAINST EDUCATION
If we can adapt what, how, and when we teach, then education is our best current bulwark against technological unemployment. In the last few years, though, there has been a surge of skepticism about the value of education—in particular, about the relevance of the teaching that is currently provided in universities and colleges. Just 16 percent of Americans think a four-year degree prepares students “very well” for a well-paying job.21 In part, this may have been prompted by the fact that many of today’s most successful entrepreneurs dropped out from these sorts of institutions. The list of nongraduates is striking: Sergey Brin and Larry Page left Stanford University; Elon Musk did likewise; Bill Gates and Mark Zuckerberg left Harvard University; Steve Jobs left Reed College; Michael Dell left the University of Texas; Travis Kalanick left the University of California; Evan Williams and Jack Dorsey left the University of Nebraska and New York University, respectively; Larry Ellison left both the University of Illinois and the University of Chicago; Arash Ferdowsi (cofounder of DropBox) left MIT; and Daniel Ek (cofounder of Spotify) left the Royal Institute of Technology.22
This list could go on. Though these entrepreneurs stepped away for various reasons, all shared the same trajectory afterward: out of education, and into the stratosphere of the labor market. It is tempting to dismiss them as exceptional cases. It is certainly true that not all dropouts start large, successful technology companies; it is also true that the point of education is not necessarily to raise everyone to start a large technology company. But among those who do, dropouts are not uncommon, and it is a pattern worth reflecting upon for a moment.
Alongside that list’s anecdotal power, there are also deeper arguments about why faith in “more education” might be misplaced. The entrepreneur Peter Thiel offers the most provocative version of that case. He claims that higher education is a “bubble,” arguing that it is “overpriced” because people do not get “their money’s worth” but go to college “simply because that’s what everybody’s doing.” Thiel does not deny that those who are better educated tend to earn more on average, as we saw before. Instead, he is suspicious that we never get to see the counterfactual: how these students would have done without their education. His sense is that many of them would have earned just as much, and that universities are “just good at identifying talented people rather than adding value.” Thiel now offers $100,000 grants to young students who choose to “skip or stop out of college” to start companies instead.23 The Thiel Foundation, which manages the grants, points out that its recipients have started sixty companies worth a combined total of over $1.1 billion. (The foundation omits to mention, though, that we never see their counterfactual, either: what those entrepreneurs would have done without their grants.)
The question of whether universities are “just selecting for talented people who would have done well anyway … isn’t analyzed very carefully,” Thiel complains.24 In fact, though, many economists have spent large portions of their lives thinking specifically about this issue. The problem is so popular that it has its own name: “ability bias,” a particular case of what’s known in econometrics as “omitted variable bias.” (In this case, the omitted variable is a person’s innate ability: if higher-ability people are more likely than others to go to university in the first place, then attributing their greater financial success to their education alone leaves out a significant part of the story.) Economists have developed a tool kit of techniques to address this omission, and their sense—contrary to Thiel’s—is that even once ability bias is accounted for, universities still appear to have a positive impact. Talented people might earn more than others in any case, but education helps them earn even more than they would otherwise.
But how do colleges and universities help people earn more? There are influential economists—several Nobel laureates among them—who think that it has very little to do with giving students new skills or making them more productive workers. Instead, these economists argue that a large chunk of education is a wasteful phenomenon known as “signaling.” In this view, education may well increase people’s wages not because it makes them more able, but because it is difficult—so only people who are already very able before they start school are able to complete it. So just as a peacock signals his virility to a potential mate by having a particularly fancy set of tail feathers, a student can signal her ability to a potential employer by having a particularly fancy degree. Some suggest that up to 80 percent of the financial reward from education is actually just this ability to stand out from others.25 On this view, education really has very little to do with giving people new skills at all.
Thiel’s general skepticism, then, is important, even if his particular complaint is overstated. Even more important, in general, is a willingness to critique our education system. We tend to treat our schools, universities, colleges, and training centers as if they are sacred: questioning their economic usefulness provokes strong reactions, from discreetly raised eyebrows to more vociferous outrage. Larry Summers, pulling no punches, once described Thiel’s $100,000 grants to young students who chose not to go to college as “the single most misdirected bit of philanthropy in the decade.”26 Yet no institution, however venerated and esteemed, should escape critical examination in thinking about the future, our educational institutions included.
THE LIMITS TO EDUCATION
In addition to the current doubts about the value and usefulness of higher education, two other problems are likely to emerge when we look to “more education” as a reprieve from technological unemployment. Of course, education has other purposes beyond simply making sure people are able to find well-paid work, and we will turn to such noneconomic concerns in later chapters. For now, though, I want to focus on education specifically as a response to the economic threat of automation—and on the limitations it has in that regard.
Unattainable Skills
Today, when people propose “more education” as a response to the threat of automation, they do so with a readiness that does not reflect quite how difficult it can be to bring about. New skills are treated as if they were manna from heaven—falling down from the sky in plentiful supply, to be gathered up with little effort by those who need them. But education is not like that. It is hard.27 It is all very well to say that if workers are displaced by machines, and new work arises that requires different skills, they can swiftly learn them and all will be well. In practice, things do not work like that at all. The difficulty of retraining is part of the reason for frictional technological unemployment: even when there is work out there for human beings to do, those jobs may sit tantalizingly out of reach of people without the skills required to do them. And this is the first limit to education: for many people, certain skills simply may not be attainable.
One reason for this is natural differences. Human beings are born with different bundles of talents and abilities. Some are nimble-footed, others manually dexterous; some have sharp minds, others a finely tuned empathetic touch. These differences mean that some people will inevitably find it easier than others to learn to do new things. And as machines become increasingly capable, narrowing the range of things remaining for people to do, there is no reason to think that everyone will necessarily be able to learn to do whatever is left to be done.
Another reason why skills might be unattainable is that learning to do new things consumes time and effort. We spend large parts of our lives trying to perfect whatever talents and abilities we have, and like the proverbial oil tanker we find it difficult to slow down and change course. Whenever I take a ride in a London taxi, for instance, I am in awe of the drivers: each one has spent years memorizing every street in London, all twenty-five thousand of them, building a legendary body of street smarts known as “the knowledge.” Worrying about their future in the age of self-driving cars, I wonder how they might have fared as doctors or lawyers if they had turned their remarkable memories to remembering symptoms and illnesses, or regulations and court cases, rather than destinations and routes. At this point, though, for older drivers a U-turn like this is likely to be a fantasy. What’s more, even if it were possible, it might not make financial sense for them. It is one thing to incur the expense of training at the start of your life, with decades of potential earnings ahead to pay it back, but older workers may simply not have enough productive time left in the labor market to recoup it if the burden of repayment falls on them alone.
It would be nice to think that as human beings we are all infinitely malleable, entirely capable of learning whatever it is that is required of us. And you might argue that the difficulty of education is no reason to avoid it. After all, did President Kennedy not say that we do important things “not because they are easy, but because they are hard”?28 The thrust of Kennedy’s comment may be right. But we have to temper our idealism with realism. If “hard” turns out to mean impossible, then inspirational rallying cries to reeducate and retrain are not helpful.
As part of the Program for the International Assessment of Adult Competencies (PIAAC), the OECD recently conducted a survey of literacy, numeracy, and problem-solving skills of adults around the world. The results are striking. “There are no examples of education systems that prepare the vast majority of adults to perform better in the three PIAAC skills areas than the level that computers are close to reproducing,” the report states. “Although some education systems do better than others, those differences are not large enough to help most of the population overtake computers with respect to PIAAC skills.”29 In this account, even the best existing education systems cannot provide the literacy, numeracy, and problem-solving skills that are required to help the majority of workers compete with today’s machines—never mind the capabilities of machines in the future. At present, the survey estimates, only 13 percent of workers use these skills on a daily basis with a proficiency that is clearly higher than that of computers.30
Such observations might seem uncompassionate. To highlight differences in ability among human beings feels divisive, and the thought that education might not work for everyone seems pejorative. Moreover, both of these seem to carry an unpleasant undertone that some people are “better” or “worse” than others. In his book Homo Deus, the historian Yuval Harari argued that technological trends will lead to the rise of a class of “economically useless people.” When he made this point in an interview with Dan Ariely, an influential psychologist, the latter was so irritated and offended that he blurted out: “Don’t call them useless!”31
Yet Harari’s point is not incompatible with Ariely’s sympathizing instinct. Harari was arguing, rightly, that some people may cease to be of economic value: unable to put their human capital to productive use, and unable to reeducate themselves to gain other useful skills. He was not claiming that they would end up without any value as human beings. That we so often conflate economic value and human value shows just how important the work that we do (or are seen by others to do) can be. It is a conflation we will return to at the end of this book, when contemplating the search for meaning in a world with less work.
Insufficient Demand
Aside from the difficulty of retraining everyone, the second difficulty with “more education” as an answer to technological unemployment is that it can, at best, only tackle one small part of the problem: the scenario where people lack the skills to do the available work. As we have seen, though, the threat is far more multifarious than that. Frictional technological unemployment is not only caused by workers having the wrong skills: it may also be a product of identity mismatch and place mismatch. (If displaced workers choose not to take up available work because it sits uncomfortably with the type of person they want to be, or if they are unable to move to where new work is being created, then education will not help at all.) But more important, education will also struggle to solve the problem of structural technological unemployment. If there is not enough demand for the work that people are training to do, a world-class education will be of little help.
That is not to say education can be of no help in solving the problem of structural technological unemployment. Just as new technologies can increase the demand for the work of human beings by making them more productive at their work, so, too, can education. If doctors or lawyers, for instance, become more productive thanks to better training, they may be able to lower their prices or provide a better-quality service, drawing a bigger clientele. One hope, therefore, is that if structural technological unemployment is caused by a lack of demand for the work of human beings, education could help prop up that demand by making people better at the work that remains for them to do.
As time passes, however, the burden on education to act in this way will grow larger and larger. With technological progress causing the demand for workers to wither away, education will continually have to create more and more demand to make up the shortfall. It is very difficult to see how this could happen indefinitely. As noted before, we are already reaching the point where workers’ skill levels are plateauing. There are some limits on how effective education can be in making human beings more productive.
What’s more, no comparable limit appears to exist in how productive machines could be in the future. As we have seen, when machines operate in different ways from human beings, there is no reason to think that our capabilities must represent the peak of their capabilities. Today, people interested in the future of work spend a great deal of time speculating about the capabilities of machines and where the limits of engineering might be; rarely, though, do we look at ourselves with the same critical eye, to ask about our own boundaries and the limits of education. My sense is that these human limits may be far closer than we think.
THE END OF THE ROAD
When I began to research and write about the future, my preoccupation was with “work.” I wanted to know what technological progress would mean for people currently working for a wage: everyone from accountants to bricklayers, teachers to dog walkers, lawyers to gardeners. What would actually happen to them? The reluctant answer I reached is the one set out in the book so far. It is hard to escape the conclusion that we are heading toward a world with less work for people to do. The threat of technological unemployment is real. More troubling still, the traditional response of “more education” is likely to be less and less effective as time rolls on. When I reached this conclusion, my challenge seemed clear: to come up with a different response, one that could be relied upon even in a world with less work.
Yet as I started to imagine what such a response might look like, I came to realize that my focus on the future of work alone was far too narrow. Instead, I found myself grappling with the more fundamental question set out in the last chapter: How should we share our society’s economic prosperity?
Today, as we have seen, a large part of our answer to that question is “through work.” Almost everyone has a bundle of talents and skills, their human capital, and they go out into the world of work looking for a job. In turn, these jobs provide workers with a slice of the economic pie in the form of a wage. This is why we regard work as so vital today, and why the idea of obtaining enough education to keep being employed is so attractive. But it is also why the prospect of a world of less work is so disconcerting: it will put the traditional mechanism for slicing up the economic pie out of use, and make the familiar response of more education far less effective than it once was.
Properly responding to technological unemployment, then, means finding new answers to the question of how we share out our prosperity, ones that do not rely on jobs and the labor market at all. To solve the distribution problem in the future, we need a new institution to take the labor market’s place. I call it the Big State.
The great economic dispute of the last century was about how much economic activity should be directed by the state, and how much should be left to the undirected hustle of individuals, free to do their own thing in the market. It was a deep intellectual conflict, a violent clash of ideas regarding the theoretical merits of two very different ways of organizing economic life: central planning on the one hand, and the free market on the other. Friedrich Hayek, perhaps the best-known champion of markets, thought that planning was “the road to serfdom,” a path not only to economic catastrophe, but to totalitarianism and political tyranny. Then there were others, like Hayek’s student Abba Lerner, who felt quite differently: defecting from his teacher’s thinking, Lerner wrote what his biographer described as a “user’s manual” for central planners, The Economics of Control.1
The disagreement divided the world. The United States and its allies thought free markets were the way to go; the Soviet Union and its allies viciously disagreed. At times, central planning appeared to have the upper hand. In 1960, the US government polled ten countries and found that the majority in nine of them thought in a decade’s time the Russians would be ahead scientifically and militarily. As the century progressed, statistics trickling out of the Soviet Union painted a picture of astounding economic performance. Then there was the great American humiliation of 1961, when the Soviet cosmonaut Yuri Gagarin became the first person to travel to outer space; hanging in victory above the world, he almost seemed to be mocking the West below. But as the century went on, cracks started to appear—then canyons. We now know the Soviet statistics were not so much massaged as pneumatically drilled into a flattering shape. In the late 1980s, a Russian economist named Grigorii Khanin recalculated the country’s growth statistics and published his findings to great outcry in his homeland. While the Soviets had claimed that economic output in 1985 was more than 84 times that of 1928, Khanin found the multiple to be around a measly 7.2 A few years later, the Soviet Union fell apart.
Given this history, calling for a Big State to solve the distribution problem in the future might sound odd. It appears not just to hark back to this old contest between markets and central planning, but to back the losers of the race—the planners. Didn’t the twentieth century emphatically show that they were mistaken? Indeed it did. It provided compelling confirmation that for making the economic pie as big as possible, teams of smart people sitting in government offices and trying to coordinate the economic activity of all citizens according to a master blueprint are no match for the productive chaos of free markets. In calling for a Big State, however, I mean something different: not using the state to make the pie bigger, as the planners tried and failed to do, but rather to make sure that everyone gets a slice. Put another way, the role for the Big State is not in production but in distribution.
If left to its own devices in a world with insufficient work, the free market—and in particular the labor market—will not be able to continue performing that distribution role.3 As we have seen, the journey to a world with less work will be characterized by large and growing inequalities. The precedent for dealing with these sorts of major economic imbalances is not encouraging. In the past, such vast inequalities have been reduced on just a few occasions, and only through apocalyptic catastrophes. In Europe, for instance, the last two big falls in inequality were caused by the Black Death plague pandemic in the fourteenth century, and then by the slaughter and destruction of the two world wars in the twentieth. It is hardly a stomach-settling precedent.4
This, then, is the reason the Big State has to be big. If we are to find a way to narrow the inequalities by a less cataclysmic route than in the past, it is clear that tinkering and tweaking, as the state has tried before, will not be enough. The only way to deal with the looming disparities is to attack them aggressively and directly.
WHAT OF THE WELFARE STATE?
But do we not already have a Big State—the “welfare state”? It is true that, today, in most of the developed parts of the world, there are many institutions in place alongside the labor market that are designed to support those who find themselves without reliable or sufficient incomes. The particular design, sophistication, and generosity of these mechanisms differs across countries, of course, but they operate in a shared spirit, drawing on a centuries-old argument that says that society has an obligation to help the less fortunate. It is sometimes said that this thinking began with a young Spaniard, Juan Luis Vives, and his 1526 book On Assistance to the Poor. At the time, the idea was so controversial that Vives was unwilling to even write the title in a letter to his friend, for fear that “it would fall into the wrong hands.”5 For a long time, the needy relied upon the charity of the prosperous and the free time of volunteers. Gradually, though, local authorities started to respond to beggars and vagabonds by providing them with support or the chance to work.
At the turn of the twentieth century, these welfare institutions started to grow in both generosity and complexity. Countries began to provide unemployment insurance and industrial injury benefits, sickness insurance and old-age pensions, all in an effort to offset the reality that those who lacked a job for any reason would have no income at all.6 In the UK in particular, serious change started with a 1942 government report called Social Insurance and Allied Services, written by economist William Beveridge. Despite its dry title, the Beveridge Report, as it became known, was remarkably influential and well received. Polls showed a majority of all social classes at the time supporting Beveridge’s call for more state-provided support. Copies were circulated among troops and dropped behind enemy lines; versions were found, carefully annotated, in Hitler’s final bunker.7
Since the time of the Beveridge Report, many other proposals have also been made to make sure that everyone in a given society has enough income. Some have remained only theoretical; others became actual policy. For the most part, these plans have tended to piggyback on the labor market, trying to boost people’s incomes either by supplementing the wages of low-paying jobs or by attempting to get more people into work in the first place.8 For example, “working tax credits” or “earned income tax credits” provide tax-offsetting payments to people who earn below a certain amount despite having a job (hence these credits are “earned” through work); most OECD countries have introduced schemes like this in the last few years. Straightforward wage subsidies are another way of addressing insufficient incomes: here, the state, rather than fiddling around with tax credits, instead directly subsidizes low-paid workers to raise their earnings. In various ways, these policies all try to “make work pay”—or, in the case of unemployment benefits, which generally require recipients to be looking for a new job, to make “looking for work” pay instead.
Given that such income-boosting institutions and interventions are already in action around the world, why should we not simply focus on improving and expanding them, perhaps with additional funding and a few tweaks? Why do we need a Big State at all? The answer is that almost all of these schemes were designed for a world where employment is the norm, and unemployment a temporary exception. In a world with less work, neither of these would be true.
Consider the Beveridge Report again, for example. Central to Beveridge’s plan for improving British society was the labor market itself. Those who had jobs would make contributions to a collective pot that supported those who could not work (perhaps the ill or the elderly), as well as those who were able to work but found themselves temporarily without a job. The unemployed could draw payments from that pot, but only on the condition that they would be prepared to train for new work while receiving this support. Today, systems like this are often called social safety nets, but they are meant to act more like trampolines, throwing people back up into work after a stumble. Yet if technological unemployment comes about, this approach would fall apart. With fewer jobs, it would be far harder to bounce back after a slip. And the trampoline would start to strain and creak under the weight of all who gathered on it in expectation of support.9
The Beveridge Report, with its talk of slaying five “Giant Evils” of society—want, disease, ignorance, squalor, and idleness—did not read like a run-of-the-mill government policy paper. It is furious and polemical, rallying its readers up front with a call to arms (and alms): “a revolutionary moment in the world’s history is a time for revolutions, not for patching.”10 Today, we may be approaching a similar moment. Indeed, the challenge we face is probably even larger. The problems of Beveridge’s time, though severe, were limited to some segments of society, particularly the poor. But as we have seen, the problem of technological unemployment is unlikely to discriminate in that way. It will reach into many more corners of the labor market. Our instinct should not be to tinker and tweak the institutions we have inherited. Instead, as Beveridge did, we have to free ourselves from old ideas, and be far bolder.
In that spirit, the Big State will have to perform two main roles. It will have to significantly tax those who manage to retain valuable capital and income in the future. And it will have to figure out the best way to share the money that is raised with those who do not.
TAXATION
Today, taxes are not a topic that tends to excite people. People like talking about taxes almost as little as they enjoy paying them. But in a world with less work, taxation will be a critical mechanism in solving the distribution problem. A Big State will have to tax income where it still remains and share it out to the rest of society.
The first question, then, is whom or what to tax. And the simple answer is to follow the income. The previous discussion of the trends in economic inequality provides a strong sense of where money might be found in the future: increasingly, the part of the pie that goes to workers is shrinking relative to the part that goes to those who own traditional capital. What’s more, as we have seen, both of those parts are themselves being sliced up ever more unequally, the traditional capital segment particularly so.
As we approach a world with less work, these trends may not hold at the same pace in all places. The Big State will need to be nimble-footed in identifying exactly where income is tending to gather and accumulate. But given current trends, there are three likely places to look.
Taxing Workers
First, the Big State will have to tax workers whose human capital increases in value with technological progress. As we have seen, there will be no “big bang” moment where everyone suddenly finds themselves without work to do. The effects of technological unemployment are likely to be stuttering and uneven. Important, too, there will be some people who escape the harmful effects of task encroachment, who continue to prosper for many years in their work even as others get displaced. New technologies will go on complementing the efforts of these workers, rather than substituting for them. Think of a software developer in the future, for instance, simultaneously more productive because she has increasingly powerful systems at her disposal and more sought-after since the demand for her craft is likely to be voracious. There are others, too, who will likely be able to boost their wages, such as the “supermanager” CEOs we saw before. Both of these types of prospering workers will have to be taxed more than they are now. Economic theory suggests that, even today, the best tax rate to impose on the most prosperous might be as high as 70 percent—quite some distance from where it is at the moment.11
Taxing Capital
Second, the Big State will have to tax the owners of traditional capital. This may seem intuitive, given all that has been said about the way that new technologies increase the traditional capital owners’ share of the economic pie. But policymakers are still likely to face an uphill struggle, and not just for political reasons. Part of the challenge here will be a theoretical one: according to the most popular models in economics today, the best tax rate to set on this capital is zero. Different models give slightly different reasons for the zero rate. One argument says that capital taxes create distortions that grow explosively over time so they are to be avoided; another essentially proclaims that you can always tax labor efficiently, so why bother taxing capital.12 And while economists recognize that these models are limited, a feeling has still managed to seep through the economics profession that when talking about taxing traditional capital, the conversation ought to begin close to zero. As Thomas Piketty and Emmanuel Saez delicately put it, “The zero capital tax result remains an important reference point in economics teaching and in policy discussions.”13 This bias will have to be corrected.
A more practical difficulty is that the idea of taxing traditional capital is very ambiguous, far more so than taxing labor. Recently, public discussion has veered toward so-called robot taxes. Bill Gates is partly responsible for this, having caused a stir with his views on the subject. “Right now, the human worker who does, say, $50,000 worth of work in a factory, that income is taxed,” he said in a recent interview. “If a robot comes in to do the same thing, you’d think that we’d tax the robot at a similar level.”14
Well before Gates, others proposed robot taxes as well. Back in the early 1980s, for instance, during a previous bout of automation anxiety, a Washington Post reporter found himself in an autoworker union hall “in the sickly heart of car-making country … on a slate-gray Sunday afternoon.” A union president stood up to declare that “high technology and robots may eliminate each and everyone in this room.” As various experts “explained how robots could turn them into blue-collar anachronisms, the auto workers seemed, at first, bewildered. Then they got mad.”15 In response, the Machinists Union drew up a “Workers’ Technology Bill of Rights,” which, among other things, called for a robot tax. Unemployment, they wrote, would “decrease local, state, and federal revenues” and this “replacement tax” would be needed to fill the gap.16
To be sure, there are many problems with the idea of a robot tax. One is that thinking in terms of “robots” is overly simplistic, suggesting that we can perform a simple head count for them as we do for human beings. Even in Gates’s simple factory scenario, it is hard to know how to conduct a robot census and what exactly to tax. Another difficulty is that, as we have seen, machines do not simply substitute for workers, but also complement them. Since it is hard to disentangle these effects, how do we know that taxing robots would put a penalty on the harmful ones rather than on the helpful ones? And perhaps most important, we must remember that technological progress (of which robots are a part) drives economic growth—it makes the economic pie bigger in the first place. That is why Larry Summers calls the robot tax “protectionism against progress.”17 A robot tax might mean fewer robots and more workers, but it might also mean a smaller pie as well.
Each of these criticisms has some weight. Together, though, they represent a very narrow interpretation of a “robot tax.” If instead we treat the idea in a broader, more charitable way, as just a recognition of the fact that we will need to tax the income that flows to owners of increasingly valuable traditional capital, then it must be right. Quibbles about details and scope do not affect the fundamental point: solving the distribution problem in a world with less work will require the Big State to follow the income, wherever it comes from.18 In the Age of Labor, most people receive their income as a wage, so human capital has been the most important income source. But in a world with less work, traditional capital will start to matter far more.
A critical first step in taxing traditional capital will be achieving clarity regarding where that capital is located and who actually holds it. At the moment, its location is often unclear. Since the 1970s, the amount of household wealth held offshore, often in tax havens, has shot up; today, it stands at about 10 percent of global GDP, though, as Figure 10.1 shows, there is a lot of variation across countries.19 Tracing the owners of traditional capital is not an easy exercise, either. Apart from Switzerland, no major financial center publishes detailed statistics on the amount of foreign wealth held by its banks. Many of those who hold this capital do not want others to know about it.20
Inheritance tax will also become increasingly important. Of all taxes, this one—often tendentiously nicknamed the “death tax”—ranks as one of the least popular. Parents feel strongly that they should be able to pass on whatever they want to their children; their children feel strongly that they have a right to inherit, unfettered, from their parents.21 As a result, most places in fact are currently trying to reduce such taxes: in OECD countries, the proportion of government revenue raised by inheritance taxes has fallen by three-fifths since the 1960s, from more than 1 percent to less than 0.5 percent. Some countries have abolished them altogether.23 This is in spite of the fact that inherited wealth remains a big driver of inequality, and a particularly important explanation for why some people are extraordinarily wealthy. Over the last fifteen years, the number of billionaires in North America who inherited their wealth has increased by 50 percent. In Europe, it has doubled.24
Figure 10.1: Offshore Wealth as a Percent of GDP (2007)22
In the Age of Labor, we are resigned to the fact that we have to tax people’s inherited human capital: when we tax workers’ wages and salaries, we indirectly tax the talents they were lucky to be born with, as well as those acquired later on. As we approach a world with less work, we will have to become more comfortable with taxing inherited traditional capital instead.
Taxing Big Business
Third, and related, the Big State will have to tax large companies. In exploring the trends in inequality, we saw that more and more industries are becoming dominated by a shrinking number of corporations. This was important because these superstar firms appear to be partly responsible for the fall in the labor share of income. But this dominance leads not only to fewer workers, but also to healthier profits.25 As we move toward a world with less work, we will need to make sure that these profits are properly taxed as well.
In practice, this is already proving difficult. In the last few years, many large companies—particularly technology companies—have managed to minimize their tax payments with extraordinary success. With great economic power, it seems, often comes great irresponsibility. In 2014, for instance, Apple was able to pay almost no tax in Europe at all. Through assorted tax-planning wizardry, they managed to be taxed at an effective rate of 0.005 percent, a pathetic $50 on every million dollars they made in profit. To put this in context, in Ireland (where Apple’s tax bill was due), citizens with the lowest incomes paid their tax at a rate four thousand times higher than that.26 In the United States, the effective tax rate paid by US-owned companies to the American government has fallen consistently over the last few decades, even though the nominal tax rate—the one actually set by law—has been steady since the 1990s. Gabriel Zucman, the leading scholar of these trends, estimates that the effective tax rate paid by businesses to the US government fell by 10 percent between 1998 and 2013, with about two-thirds of that reduction due to increased tax avoidance. Again, tax havens play an important role in enabling this: since 1984, the share of US corporate profits reported in places like the Netherlands, Luxembourg, Ireland, Bermuda, Singapore, and Switzerland has increased more than eightfold.27
Tax avoidance by large corporations usually does not break the letter of the law governing corporate taxation, though it frequently offends the spirit of the law. (Sometimes it does both: the European Commission determined that Apple’s Irish tax breaks violate international regulations, and served Apple a bill of €13.1 billion.28) In other words, corporate tax avoidance stirs public outrage not because it is illegal but because it is immoral. 29 When highly profitable businesses rely on legal loopholes and technicalities to avoid paying a reasonable level of tax, it is seen as a betrayal of the trust that people placed in these companies.
This does not mean that people should be thrilled to pay their taxes. Not everyone has to share the enthusiasm of the great American jurist Oliver Wendell Holmes, who once said, “I like to pay taxes. With them I buy civilization.”30 What it does mean, though, is that there is a need to bring the letter of corporate tax law in line with the spirit. In other words, we need tighter legislation so that big companies are forced to pay their fair share.
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The next challenge will then be to enforce any such new legislation. In part, this requires greater political will and grit than what we see today; for instance, the number of potential tax cheats that the US Internal Revenue Service refers for criminal prosecution, relative to the size of the population, has collapsed by 75 percent over the last twenty-five years.32 In part, it also requires better officials and regulators—or, at least, officials and regulators who are as capable as the companies they are regulating. Most major companies are likely to instruct their tax experts to devise clever new moves and uncover new loopholes to avoid whatever rules are imposed on them. There is also the problem that even if regulators do catch up to the tax advisers, and one country is able to enforce a higher effective tax, a company can simply slip away and relocate somewhere else where taxes are lower. Many businesses, rather than bother to evade stricter tax laws, will move instead. (This is true not only for large companies, of course, but all owners of valuable capital.) For that reason, better international coordination to prevent such tax-evading relocations will be needed, too.
Greater political will, better officials and regulators, and more coordination between tax authorities are not new ideas. To date they have not been wildly successful ideas, either. What else could we do, then? One underexplored alternative is to try to shape the behavior of accountants—the people responsible for helping companies with their tax affairs. Today, accountants often see their role as helping clients pay less tax by any legal means necessary. This is the current culture of the profession. But perhaps it could be shifted in a better direction. Suppose a mandatory code of conduct were introduced that required accountants to follow the spirit of tax law, not merely the letter. Codes like this are already used for lawyers, doctors, and other professions today, with relative success, and they have sanctions built into them for members of the profession who ignore them.
Accountants might object that the spirit of the law cannot be definitively ascertained. And that is true—but the letter of the law can be mind-bogglingly ambiguous, too. That is how accountants make their money, after all: by helping people navigate and exploit those uncertainties in the tax system. Under this new code of conduct, their work would shift to helping navigate ambiguities in the spirit of the law instead, a step toward ending the tax avoidance industry that flourishes today.
THE INCOME-SHARING STATE
Once the Big State has raised the necessary revenue, the next question is how to share it so that everyone has enough income. In the twentieth century, as we have seen, answers to this tended to rely on the labor market. Revenue was spent on raising the wages of the lowest-paid workers and on supporting those who found themselves unemployed while encouraging them back into the job market. In a world with less work, however, these approaches will be markedly less effective than they were in the past.
This is why, among those who worry about the future of work, there is a lot of excitement about the idea of a universal basic income, or UBI. This scheme sidesteps the labor market altogether: it is a regular payment that the government provides to everyone, whether or not they are employed. Support for the UBI can also be found well beyond just those who are anxious about automation: it is one of those rare policy proposals that makes the political spectrum bend back on itself, with people on opposite ends meeting in violent agreement. Conservatives like the UBI because it is simple, promising to do away with the inefficient complexity of existing welfare systems, while liberals like it because it is generous, promising to get rid of poverty altogether. For our purposes, though, it is its implications for the world of work that are particularly interesting.
This enthusiasm for the UBI may be relatively new, but the idea itself is not. It was first proposed by Thomas Paine, one of America’s founding fathers, who published a pamphlet about it in 1796. In the opening pages, Paine describes his irritation on hearing a bishop preach that “God made rich and poor.” This, he thought, was completely wrong. God did not create inequality, Paine argued, but gave everyone “the earth for their inheritance” to share. And yet, looking around him, Paine saw that in practice only a small class of landowners came to enjoy that inheritance. To solve this, he proposed that everyone should be given an annual lump of cash to compensate them for their loss—a sort of UBI.33 Since then, the idea has continued to appear in various guises: as a “territorial dividend” and “universal benefit,” “citizen’s income” and “citizen’s wage,” “state bonus” and “demogrant.” (Today’s preferred label, “basic income,” appeared in the twentieth century.) Along the way, the concept has gathered illustrious supporters, from Bertrand Russell to Martin Luther King Jr.
The wide range of support for the UBI disguises the fact that key details of it are subject to uncertainty and disagreement. For instance, how are payments made? UBI supporters often argue that payment in cash is a “fundamental” part of their proposal, but in practice there are other reasonable ways to make people more prosperous.34 One approach, for instance, is to make important things available in society at no cost: rather than just give people cash, the state in effect makes certain purchases on their behalf. Already in the United States, about forty million people use the Supplemental Nutrition Assistance Program, or “food stamps,” to receive basic sustenance for free, worth about $1,500 a year.35 In England, health care and primary and secondary education are free for everyone who wants them, each worth thousands of pounds per year.36 Add up such initiatives, and you end up with a sort of UBI—though one that the state has already spent for you.
And if the income payments do get made in cash, how generous should they be? The UBI says “basic.” But what does that mean? Some economists think it implies a minimal payment, not very much at all. John Kenneth Galbraith, for instance, said that introducing “a minimum income essential for decency and comfort” is the right thing to do.37 Friedrich Hayek similarly spoke of “a certain minimum income for everyone.”38 Today’s prominent UBI advocates often agree. Annie Lowrey, author of Give People Money, makes the case for “just enough to live on and not more”; Chris Hughes, author of Fair Shot, argues for $500 a month.39 But there are others who feel differently. Philippe Van Parijs, today’s leading UBI scholar, wants to use UBI to build a “truly free” society, where people are not tied down by what they earn. That is a far loftier goal than what is envisaged by Galbraith and Hayek—and a far more expensive one, too. Or consider Thomas Paine, the man who invented the idea in the first place. For him, it was not about alleviating poverty, like Galbraith, nor providing security, like Hayek, nor achieving freedom, like Van Parijs; it was about compensation for lost farmland. Paine wanted the UBI to be large enough for everyone to “buy a cow, and implements to cultivate a few acres of land”—worth, it is said, about half the annual earnings of a farm laborer at the time.40 Again, that adds up to a rather sizable sum.
In large part, then, how basic “basic” actually is will depend on what the payment is intended to do. For Galbraith and Hayek, the emphasis was on a “minimum” because their ambitions for a UBI were relatively modest. Galbraith envisioned his UBI only as a floor in the standard of living beneath which nobody should be allowed to fall. Hayek proposed it to make sure that people had a baseline level of economic security: “food, shelter, and clothing” so everyone was fit and healthy and able to work, and little else. But if we are thinking about a basic income in the context of a world with insufficient work, the aim is likely to be much closer to the ambitious goals of Van Parijs and Paine. In that world, for many people the payments would provide not just a baseline income that they could top up through their work, like Hayek or Galbraith imagined, but their entire income full stop.
Finally, there is one more question to ask about the idea of a basic income. What are the conditions attached to the payment? Most UBI proponents would answer that, by definition, there are none. But in a world with less work, I believe, it is crucial to depart from this assumption. To deal with technological unemployment, we will need what I call a conditional basic income—a CBI, for short.
A CONDITIONAL BASIC INCOME
People who say that a UBI should be “universal” tend to have two things in mind: the payment is available to everyone who wants it, and it is made available without imposing any requirements on the recipient. The CBI I propose is different in both of those respects. It is only available to some people, and it explicitly comes with strings attached.
The Admissions Policy
When UBI advocates say that the basic income payment should be made available to everyone, most of them don’t really mean everyone. A literal interpretation of universality would imply that any visitor could drop by a country with a UBI, pick up their payment, and head right back home with a fatter wallet. To avoid this scenario, most advocates imagine that a UBI would only be available to the citizens of the country paying it out. (That is why it is sometimes called a “citizen’s income.”) This adjustment is often treated as if it is the end of the matter. In fact, though, it is just the beginning. A fundamental question remains unanswered: who gets to call themselves a citizen? Who is in, and who is out of the community? In a UBI, the admissions policy is missing.41
Over the last few decades, Native American tribes have shown just how contentious drawing up an admissions policy for a community can be. Within the borders of Native American reservations, the tribes have a degree of “tribal sovereignty,” meaning they are allowed to run some of their own affairs.42 Economic life on the reservations has always been very difficult: Native Americans have the highest poverty rate of any race group (26.2 percent compared to the US national average of 14 percent), and a suicide rate among young people that is 1.5 times the national average.43 In response, some reservations have used their sovereignty to start up gambling operations, building casinos to lure outsiders onto the reservations and boost the local economy. Today almost half of the tribes run casinos, some very small, but others large enough to rival the grand spectacles of Las Vegas. It is big business, too—over $30 billion in annual revenue.44
Some of the successful tribes, flush with income, have drawn up “revenue allocation plans” to share out this money among their members. And these plans look a lot like a UBI: all members of the tribe, often through no real productive effort of their own, get a slice of the income. The sums can be vast, as much as several hundreds of thousands of dollars per person every year. But here is the problem: payments like this create a huge economic incentive for recipients to kick others out of the group in order to secure a bigger slice of the income for themselves. And this is exactly what is happening with Native Americans, as long-standing community members find themselves getting expelled from their tribes by corrupt tribal leaders.
As we approach a world with less work, this sort of struggle over who counts as a member of the community will intensify. The Native American experience shows that dealing with questions of citizenship is likely to be fractious. The instinct in some tribes was to pull up the drawbridge—a reaction we can see in other settings, too. Consider the financial crisis in 2007 and its aftermath. As economic life got harder, the rhetoric toward immigrants in many countries hardened as well: they were said to be “taking our jobs,” “running down our public services.” There was a collective impulse to narrow the boundaries of the community, to restrict membership, to tighten the meaning of ours. In much the same way, support for so-called welfare chauvinism—a more generous welfare state, made available to fewer people—is on the rise. In Europe, for example, a survey found “both rising support for redistribution for ‘natives’ and sharp opposition to migration and automatic access to benefits for new arrivals.”45
In the Age of Labor, there has been a persuasive economic response to this instinct to exclude others: through their work, immigrants make the country’s economic pie bigger. As a result, letting in more people does not necessarily leave existing citizens with a smaller slice; on the contrary, there is often more income per capita to share out. But in a world with less work, that response will be far less compelling. There will be fewer opportunities for newcomers to contribute through their jobs, and a greater chance that they will depend on the efforts of others for their income. In that world, it is more likely that adding new members to a community will in fact lead to existing members having smaller slices of the pie. At that point, it will be far harder to respond to the hostility to outsiders with the economic reasoning of the past.
In short, the world of less work will not let us avoid the question of who is in the community and who is out. A CBI will force us to address that issue directly, rather than trying to dodge it with a UBI.
The Membership Requirements
The second piece of what UBI advocates mean when they say that payment is “universal” is that there are no demands placed on those who receive it. Whether a person is in work and what they earn, for instance, does not matter. There are no “means tests” or “work tests,” no strings attached. Put another way, once people meet the admissions policy, there are no membership requirements for maintaining eligibility.
This is sometimes a source of puzzlement. It seems to imply that a UBI would go not only to those with a very small income, who might really need it, but also to those with vast incomes, who do not. That appears to be a very poorly targeted waste of money. UBI advocates tend to reply that, on the contrary, it is actually very important that everyone receives the payments. First, they say, it is not wasteful: if payments are funded through taxes, then the rich may receive a payment, but they will also pay far higher taxes to support other people’s payments, more than making up for the income they get. Second, the approach makes practical sense: universal payments are easier to administer and less confusing for the recipients, removing any uncertainty about eligibility. And third, and most important, UBI advocates argue that universal payments remove any stigma associated with claiming support. If everyone receives the payments, nobody can be labeled by society as a “scrounger” and no individual will feel ashamed to have to claim theirs. As Van Parijs puts it, “There is nothing humiliating about benefits given to all as a matter of citizenship.”46
The idea of payments made without any conditions also runs completely contrary to how things tend to be done today. Most supportive payments from the state do tend to come with strict requirements, often demanding that recipients are in work (albeit work that might not pay very much) or vigorously seeking employment. This is partly because economists worry that, without such strict requirements, state payments will create a strong disincentive to work—encouraging those in work to work less, and those without work to stay put. Imagine somebody on the fence about the labor market, not sure whether to get a job or not. A guaranteed income paid to them regardless of what they choose to do may well tip them off the fence and out of the market. As it happens, the evidence on whether a lack of requirements actually creates these disincentives is not very decisive.47 Nonetheless, some economists are suspicious that a no-strings-attached UBI will harm its recipients’ willingness to work.
In today’s Age of Labor, these disincentive effects may be a sensible reason to think that a basic income must come with some conditions: you want to make sure that those who receive it still want to work. However, as we move toward a world with less work, this argument becomes far less compelling. Encouraging people to work only makes sense if there is work for everyone to do, which would no longer be the case.
There is a different reason, however, for why a basic income in a world with less work should have conditions attached—why it should be a CBI rather than a UBI. The point will not be to support the labor market, but to support the community instead.
A world with less work will be a deeply divided one. Many members of the community will not be able to make much of an economic contribution of their own, and instead will have to rely on the productive effort of others for their income. Keeping such a split society together will be a serious challenge. How do you make sure that those who receive payments, but do not work for them, are thought to deserve them? How do you avoid feelings of shame and resentment on either side? After all, those are not unprecedented reactions. They already exist in today’s welfare state—and, somewhat ominously, they crop up in response to payments that are far more modest than those that will be required in the future.
The UBI fails to take account of these responses. It solves the distribution problem, providing a way to share out material prosperity more evenly; but it ignores this contribution problem, the need to make sure that everyone feels their fellow citizens are in some way giving back to society. As the political theorist Jon Elster put it, the UBI “goes against a widely accepted notion of justice: it is unfair for able-bodied people to live off the labor of others. Most workers would, correctly in my opinion, see the proposal as a recipe for exploitation of the industrious by the lazy.”48
In contrast to the UBI, today’s labor market tackles both of these problems at the same time. It solves the distribution problem, at least to some extent, by paying people a wage in return for their work. And it addresses the contribution problem by allowing people to contribute to the collective pot through the work that they do and the taxes they pay. Social solidarity at the moment comes, in part, from the fact that everyone who can is trying to pull their economic weight. Unpleasant rhetoric gets directed at those who do not—think of the tendency to label those who rely on others as “spongers” and “free riders.”
In a world with less work, it will no longer be possible to rely on the labor market to solve the distribution problem, as we have seen—or this contribution problem, either. So how can we re-create that sense of communal solidarity? A big part of the answer must involve membership requirements attached to the basic income. If some people are not able to contribute through the work that they do, then they will be required to do something else for the community instead; if they cannot make an economic contribution, they will be asked to make a noneconomic one in its place. We can speculate about what these tasks might turn out to be; perhaps certain types of intellectual and cultural toil, caring for and supporting fellow human beings, teaching children how to flourish in the world. It will fall to individual societies to settle on what these contributions should look like, a theme we will come back to in the final chapter.
The Question of Diversity
Another part of the answer to the question of communal solidarity might involve making the CBI’s admission policy more exclusive. There is a large, albeit contested, body of research that suggests a trade-off between the diversity of a community and the generosity of state provisions to it. Economists have found that US cities that are more ethnically fragmented, for instance, tend to have lower spending on public goods, like education and roads, sewers and garbage collections.49
There is an argument that race might explain why America lacks the sort of generous welfare state you find in many European countries. Racial minorities are highly overrepresented among impoverished Americans, and due to poor race relations, other Americans might be unwilling to support a generous welfare state that would disproportionately help those minorities.50 The political scientist Robert Putnam caused controversy with a study showing that inhabitants of diverse communities are less likely to trust anybody. “In the presence of diversity, we hunker down,” he said. “It’s not just that we don’t trust people who are not like us. In diverse communities, we don’t trust people who do look like us.”51
Clearly, such findings should not be celebrated. If they are right, the way to improve welfare provision in the United States is to enhance race relations, not to push for a more homogenous population. Putnam, for his part, was furious when his research was “twisted” by other academics to make the case for less diversity.52 His overall message, he said, was one of inclusivity, not exclusivity: that we ought to build a bigger sense of “we” to fight against discord and distrust.
Nevertheless, these results should prompt broader questioning. Diversity is not only about race. Most of us do feel stronger obligations to our families than to a stranger on the other side of the globe; and somewhere between those two extremes sit our communities of shared places and mutual interests, similar work and common country. What is the moral significance of these communities? Is valuing or protecting them necessarily parochial and xenophobic? As the political philosopher Michael Sandel asks, are there no “legitimate grievances” buried in the frustration of those today who chant, “American Jobs for American Workers”? 53 What about the equivalent slogan in a world with a basic income—“American Incomes for American Citizens”? And even if you think that such communities have no moral significance, what about their practical significance? What if tightening membership criteria to strengthen social solidarity is the only way to stop a community with cavernous economic divides from falling apart?
In the century to come, questions about distributive justice, how we share out resources in society, will become more urgent. But these questions about contributive justice, how we make sure that everyone feels their fellow citizens are giving back to society, will become more pressing as well. A UBI engages with the first set of questions, but not the second. The CBI, by explicitly confronting who is eligible for the payment and on what terms, addresses both.54
THE CAPITAL-SHARING STATE
The primary role for the Big State, then, will be to tax and share out income, perhaps with a new set of noneconomic conditions attached to build social solidarity. But there are also other things that it could do to help address a world with less work. One of these is to share out the valuable capital itself, the source of that income in the first place. Whereas a UBI or CBI provides a basic income, this would be a basic endowment—giving people not a regular flow of cash, but their own stock of traditional capital to hold on to.55
There are two reasons why sharing out capital might be attractive. The first is that it would reduce the need for the Big State to act as an income-sharing state. If more people owned valuable capital, income would flow more evenly across society of its own accord. The second reason is that such sharing would also help to narrow economic divisions in society. If the underlying distribution of capital stays the same, and the state only shares out income, then profound economic imbalances will remain. If left unresolved, such divisions could turn into noneconomic strife: ruptures of class and power, differences in status and respect.56 By sharing out valuable capital, and directly attacking the economic imbalances, the state could try to stop this from happening.
In a sense, governments already do this: since the start of the twentieth century, the state has tried to share human capital as widely as possible. This is the point of mass education. Making good schools and universities open to all is an attempt to make sure valuable skills are not left only in the hands of a privileged, well-educated few. Now, as we move out of the Age of Labor, the Big State must try to share traditional capital as well.
The sharing of traditional capital could happen without the state having to step in—but it is very unlikely. For one cautionary tale, consider a company called Juno. Like Uber, Juno is a ride-hail company, but with an important difference: while Uber was owned by its founders, Juno was initially owned by some of its drivers as well. When drivers joined Juno, they were given the chance to receive some Juno stock, which could translate into a stream of income if the company came to enjoy financial success. That was the promise, but it was never kept. A year after it was founded, Juno was bought by Gett, another taxi company, whose owners promptly voided the drivers’ stock plan. The new owners could not resist taking control of the valuable capital and keeping the income for themselves.57 The fact that Juno’s initial plans were so widely celebrated, and that other examples of such arrangements are so rare, suggests that the free market alone is unlikely to share traditional capital out by itself.
In theory, buying shares in the stock market gives people the same opportunity to acquire an ownership stake in many companies. The problem, of course, is that the stock market, as has been said of the legal system, “is open to all—like the Ritz Hotel.”58 In practice, most people do not have either the financial wherewithal or the know-how to invest profitably in this way. In the United States, for instance, reflecting the inequalities we saw earlier in the book, almost everyone in the top 10 percent of earners own stocks, but only about a third of the people in the bottom 50 percent of earners do.59 One possibility, then, is that a capital-sharing state might acquire a stake on behalf of those without one, pooling their investments into a fund on behalf of its citizens—a Citizens’ Wealth Fund.
There is a precedent for this. Today’s sovereign wealth funds, large pools of state-owned wealth that are put into a spread of assorted investments, perform a similar role. The world’s largest such fund, worth over $1 trillion, is owned by Norway. After Norway started developing its oil reserves, rather than spend all the profits right away, the government set up a fund “on behalf of the Norwegian people.”60 Since the country has a population of about 5.2 million, each citizen effectively has a stake worth about $190,000. Every year, some of the fund is siphoned off and spent on the Norwegian economy.
Then there is the Alaska Permanent Fund, worth a more modest $60 billion. Since 1976, about a quarter of the annual royalties from the production of oil and gas in the state of Alaska have been saved in a fund. And each year, a percentage of the fund is also siphoned off and spent on all Alaskans, in this case via direct payments to every resident of the state—about $1,400 a year for every adult and child.61
At the moment, though, funds like these are exceptions. In many countries, as shown in Figure 10.3, the amount of publicly held traditional capital relative to the size of the national economy is falling, whereas the amount of privately held traditional capital relative to the size of the national economy is rising.
James Meade, the Nobel Prize–winning economist, anticipated the capital-sharing role for the Big State back in the 1960s. Worrying about automation in the future, he suggested a possible approach where the state would own capital on everyone’s behalf. He called this the “socialist state,” but that label is not quite right: it ignores the difference between the state having some ownership in these companies, which is what I have in mind, and the state having complete control over how these companies operate, which is what traditional socialists tend to be preoccupied with. As a name, the “capital-sharing state” is a better fit.
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THE LABOR-SUPPORTING STATE
Until now, I have taken the direction of economic travel for granted—toward a world with less work. With that in mind, the role I have set out for the Big State is to go with that flow, to step in and redistribute the economic prosperity created by these new technologies if the labor market, our traditional mechanism for sharing out prosperity, can no longer be relied upon to do it. There is an alternative, though: to resist this direction of travel. A Big State would still be needed, but to work in the opposite direction—not to be passively carried along on the current of technological progress, but to actively defend the world of work from the changes that are unfolding.
My response to this notion is to shake my head and nod simultaneously. The economist in me sees little reason to defend the labor market, to try to keep everyone in traditional paid work. After all, from a ruthlessly economic point of view, work only has two purposes: to make the economic pie bigger, or to make sure that everyone gets a slice of the pie. But work is not the only way to achieve those ends. New technologies, the ones that drove human beings out of work in the first place, will continue to make the pie bigger. And there are ways, such as the CBI, to slice up that pie even in a world with much less work. So why should we resist the direction of travel at all? One obvious answer is that work has noneconomic purposes—the focus of this book’s final chapter. But the purely economic case to defend the world of work is not particularly compelling.
And yet I also find myself nodding in agreement with the impulse to push back. A world with less work will not come about in an instant. There will not be a “big bang” moment before which some people have work and after which they do not. Instead, there will be a stuttering decline in the demand for the work of human beings, beginning in small corners of the labor market and spreading as time goes on. While this is happening, the world of work will see changes not only in the number of jobs, but in the pay and quality of those jobs as well. In turn, as the demand for human beings gradually falls away, workers will wield a weaker economic punch, carry less economic clout, and possess a diminished collective ability to challenge profit-seeking employers, whose incentive will tend to be to pay them as little as they can. Workers do not start from a strong position today, either: in the developed world, organized labor has slumped over the past decades, and trade union membership has nose-dived.63
This means that the Big State has a middle ground between trying to change our direction of travel and passively going along with it. It can be the labor-supporting state: stepping in to support workers during this transition, to make sure that whatever jobs remain are well-paid and high-quality. The purpose is not to change our final destination, but to make sure the journey is as smooth for workers as it can be. So long as there is work to be done, there will be a role for the state in making sure it is “good” work, especially since workers acting alone will have an ever weaker ability to do this for themselves. John Kenneth Galbraith coined the term “countervailing power” to describe the different forces that might hold concentrations of economic power in check.64 In the twenty-first century, as the countervailing power wielded by workers falls away, the state should step in to wield it on their behalf.
We have to be realistic about the way in which a labor-supporting state can work. There is a popular line of thinking that says we ought to ask businesses to develop new technologies that complement rather than substitute for human beings, that help rather than harm workers. Microsoft’s CEO, Satya Nadella, has called this “the grand challenge.”65 But simply asking companies to do this, if it is not in their financial interest, is akin to asking them for charity—an idealistic, unrealistic basis for large-scale institutional reform. At the 2019 World Economic Forum in Davos, the New York Times reports, business leaders talked a good game in public about how to contain “the negative consequences that artificial intelligence and automation could have for workers,” but in private these executives had “a different story: they are racing to automate their own work forces to stay ahead of the competition.”66
In trying to shape how institutions act, we must do so on the basis of how people actually behave. We have to take them as they are in economic life, selfish and partial, not how we would like them to be, benevolent and impartial. For that reason, the state’s labor-supporting efforts should be focused primarily on changing the actual incentives that employers face, forcing closer alignment between their interests and those of the society of which they are a part.
One way to align employers and society is through the tax system. In the United States, for instance, the tax system right now unwittingly encourages automation, granting those who replace human beings with machines “several major tax advantages”—such as not having to pay payroll taxes on employee wages.67 The problem is that this system was created in the Age of Labor, and so was designed to raise revenue in large part by taxing employers and employees. It was not designed to operate in a world with less work. Removing such advantages will get rid of this incentive to automate.
Another approach is to use the law. For instance, there is an ongoing controversy over the legal status of Uber drivers. Are they self-employed, as Uber argues, left to fend for themselves as they run their own driving businesses? Or are they Uber employees, entitled to holiday pay, a pension, the minimum wage, and all the other rights that come with that status? There is a role here for the labor-supporting state to help these workers, by updating the law to bring them under protections akin to those offered to people elsewhere in the labor market. Other legislative interventions, for instance, could set new floors beneath which the level of pay is not allowed to fall, building on established minimum wage regulations.
There is scope here to be innovative. Traditionally, policymakers set minimum wages with living standards in mind, trying to make sure that the lowest-paid workers still have enough to live on. But there are other criteria that could be used in addition to that. For instance, a distinctive feature of many hard-to-automate roles, like caregiving and teaching, is the vast gap between their economic value and their social value: this work tends to be low-paid, and yet is widely recognized as being extremely important. In the UK, a poll found that 68 percent of people think nurses are underpaid; in the United States, 66 percent think that public school teacher salaries are too low.68 When the labor-supporting state intervenes to influence wages, it could take the opportunity to narrow this gap as well.
In a similar way, policymakers traditionally think about working-time regulations in terms of hours. In Europe, by law, your employer cannot force you to work more than forty-eight hours a week. Some countries aspire to forty hours. Germany’s largest union even secured a twenty-eight-hour working week for its members in 2018 (and a 4.3 percent pay rise along with it).69 In time, though, it may make sense to establish limits not just on the number of hours but also days per week. In 2018, for instance, the Trades Union Congress (TUC), the collective voice for forty-eight unions and their 5.5 million members in the UK, called for a four-day workweek as a possible response to automation.70 This is the sort of proposal that should be taken increasingly seriously.
A final role for the labor-supporting state is blunter: to encourage the emergence of new forms of organized labor. In the twenty-first century, trade unions must not only help workers respond to technological change, but must also use that very same technology to transform the way that they work. At the moment, the ways in which unions recruit members, raise finance, express grievances, and exercise their power often look remarkably similar to the antiquated methods that have been used for centuries. Few trade unions, if any, provide their members with access to customized e-mediation platforms or dispute resolution systems, despite the success of such systems elsewhere. Social networks and digital tools remain peripheral to old-fashioned ways of working; the rise of “connective action,” where people use technologies to coordinate and cooperate, is largely happening outside traditional unions.71 In part, this explains why membership has fallen so precipitously among younger people: they simply do not see today’s unions as a relevant response to contemporary problems. In the UK, less than 8 percent of workers aged sixteen to twenty-four are members. (Among those who are members, 40 percent are aged fifty or over.)72 Frances O’Grady, the leader of the TUC, recognizes the challenge; “Unions have to change too—change or die,” she admits.73
Just as technological unemployment will not happen overnight, there is no need for the Big State to establish itself in the coming weeks. But as time goes on, the need for one will only grow. Some combination of the three roles (the income-sharing state, the capital-sharing state, the labor-supporting state) will eventually be required to keep our increasingly divided societies from falling apart. This chapter is not meant to be overly prescriptive about what these roles involve. There is no definitive list of interventions that all countries must adopt. There is a variety of different ways in which the Big State could deal with technological unemployment—and it must fall to citizens in each country, to their unique moral tastes and political preferences, to determine how exactly to strike the best balance between them.
As we approach a world with less work, our economic lives will become increasingly dominated by large technology companies. And with that growing economic power the companies will acquire great political power, too. They will not only shape how we interact in the marketplace, what we buy and sell, but how we live together in broader society, our existence as political animals as well. Understanding the rise of Big Tech and the nature of their growing political power is as important as making sense of the decline of work—for in a world with less work, constraining these companies will demand more and more of our attention. The challenge is that, at present, we are almost entirely unprepared to respond effectively.
WHY TECH?
Today, when we think about technology companies, the “Big Five” come to mind: Amazon, Apple, Google, Facebook, and Microsoft. And their figures are startling. In the United States, Google gets 62.6 percent of search engine traffic and has 88 percent of the market in search advertising.1 Facebook is used by almost a third of the world’s human beings, and across its various platforms (like Instagram and WhatsApp) it is the gatekeeper for 77 percent of mobile social traffic. Amazon is the shopkeeper of choice for 43 percent of all online retail and 74 percent of the e-book market.2 Apple and Google combine to control 99 percent of mobile phone operating systems. Apple and Microsoft account for 95 percent of desktop operating systems.3 In 2018, these five companies were among the top-ten most valuable in the world.4
Notwithstanding these remarkable numbers, though, we should not be too preoccupied specifically with this small collection of names. Yes, those companies are likely to remain prominent for some time. But new technologies that reshape our lives will also come from people and institutions well beyond the Big Five. Indeed, point to any part of modern life, and you can be fairly certain that someone, somewhere, is working away in a metaphorical garage, trying to develop a new system or machine to change it. In 2011, the venture capitalist Marc Andreessen wrote that “software is eating the world.”5 In the years since, its appetite has indeed proven voracious. There are very few industries, if any, that new technologies do not find at least partially digestible. All corners of our lives are becoming increasingly digitized; and on top of our world of physical things we are building a parallel world of ones and zeros. In the future, it is hard to see how our economy will escape being run almost entirely by technology companies of various sorts.
Of course, some of these dominant powers might be the same technology companies we already know. When IBM developed Deep Blue, and Google acquired DeepMind, they did not do so because they wanted to win at board games. They spent their respective fortunes in the pursuit of far bigger ambitions—at times, astonishingly grand ones. The story of WeChat is an inspiration to them. What began as a simple messaging app in China, a cheerful way to send notes to one other, now helps its one billion users run much of their lives. As one of Andreessen’s partners notes, they can use WeChat to “hail a taxi, order a food delivery, buy movie tickets, play casual games, check in for a flight, send money to friends, access fitness tracker data, book a doctor appointment, get banking statements, pay the water bill, find geo-targeted coupons, recognize music, search for a book at the local library, meet strangers … follow celebrity news, read magazine articles, and even donate to charity.”6
But again, we should remember that the technology companies that populate the future might not be today’s most familiar ones. Dominance today does not imply dominance in years to come. Back in 1995, for example, it was unthinkable that Microsoft’s technological rule would ever come to an end, yet now they are being talked about as the “underdog” in the sector.7 Nor do striking contemporary achievements necessarily mean that further remarkable successes will follow. For one cautionary tale, consider IBM’s Watson, the celebrated Jeopardy!-winning computer system. Over the last few years, there has been great excitement about its broad potential. But despite their best efforts, a recent high-profile partnership between the Watson team and MD Anderson, a large American cancer hospital, ended in conspicuous failure: the $60 million system designed to help treat cancer was deemed “not ready for human investigational or clinical use.”8
Indeed, the companies behind the health care technologies that really change our lives may not exist yet. And the same goes for the rest of the economy. After all, many of today’s most familiar technology names—Airbnb, Snapchat, Spotify, Kickstarter, Pinterest, Square, Android, Uber, WhatsApp—did not exist a dozen years ago.9 Many technologies that will be household names in the future probably have not yet been invented.
WHY BIG?
Like today’s tech giants, the technology companies that dominate in the future are also likely to be very big. In part, this is simply because it costs an enormous amount to develop many of the new technologies. The best machines will require three expensive things: huge amounts of data, world-leading software, and extraordinarily powerful hardware. Only the largest companies will be able to afford all of these at the same time.
The first thing they will need is immense collections of data. We have seen examples of this at work already: AlphaGo, the first version of Google’s go-playing system, learned in part from an archive of thirty million past moves by the best human players; Stanford’s system for detecting skin cancer used almost 130,000 images of lesions, more than a human doctor could expect to review in their lifetime.10 Sometimes, though, the necessary data is not readily available and has to be gathered or generated in costly ways. Consider what it takes to train and evaluate a car-driving system, for example. To do this, Uber built an entire mock town on the site of an old steel mill in Pennsylvania, complete with plastic pedestrians that occasionally throw themselves into traffic, and gathers data as their cars drive around it. Tesla, meanwhile, collects data from its non-autonomous cars as they are driven by their owners, with about a million miles’ worth of data reportedly flowing in every hour. Google has adopted yet another approach to the problem, creating entire virtual worlds to gather data from cars driving around in these simulations.11
Then there is the matter of the software. Beneath all of these new technologies is the code that makes them work. Google’s assorted Internet services, for instance, require two billion lines of code: if these were to be printed out on paper and stacked up, the tower would be about 2.2 miles high.12 Writing good code requires talented—and expensive—software engineers. The average salary for a developer in San Francisco, for example, is about $120,000 a year, while the best engineers are treated as superstars and receive pay packages to match.13 Today, when we recount economic history, we punctuate it with people like James Hargreaves, the inventor of the spinning jenny. In the future, when people tell the history of our own time, it will be filled with names like Demis Hassabis, of DeepMind, and other software engineers, as yet unknown.
As for processing power, many of the new systems require extraordinarily powerful hardware to run effectively. Often, we take for granted quite how demanding even the most basic digital actions we carry out can be. A single Google search, for instance, requires as much processing power as the entire Apollo space program that put Neil Armstrong and eleven other astronauts on the moon—not simply the processing power used during the flights themselves, but all that was used during planning and execution for the seventeen launches across eleven years.14 Today’s cutting-edge technologies use far more power still.
To be sure, some trade-offs can be made among the three requirements. Better software, for instance, can help compensate for a lack of data or processing power. AlphaGo Zero needed neither the data nor the processing power of its older cousin, AlphaGo, to beat it emphatically in a series of go games, 100–0.15 How did it do this? By using more sophisticated software, drawing on advances in a field of algorithm design known as reinforcement learning.16 The most powerful machines of the future, though, will probably be the ones that can draw on the best of all three resources: data, software, and hardware. And while small institutions may have one of them—perhaps a talented engineer capable of writing good software or a unique set of valuable data—they are unlikely to have all three at the same time. Only Big Tech will.
Aside from this issue of expensive resources, the dominant tech companies are also likely to be “big” for another reason: many new technologies benefit from very strong “network effects.” This means that the more people who use a given system, the more valuable it becomes for those users. The classic explanation of these effects goes back to the days when telephones got installed in people’s houses: adding a new person to a phone network is not only useful for her, but also valuable for everyone already on the network, because now they can call her as well. It follows that as a network grows, each additional person is even more valuable to the network than the one before. Mathematically, this idea is sometimes referred to as Metcalfe’s law: the value of a network with n users is proportional to n2.
Today, of course, we have moved beyond telephone landlines, and the obvious place to start when thinking about networks is with social media platforms. Facebook and Twitter, for instance, would be far less fun for their users (and far less lucrative for their owners) if there were no other people online to read what they share. This is also true of many other systems. Platforms like Airbnb and Uber become more valuable the more people there are using them: more apartments to rent and travelers looking for a place to stay, more cars to hire and passengers wanting a ride. What’s more, they are built upon rating systems so that users can avoid a dud service—and, again, the more feedback there is, the more reliable such systems become. Think of the suspicion you might have about a solitary five-star rating with effusive praise on an arbitrary taxi website, versus the thousands of driver ratings on a platform like Uber.
Populous networks also let companies gather data that improves their products. Navigation systems like Waze and Google Maps gain a sense of the traffic on the road from the speed at which their users’ phones move as they drive along. Amazon and Spotify tailor their purchasing and music recommendations based on what they glean from other people in their network like you. And then there is the basic bandwagon effect: once a particular network is popular, it makes sense to join it rather than a fledgling rival. I have a friend named Faiz who once thought about starting a new social network—but it is a curious person who would choose Faizbook, with just a few other patrons, over Facebook with its two billion users. Network effects do not make social platforms completely invulnerable—think of Friendster, MySpace, and BlackBerry Messenger, once-popular networks now consigned to the technological graveyard—but they certainly make it harder for small upstarts to gain traction.
All of this explains why large technology companies are acquiring so many other technology companies and start-ups. In the decade to July 2017, the Big Five made 436 acquisitions, worth about $131 billion.17 These companies are trying to gather up valuable resources—particularly useful data, engineering talent, and network popularity—for themselves by buying them up when they see them on display in other companies.
THE ECONOMIC CASE AGAINST BIG TECH
For all the reasons described above, in the future our economies are likely to become dominated by large technology companies. Traditionally, the state has not relished the rise of this sort of economic dominance. It has developed competition policy, driven, in broadest terms, by the idea that monopolies are bad and competition is good.18 Today’s top technology companies already find themselves clashing with the authorities tasked with putting this policy into practice—because all of them aspire to monopoly power, if they have not obtained it by now.
This ambition is not unique to the world of technology. Look through the literature on management and strategy, and you will find plenty of ideas for achieving economic supremacy, packaged in the disarmingly benign-sounding language of business writing. Take Michael Porter, the definitive business strategy guru of the last few decades, whose 1980s books Competitive Strategy and Competitive Advantage were on the shelves of all discerning corporate leaders. Those books guided readers toward nothing less than economic domination: first, find markets ripe for monopolizing (or create new ones); second, dominate and exclude others from these chosen markets. Today, the same advice is given even more forthrightly. “Competition is for losers,” wrote Peter Thiel, the entrepreneur, in the Wall Street Journal. “If you want to create and capture lasting value, look to build a monopoly.”19
What, then, is the problem with an absence of competition? The economic argument advanced by competition authorities is that a monopoly in a given market means that our welfare is lower, both today and tomorrow. It is lower today because companies without competitors are able to inflate their profits, either by charging higher prices or providing poorer-quality products and services to customers. It is lower in the future because without being prodded by competition, these incumbent companies might be less willing to invest and innovate for the years ahead. These sorts of arguments are behind a handful of successful legal actions regarding anticompetitive behavior by Microsoft, Facebook, Apple, and Google, and there is speculation that Amazon is heading toward legal trouble as well.20
In practice, though, this economic argument in favor of competition is difficult to apply. First, it is not entirely clear what we mean by the word welfare. Do we only mean that consumers are happy or satisfied? If so, how do we measure that? The textbooks tell us to look at prices and imagine how much lower they might have been with more competition, but many of the large tech companies already give their products away for free. Secondly, it is often unclear what market we are actually talking about. Take Google, for example: if we think of it as being in the search engine business, then the fact that it controls 62.6 percent of search traffic and 88 percent of search advertising might set alarm bells pealing. But is this really Google’s primary market? Given that Google gets most of its revenue from advertising, perhaps it is more accurate to think of it being in the advertising business. Then the competitive situation looks less troubling. The US search engine advertising market is worth about $17 billion a year, whereas the total US advertising market is worth $150 billion a year. Even if Google ended up owning the entire market for search engine advertising in the country, it would still have less than 12 percent of the American advertising business. “From this angle,” writes Peter Thiel, “Google looks like a small player in a competitive world.”21
In short, finding answers to even the most basic questions of competition policy is not straightforward. And perhaps the biggest complication of all is that monopolies can be a very good thing. This may sound like economic sacrilege, but the early-twentieth-century economist Joseph Schumpeter famously made just this case.
For Schumpeter, economics was all about innovation. He called it the “outstanding fact in the economic history of capitalist society.” His argument for monopolies is that, were it not for the prospect of handsome profits in the future, no entrepreneur would bother to innovate in the first place. Developing a successful new product comes at a serious cost, in both effort and expense, and the possibility of securing monopoly power is the main motivator for trying at all. It acts as the “baits that lure capital on to untried trails.”22 Moreover, monopoly profits are not simply a consequence of innovation, but a means of funding further innovation. Substantial research and development very often draws on the deep pockets established by a company’s past commercial successes. Think of Google, and its history of expensive failed ventures: Google Glass and Google Plus, Google Wave and Google Video. Just one of these flops would have broken a smaller company. But Google was able to withstand them, stay afloat, keep innovating and profit from the ventures that did end up succeeding.
Schumpeter was not troubled by concerns that monopolies might entrench themselves and lower welfare. Economists who worry about “nothing but high prices and restrictions of output” are missing the bigger picture, he said: economic dominance by any company is not a permanent state of affairs. In time, today’s monopolies will be blown away by the “perennial gale of creative destruction.” New ones will inevitably take their place, but only temporarily, for they, too, would eventually be broken up by the same storms.23 These are the intellectual origins of the idea of “disruptive innovation,” so popular today among management theorists and strategy consultants.
And Schumpeter was right: time and again, companies that seemed to be permanent fixtures of economic life have faded away. Take the Fortune 500, an annual list of the five hundred largest corporations in the United States, which together make up about two-thirds of the American economy. If you compare the lists for 1955 and 2017, only about 12 percent of the companies made it from the first to the second. The other 88 percent went bankrupt, dissolved into other businesses, or collapsed in value and fell off the list.24 Today, the names of corporations that did not survive—Armstrong Rubber, Hines Lumber, Riegel Textile, and the like—are unrecognizable, indistinguishable from the sort of fictional companies that fill the pages of novels. In their day, no doubt, they must have seemed like immovable giants. (This, again, is why we should not focus too much on the current Big Five tech corporations. Our attention should be on the more general problem, the fact that at any given moment in time a small number of tech companies are likely to dominate.)
Competition authorities are tasked with the balancing act of evaluating these various arguments for and against monopolies, judging the merits and dangers in any particular case of economic dominance. In the future, the nature of that task is likely to change dramatically. For instance, a few decades ago, if some companies wanted to collude and simultaneously raise their prices, it meant secret meetings and clandestine communications to coordinate their plans. Now, though, algorithms can monitor and move prices automatically, facilitating collusion without relying on old-fashioned anticompetitive tradecraft.25 Indeed, today this may even happen unintentionally: a recent study found that the sorts of algorithms used by online firms to price their products might learn to implicitly cooperate with each other, keeping prices artificially high without any direct communication and without any instructions to collude.26 Whether such algorithmic behavior should be targeted by competition policy is an open question.
Likewise, consider how, in the past, competition authorities might have viewed a prolonged period of outsize profits to be a sign that a large company was abusing their economic clout. Yet today, some companies seeking economic power intentionally endure long periods of staggering unprofitability—pursuing rapid growth and competition-neutering expansion, attempting to crowd out their competitors through scale and dominance. As Figure 11.1 shows, for instance, for most of its history Amazon made almost no profit.27 Uber has followed in their footsteps, failing to make a profit each year since it was founded.29 Authorities should not be thrown off the scent: at this point, traditional economic indicators like the level of profit may no longer be a reliable guide to anticompetitive behavior.30
Figure 11.1: Amazon’s Annual Revenue and Net Profit, 1998–2018 ($bn’s)28
As large technology companies continue to become more dominant through the twenty-first century, it is inevitable that they will clash more frequently, and intensely, with competition authorities. Some of these firms, no doubt, will be in breach of competition and antitrust laws, will become too economically dominant, and will have to be broken up accordingly. That said, in decades to come the most compelling case against Big Tech will not be this economic one. Rather, as technological progress continues, our concern will shift from the economic power that these companies wield—however mighty it may be—to their political power instead.
THE POLITICAL CASE AGAINST BIG TECH
Commentators today often like to draw a comparison between Big Tech and Standard Oil, the American giant founded by John Rockefeller in 1870. When that company was established, it owned the largest oil refinery in the world.31 By 1882, it controlled 90 percent of the country’s oil production.32 Its dominance continued until 1911, when the United States Supreme Court stepped in on antitrust grounds. In perhaps the best-known case of its kind, it concluded that Standard Oil had become a monopoly, and broke it up into thirty-four smaller companies.
It is easy to see the appeal of the analogy. Standard Oil’s dominance of oil refining in the United States at the turn of the twentieth century is similar in scale to the way that today’s Big Five tech firms dominate their respective industries. And there is a certain similarity to their operations, too: companies like Facebook and Google control the flow of valuable personal data, seen as “the oil of the digital era.”33
Yet this comparison is most revealing for what it fails to capture. Think about the nature of the legal objections to Standard Oil’s dominance: at the time, they were overwhelmingly economic ones. In the language of the Supreme Court, the accusation was that Rockefeller’s company was engaged in “an unreasonable or undue restraint of trade.” They had gained too much economic power and were using it to distort the oil market.34 By contrast, when we examine the sort of objections that are increasingly leveled at Big Tech, unlike Standard Oil, they often have very little to do with economics at all.
Consider some concerns that have been aired about Google. If you search for an African American–sounding name, for instance, you are more likely to be served up an advertisement for criminal background checks.35 A few years ago, if you tried to use Google’s image recognition algorithm to tag photos, it might have labeled black people as “gorillas”; the company has dealt with the problem just by removing the tag “gorillas” from its algorithm altogether.36 More generally, there are worries about Google’s ability to promote and demote particular websites returned by a search; reportedly, this ability has been used to remove file-sharing sites from search results.37 In the last few years YouTube, owned by Google, has been criticized for recommending far-right videos and anti-vaccine channels, tolerating hate speech and encouraging pedophiles.38
Or take Facebook. The company ran an internal experiment that showed that displaying positive or negative stories could influence the emotions of its users; the 689,000 users involved did not know they were lab rats.39 By looking at a person’s “likes” alone, it is possible to guess their sexuality correctly 88 percent of the time; this technique is said to be useful for advertisers to tailor what they show and to whom they show it.40 In fact, Facebook was sued by the US Department of Housing and Urban Development for allowing advertisers to intentionally target ads by race, gender, and religion; these groups still receive different ads from one another.41 During the 2016 US presidential election, Russia bought Facebook ads and set up groups to fire up political division among voters; Facebook identified several thousand of them, but only after the damage was done.42 In a study of over three thousand anti-refugee attacks in Germany, researchers showed that regions with higher Facebook usage experienced significantly more attacks, with online hate speech from the far-right Alternative für Deutschland (AfD) party translating into real-life violent crimes.43
Then there is Amazon. In 2009, after a dispute with an electronic publisher, they logged into every Kindle device and deleted any e-books users had bought from that company; ironically, among these was George Orwell’s 1984.44 In 2017, Amazon put on sale a set of iPhone covers with images such as heroin-filled needles, an old man with a crutch wearing a giant diaper, and a close-up of five toenails infected with fungus; an algorithm was pulling stock images from the Internet and creating products without any human supervision.45 In 2015, an Amazon Echo device—which records any commands or questions put to it—was the sole “witness” to an alleged murder in Arkansas, and the prosecution sought to obtain the recording of that night’s interactions. (The case was eventually dismissed.)46
Or take Apple. The company has complete control over what apps can appear on the iPhone: they refused to host an app that is critical of their manufacturing methods, but supported an app that is highly critical of climate change science; they banned an app that helps its users track US drone strikes, but allowed an app that helps men in Saudi Arabia track women and limit their movements.47 In 2016, Apple refused to help the US government to unlock the iPhone of one of the terrorists involved in the San Bernardino mass shooting, arguing that forcing them to write new software to break the encryption was a violation of their freedom of speech.48
And, finally, think about Microsoft. In 2016, they launched a Twitter chatbot called Tay, which was designed to learn from other Twitter users and imitate the way a teenage girl might speak. It was very swiftly removed after it began to post racist slurs, praised Hitler, denied the Holocaust, and made sexually explicit comments to its followers. Microsoft said it was “making some adjustments.”49 A year later, it released a new chatbot, called Zo, which was programmed to avoid talking about politics and religion. Yet Zo quickly showed the same troubling tendencies: “the quaran [sic] is very violent,” it wrote in response to a journalist’s question about health care. Microsoft kept Zo active for two and a half years.50
Some of these stories may seem abhorrent. Others might appear less troubling, or perhaps even amusing. But what all of them share is that they have very little to do with economic power, and with the measures of consumer welfare that might keep an economist up at night. Instead, they are worries about the role that these new technologies might have in distorting the social structures that support our shared existence. They are, in short, concerns about political power. They are worries that these large technology companies, and not the society in which they operate, are in control of shaping how we live together.
In the case of Standard Oil, political power was not really the concern. Anxieties focused on their economic power, on the possibility that the oil they sold would become too expensive because there was not enough competition in the market. Yes, some critics of Standard Oil accused the company of having a malign influence on US politics. But there is something fundamentally different about Big Tech’s political power today, as Jamie Susskind—a lawyer and political theorist who also happens to be my brother—shows in his book Future Politics.
The word politics is sometimes used in a narrow way, denoting just the hustle of politicians and the decision making of the state. That sense is what critics of Standard Oil’s political power had in mind. But politics, properly understood, is much bigger than that. It is about how we live together in society, about all the different forces—not only the people and institutions of the traditional political process—that shape our collective lives. This is why when we call something political we tend to also mean that it is very important. The women’s liberation movement of the 1970s, for instance, understood this very well.51 They fought to make the world wake up and see that the personal part of our lives—sex and relationships, child care and housework, fashion and pastimes—truly matters, that “the personal is political.” And in that spirit, Jamie Susskind writes that these days “the digital is political.”
In the future, Big Tech will be ever more politically powerful in this broader sense. As described in Future Politics, these companies will set the limits of liberty—think of a driverless car that cannot go above a certain speed, for example. They will shape the future of democracy—think of an electorate reared on political facts curated to their personal tastes and served up by algorithms. And they will determine questions of social justice—think of someone who finds their request for a financial loan or health treatment turned down on the basis of personal data they never agreed to give away.52
In the twentieth century, our main preoccupation was with the economic power of large companies. But in the twenty-first, we will increasingly have to worry about this political power as well. New technologies may begin in the marketplace, with products that people are happy to pay for and put to personal use. But their effects will seep out and shape our shared lives as political creatures, too. In the past, questions of liberty, democracy, and social justice were answered by us, as citizens, and by our political representatives, living together in civil society. In the future, unless we act, those decisions will increasingly be made by engineers, doing their work out of sight at large technology companies. The threat, in short, is the “privatization” of our political lives.53
THE POLITICAL POWER OVERSIGHT AUTHORITY
Competition policy might involve ambiguous concepts that are cumbersome to apply, but it still provides a rough framework for action. We have an intuition about what too much concentrated economic power looks like, and we have sensible, well-rehearsed ideas about what to do in response. In the event of disagreement, at least we know what it is we are quarreling about. At the moment, though, nothing comparable exists to help us think clearly about political power. The instinctive sense of unease most of us feel when we reflect on some of the examples above shows that we know something troubling has begun. But we do not know precisely how misuse of political power should be defined, and we do not have any systematic ways of responding.
What parts of our political lives should be shaped by these new technologies, and on what terms? The problem is that, at the moment, we leave it almost entirely to Big Tech to answer. While we impose tight constraints on the economic power of these companies, they are free to choose much of their own noneconomic behavior as they move onto this new political turf. We let them both set their own boundaries and police those boundaries. Executives from these companies increasingly sit on the commissions, boards, and bodies tasked with exploring the wider consequences of these new technologies, and understandably appear to be quite content to handle the problem themselves. Google’s CEO, Sundar Pichai, for instance, accepts that fears about AI are “very legitimate,” but believes companies like his should “self-regulate.”54 This attitude is widespread.
But do we really trust Big Tech to restrain themselves, to not take advantage of the political power that accompanies their economic success? And even if they wanted to act to constrain their political power, are they actually capable of doing it? These companies may have the deep technical expertise needed to build these new systems, but that is a very different capability from the moral sensibility required to reflect on the political problems that they create. Software engineers, after all, are not hired for the clarity and sophistication of their ethical reasoning.
There are some on the political left who say that rather than leaving such decisions to Big Tech, we should nationalize the companies, giving control of entities like Google and Facebook over to the state.55 But that proposal neglects something very important (among many other problems with the idea): there is little reason to think that the state would be immune from similarly abusing the political power created by these new technologies. Consider China’s rollout of a “social credit system,” for example: the government’s ambition is that by 2020, all Chinese citizens will be scored and ranked according to information about them stored in a national database. In one pilot, scores are determined by acts as trivial as getting a traffic ticket (minus 5 points) and as ambiguous as “committing a heroic act” (plus 30 points). Images of “civilized families” with high social credit scores are posted on public notice boards.56 Officials say that they want the system to “allow the trustworthy to roam everywhere under heaven while making it hard for the discredited to take a single step.”
Or, for a more mundane example, take the issue of data security. Today, headlines are dominated by stories of Big Tech mishandling our personal data. But not so long ago, the national conversation in the UK was preoccupied with cases of public officials losing our personal data instead. At one point, a UK official was being fired or sanctioned on average every working day for mishandling sensitive data.57
Instead of nationalization, then, what is needed is a new regulatory institution—set up in the spirit of competition authorities that regulate the economic power of these large companies, but tasked with constraining their political power instead. Think of this as the Political Power Oversight Authority.
The first task for this new agency would be to develop a framework that allows regulators to identify, in a clear and systematic way, when political power is being misused. Competition policy does this for economic power; we need something analogous in this new political sphere. When is a restriction of our liberty so egregious, a threat to our democratic process so severe, or an instance of social injustice so utterly unacceptable that an intervention is required? These are big questions. The ambiguities that competition authorities face in answering their question—“are consumers better off or not?”—might seem pedestrian in comparison. But complexity is not an excuse for inaction; these new questions demand a response. At the same time, though, the new authority must not lurch into overreaction. The goal of the Political Power Oversight Authority should not be to strip Big Tech of any political power altogether. Just as competition authorities take into account both the merits and dangers of economic power, so, too, this new authority must perform a similar balancing act. These new technologies, after all, are responsible for improving our lives in countless ways as well.
But aren’t people happy to use Big Tech’s offerings and services? And doesn’t that mean they have consented to all of the political consequences of those technologies as well? No. As Future Politics makes clear, the key question is whether Big Tech’s political power is legitimate—and the fact that people are happy to use Big Tech’s products and services is not enough to establish consent. Consumer satisfaction might justify the companies’ economic power, their profits and executive pay packages, but political power should not be bought or sold in this way. The fact that people enjoy posting on Facebook does not authorize Facebook to ignore the way its platform gets used for sinister political ends. The fact that people like using Google’s search engine does not mean that Google can turn a blind eye when their ads discriminate against users. Economic success is not a free pass to run roughshod over our political lives.
The Political Power Oversight Authority must have a spread of capabilities at its disposal if it needs to act. It will need investigative tools; the ability to inspect particular companies and scrutinize their technologies to determine whether political power is excessive or being abused. Then there must be transparency tools, to compel companies to be open about their operations and offerings: it is not possible for people to properly consent to new technologies if they do not know, for instance, what data about them is collected and shared, how it gets used, or even which vendors are developing those systems. More powerful tools would allow the new agency to mandate or restrict certain types of behavior; and the most powerful would permit it to call for the breakup of big companies if their political power is judged to be too great. None of these capabilities are particularly revolutionary: competition authorities use very similar tools to police economic power today. The task now is to empower regulators to apply a version of them in this new political arena as well.
Importantly, this new authority must be distinct from our traditional competition authorities. This problem is a political one, not an economic one, and the economists who tend to populate our existing agencies are not the right people to grapple with this challenge. The conceptual tools they deploy to think about prices and profits, however insightful and effective they may be, tell us nothing at all about ideas like liberty, democracy, and social justice, and whether they are under threat.
As an economist myself, I might seem to be shooting myself in the foot here. But listening to some economists today attempt to discuss these political problems—whether by arguing that these are actually economic problems after all, or by claiming to have expertise in political issues as well—can be a painful experience. We all have to recognize that solving these new challenges will require very different people from those who were best equipped to handle the challenge of economic power in the past. We need a new institution, staffed by political theorists and moral philosophers, to watch over individuals as citizens in a society, not simply as consumers in a marketplace. That is what this new authority must do.58
There is an old joke about an elderly Jewish mother who finds herself at the seaside with her adult son. He heads into the sea for a dip, but it turns out that he is a bad swimmer. Drifting farther away from the shore, he begins to panic and struggle in the water. And his mother, watching the trouble unfold from the beach, turns around and shouts out to everyone around her: “Help, my son, the doctor, is drowning!”
So far in this book, there has been no room for this mother’s pride in her son’s profession. I have looked at work from a purely economic perspective, where it only matters because it provides an income. This perspective is helpful because it makes the threat of technological unemployment very clear: by doing away with work, automation will deprive people of their livelihoods. But for some, like the anxious mom at the seaside, this will seem like a shallow account of why work is important. They will feel that the issue goes beyond economics, that a job is not simply a source of income but of meaning, purpose, and direction in life as well.
From this viewpoint, the threat of technological unemployment has another face to it. It will deprive people not only of income, but also of significance; it will hollow out not just the labor market, but also the sense of purpose in many people’s lives.1 In a world with less work, we will face a problem that has little to do with economics at all: how to find meaning in life when a major source of it disappears.
MEANINGFUL WORK
In fairness to economists, not all of them have always used such a ruthlessly narrow conception of work. It is true that in economics textbooks today, work is treated as an inescapably unpleasant activity that people do purely for the sake of an income; it causes “disutility,” or unhappiness, that is only offset by the happy fact it earns a wage in return. And this sort of view has a long intellectual history, stretching back to Adam Smith, who once described work as “toil and trouble.”2 But others have thought differently. Take Alfred Marshall, another giant of economic history. He proclaimed that “man rapidly degenerates unless he has some hard work to do, some difficulties to overcome,” and that “some strenuous exertion is necessary for physical and moral health.” To him, work was not simply about an income, but the way to achieve “the fullness of life.”3
And beyond economics, some of the great scholars have written at length about work and meaning. Sigmund Freud is often credited with saying that human well-being only depends on two things, “love and work.”4 What he actually wrote, though, was characteristically more esoteric than that—“the communal life of human beings had, therefore, a two-fold foundation: the compulsion to work, which was created by external necessity, and the power of love.” Freud believed that work is “indispensable” for human beings, not so much for an income as for letting us live harmoniously in society: it is a necessary outlet for the deeper, primal impulses that everyone carries within them. Better to punch away violently on a keyboard in an office cubicle, Freud seems to suggest, than at each other’s faces.5
Another figure famed for his reflections on work and meaning is Max Weber, the classical sociologist. Why do people attach so much meaning to the work that they do? Because of religion, Weber said—in particular, because of the sixteenth-century Protestant Reformation. Before then, Christians in Western Europe were mostly Catholic. If they felt guilty about what they had done (or thought), they could fix it through confession: sit down with a priest, share your sins, and the Church would absolve you of your wrongdoings and rescue you from damnation. For Protestants, though, this was not an option. They did not do confession. And this led to a “tremendous tension,” Weber proposes, since people never knew whether they would be damned to burn in hell for eternity.6 For them, the only relief was “tireless, continuous and systematic work,” through which they could try to prove that their souls were worth saving.7 Weber spoke of work as a “vocation” and a “calling,” a task “given by God,” all terms that are still used today.8 In his view, the commitment to their work that some people show is, quite literally, a form of religious devotion.
Perhaps the most intriguing empirical examination of work and meaning is a study carried out by Marie Jahoda, a social psychologist, in the 1930s.9 Its setting was Marienthal, a small village outside Vienna, founded in 1830 to provide homes for workers employed in a newly built flax mill nearby. As the factory grew over the following decades, so did the village. But in 1929, the Great Depression hit. The next year, the factory closed down. By 1932, three-quarters of the 478 families in the village had nobody in work, and relied entirely on unemployment payments for an income.
Jahoda and her colleagues wanted to know what the impact of such widespread worklessness would be. Their methods were unconventional: to collect data on residents without making them realize they were being watched, the researchers embedded themselves in everyday village life. (Their various enterprises included a clothes cleaning and repair service, parent support classes, a free medical clinic, and courses in pattern design and gymnastics.) What they found was striking: growing apathy, a loss of direction in life, and increasing ill will to others. People borrowed fewer library books: 3.23 books on average per resident in 1929, but only 1.6 in 1931. They dropped out of political parties and stopped turning up to cultural events: in only a few years, the athletic club saw membership fall by 52 percent and the glee club by 62 percent. Unemployment benefits required that claimants do no informal work; in those years, Marienthal saw a threefold increase in anonymous denunciations of others for breaking that rule, yet almost no change at all in the total number of complaints that were judged well-founded. Researchers watching at a street corner even noted a physical change: men without work walked more slowly in the street and stopped more frequently.
For Freud, then, work was a source of social order; for Weber, it provided people with a greater purpose; for Jahoda, it created a sense of structure and direction. And alongside these scholarly reflections we can also put more familiar, everyday examples of people searching for purpose in the work that they do. Walk into a bookstore, and you will find countless books telling readers how to achieve fulfillment in their working lives. Apply for a new job, and an eager employer may tempt you by promising not simply a healthy income but a meaningful career. Chat with a proud breadwinner, and they will mention the glow of earning one’s keep or supporting a family. Talk to new parents about how it feels to leave their job for a new role at home, even temporarily, and they will often refer to a sense of loss that goes well beyond the value of the wages they once received. Look at prosperous people who could afford never to work again, and you will see many still get out of bed and go into the office on a daily basis, often after a brief and unsuccessful experiment with retirement. Sit down at a dinner party, and a stranger may ask, “What do you do for a living?”—often presuming that the work that you do says something significant about who you are.
This last observation is important. Work matters not just for a worker’s own sense of meaning; it has an important social dimension as well, allowing people to show others that they live a purposeful life, and offering them a chance to gain status and social esteem. Today, social media has supercharged this phenomenon. It is no wonder that LinkedIn, which started as a networking tool to help people find new jobs, is now used by some to broadcast how successful they are and how hard they are working, turning into a platform for a kind of conspicuous self-aggrandizement instead.
For those with a job, the connection between work and meaning is wonderful: in return for their efforts, they get both an income and a sense of purpose. But for the unemployed, this link may become instead a source of further discomfort and distress. If work offers a path toward a meaningful life, the jobless may feel that their existence is meaningless; if work provides status and social esteem, they may feel out of place and deflated. This may partly explain why the unemployed often feel depressed and shamed, and why their suicide rate is about two and a half times the rate of those in work.10
A prevailing political philosophy of our time, the idea of meritocracy, does little to help.11 This is the notion that work goes to those who somehow deserve it, due to their talents or effort. Yet if work signifies merit, then those without it might feel meritless. Michael Sandel once quipped that in feudal times, at least those at the top knew that their economic fortunes were a fluke of birth, the simple brute luck of being born into the right family—whereas today, the most fortunate imagine they actually merit their positions, that being born with the right talents and abilities (and, often, supportive and prosperous parents) has nothing to do with luck at all.12 An unpleasant corollary is that the less fortunate now often think they merit their bad luck as well.
At times, work does seem to get its meaning not from the positive thought that having a job is something to celebrate, but from the opposite, negative idea—that to be without a job is worthy of shame. When people call the unemployed “benefit scroungers” or “welfare queens,” they are of course stigmatizing those without work, but they are also reinforcing the esteem given to those who are in work. And while it might feel that resentment of the unemployed is a new phenomenon, whipped up by tabloid newspapers in the twentieth century, it is in fact a very old sentiment. It is evident, for instance, in the Poor Laws, a body of rules that started to coalesce in medieval Britain, and introduced the first government taxes earmarked for helping the poor. (Before then, support for the poor was largely voluntary and informal, provided by friends, family, and the Church.) An early edition of the laws, from 1552, stated, rather dramatically, that “if any man or woman, able to work, should refuse to labor and live idly for three days, he or she should be branded with a red hot iron on the breast with the letter V and should be judged the slave for two years of any person who should inform against such idler.”13
The resentment runs both ways. While those in work rail against the unemployed, those without work also feel aggrieved toward those with it. This, in part, explains the curious reaction to Silicon Valley’s recent enthusiasm about the UBI. Mark Zuckerberg and Elon Musk have made supportive noises about the idea of a UBI; Pierre Omidyar, founder of eBay, and Sam Altman, founder of Y Combinator, have funded trials of it in Kenya and the United States.14 But their interest has been met with widespread hostility. If work were simply a means to an income, that response might seem odd: these entrepreneurs were essentially proposing that people like them should do all the hard work and give everyone else money for free. For many people, though, work means more than securing a wage—and so, in their eyes, the offer of a UBI from those in fantastically well-paid jobs might have felt more like hush money, or a bribe, perhaps even an attempt to monopolize a source of life’s meaning and deny it to others.
MEANINGLESS WORK
The connection between work and meaning is powerful indeed in many parts of today’s working world. Yet it is not universal—and what’s more, where it does exist it seems to be a relatively recent phenomenon.
Our prehistoric ancestors, for instance, might have found the idea that work and meaning are tied together very strange. Until the 1960s, it was thought that hunter-gatherers must have lived highly laborious lives, but recent anthropological research has shown that they probably did “surprisingly small” amounts of work. When Gregory Clark, an economic historian, reviewed a range of studies about contemporary hunter-gatherer societies, he found that their members spent consistently less time engaged in labor than today’s average male worker in the UK. (Clark’s definition of labor includes not just paid employment but study, housework, child care, personal care, shopping, and commuting.)15 The data imply that hunter-gathers in subsistence settings tend to take about a thousand more hours of leisure a year, on average, than working men in UK’s prosperous modern society.16
This is not what you would expect if the hunter-gatherers were relying on work to find purpose and fulfillment. Clearly, they simply sought—and continue to seek—life’s meaning elsewhere. As anthropologist James Suzman puts it, “the evidence of hunting and gathering societies suggests … we [human beings] are more than capable of leading fulfilled lives that are not defined by our labor.”18
Figure 12.1: Male Labor Hours per Day, Hunter-Gatherers and the UK Today17
The attitudes were different in the ancient world, too. Back then, work was often thought to be degrading rather than meaningful.19 In the ancient Egyptian city of Thebes, the law stipulated that nobody could hold office unless he had kept away from trade for ten years.20 Handling goods in the market was considered to be a prohibitively grubby affair. In Sparta, the warrior city-state of Greece, citizens were raised to fight and kept away from productive work by law. Trade was left to noncitizens, and manual labor to the “helots,” a vast state-owned population of slaves.21
When Plato set out his blueprints for his ideal state, he confined certain workers to their own “artisan class,” denying them a chance to run state affairs. “The best-ordered state will not make an artisan a citizen,” he said. Aristotle, likewise, wrote that “citizens must not lead the life of artisans or tradesmen, for such a life is ignoble and inimical to excellence.”22 He believed that meaning could only come through leisure, and that the only purpose of work is to pay for leisure time: “We work in order to enjoy leisure, just as we make war in order to enjoy peace.”23 In fact, the Greek word for “work,” ascholia, literally means “the absence of leisure,” schole; for the Greeks, leisure came first, the opposite from how many think today.24
In old myths and religious scriptures, work often makes an appearance as a punishment, rather than the font of a meaningful life. In the Greek myth of Prometheus, for instance, a mortal tricked the gods into accepting a sacrifice of bones instead of meat. Enraged at this trickery, Zeus punished all of mankind with work.25 “The gods keep the means of life concealed from human beings,” the poet Hesiod explains. “Otherwise you would easily be able to work in just one day so as to have enough for a whole year even without working … But Zeus concealed it, angry in his heart because crooked-counseled Prometheus had deceived him.”26
Or take the Old Testament. In the beginning, when Adam and Eve roamed naked in the bountiful Garden of Eden, all was well. After Adam ate the forbidden apple, though, God condemned them both to hard labor—Eve, metaphorically, to hard labor through painful childbirth (“I will make your pains in childbearing very severe”), and Adam, literally, through making him toil from then on for his sustenance (“by the sweat of your brow you will eat your food”).27
These stories should remind us that the link between work and meaning, no matter how much Freud and Weber may extol it, may not in fact be so clear. In blunter terms, for many people work has always been pretty miserable, whatever theory might suggest. It is hard to argue that toiling in the factories and mills of the Industrial Revolution gave people a deep sense of fulfillment, for example. On the contrary, it was a life of gloom and despair. This is what enraged a young Karl Marx, prompting him to write at great length about “alienation,” the idea that certain work stopped human beings from becoming their true selves.28 This is why Adam Smith, so often held up as the standard-bearer for unfettered markets, nonetheless feared that the dull monotony of labor would cause people to turn “as stupid and ignorant as it is possible for a human creature to become.”29 And this is why Charles Fourier, an influential early-nineteenth-century French philosopher, described the working world of the time as a “veritable graveyard.”30
Nor do we have to go back to the Industrial Revolution, when workers lacked legal protections and were exploited and oppressed, to question the relationship between work and meaning.31 Look at how people spend their working lives today, whether it’s stacking shelves or making sandwiches, sweeping roads or collecting garbage, drafting legal contracts or reviewing financial accounts. Though these endeavors may not resemble the activities on the factory floor of a hundred years ago, none of them are self-evidently roles that bring their bearers a profound sense of meaning or fulfillment. In the United States, almost 70 percent of workers are either “not engaged” in or “actively disengaged” from their work, while only 50 percent say they “get a sense of identity from their job.”32 In the UK, almost 40 percent of people think their work does not make a meaningful contribution to the world.33 In the words of the sociologist David Graeber, many people today find themselves trapped in “bullshit jobs.”34
Finally, even for those who are fortunate and privileged enough to find their jobs meaningful, it does not follow that they would want to work if they did not have to. Take the French. They attach more importance to their work than many other nationalities. Yet, at the same time, they wish to—and do—devote less time to it than people in most other countries.35 At times, I wonder whether the academics and commentators who write fearfully about a world with less work are just mistakenly projecting the personal enjoyment they take from their jobs onto the experience of everyone else.
THE OPIUM OF THE PEOPLE
There are, then, two very different views of the relationship between work and meaning. There are those who imagine that there is an important connection between the two, who see work as a way not only of distributing income in society but of sharing out meaning as well. Reading the downbeat accounts of “bullshit jobs” and miserable employment, they are likely to instinctively feel that things need not be that way, that with the proper changes even unpleasant work could be made fulfilling, too. Then there are those who have the reverse inclination, who question any link between work and meaning, and are likely to see any unhappiness or disillusion with work as confirmation of their beliefs.
In a sense, though, it may not matter which view you take. As we approach a world with less work, both tribes will be forced to address the same question: If people no longer work, what exactly will they do?
A popular idea for answering this question has been to look to the wealthy upper classes for guidance. Throughout history, many of their members have had the luxury of not having to worry about work for an income. Keynes called them “our advanced guard,” imagining them up ahead in a world with less work, “spying out the promised land for the rest of us and pitching their camp there.”36 Wassily Leontief invoked them as well, writing that “those who ask what the average working man and woman could do with so much free time forget that in Victorian England the ‘upper classes’ did not seem to have been demoralized by their idleness. Some went hunting, others engaged in politics, and still others created some of the greatest poetry, literature, and science the world has known.”37
Bertrand Russell, a philosopher and a member of the British upper classes himself, captured his views about his prosperous peers in a famous essay, “In Praise of Idleness.” He argued that “a great deal of harm is being done in the modern world by belief in the virtuousness of work,” and that “the road to happiness and prosperity lies in an organized diminution of work.” It seemed to him that the leisure class “contributed nearly the whole of what we call civilisation … Without the leisure class, mankind would never have emerged from barbarism.”38 He thought no one should be obliged to work more than four hours a day, leaving people free to devote themselves to the arts, sciences, literature, and economics.
The problem is that looking at the lifestyles of the well-to-do is not particularly revealing. For one thing, there is a tendency to romanticize how wisely they actually spent (or spend) their days. Thorstein Veblen, whose theory of conspicuous consumption mocked how prosperous people in Victorian Britain spent their money (“in order to be reputable it must be wasteful”), also poked fun at how they occupied their free time—what he called “conspicuous leisure.”39 For them, it was not enough to be seen wasting income on garish superfluities; they had to be seen wasting their time as well. That explained the attachment of the “leisure classes” to everything from learning ancient languages to putting on elaborate exhibitions of punctilious manners and decorum. Of course, Veblen was being provocative. But he had a serious point, too: the upper classes often did spend their time in peculiar ways.
The truth is that imagining how we might spend our time profitably is very difficult. There is a famous line in Marx’s writing that hints at why: “Religion,” he says, “is the opium of the people.” This is often interpreted as an attack on the clergy and the upper classes—blaming them for cooking up religious doctrine that sedated working people, blinding them to economic inequality and keeping them from starting a revolution. But this is not what Marx meant. He thought religion was created by ordinary people, not imposed top-down by others. It was their self-concocted way to add meaning to their lives.40
Today, though, religion clearly no longer fulfills that role. Religiosity may be on the rise in certain communities, and some new additions have been made to the religious canon (the “scripture” of Scientology, for example). But compared to Marx’s age, a time of widespread church construction and enthusiastic clergy recruitment, the modern world is very different.41 Religion no longer dominates everyday life in the way it once did.
What has taken its place? It is the work that we do. For most of us, work is the new opium. Like a drug, it provides some people with a pleasurable burst of purpose. But at the same time, it intoxicates and disorientates, distracting us from looking for meaning elsewhere. This makes it difficult to imagine how we could live our lives any differently. Work is so entrenched in our psyches, we have become so dependent on it, that there is often an instinctive resistance to contemplating a world with less of it, and an inability to articulate anything substantial when we actually do.
Most of us know what it means to live in gainful employment; the same cannot be said of what it means to be settled into gainful unemployment. In the words of Hannah Arendt, we live in a “society of laborers which is about to be liberated from the fetters of labor, and this society does no longer know of those other higher and more meaningful activities for the sake of which this freedom would deserve to be won.” The worry, as Keynes put it, is that “there is no country and no people, I think, who can look forward to the age of leisure and of abundance without a dread. For we have been trained too long to strive and not to enjoy.”42
LEISURE POLICIES
So, what should we do? How will people without work spend their time, and what can we do—if anything—to make sure that it provides them with the sense of purpose they might have hoped to find in a job? One of the most haunting findings from Marie Jahoda’s time in the village of Marienthal was the way that leisure became what she called a “tragic gift” to those without work. Her hope had been that “even amid the misery of unemployment, men would still benefit from having unlimited free time.” Instead, she found that, “cut off from their work … [they] drift gradually out of an ordered existence into one that is undisciplined and empty,” to the point that when asked to explain how they spent their days, they were “unable to recall anything worth mentioning.”43 In a world with technological unemployment, how do we avoid a similar despondency and despair from spreading?
Part of the answer is that, as a society, we will need to think more carefully and consciously about leisure: both how to prepare for it, and how to use it wisely and well. Today, we are familiar with labor market policies, a spread of interventions that shape the world of work in a way that society thinks best. As we approach a world with less work, though, I believe we will want to complement them with something different: leisure policies that inform and shape the way that people use their spare time.
Revisiting Education
A serious leisure policy must begin with education. Today, the priority for most schools and universities is preparing people for the world of work. (And where that is not the aim, it is still how they are judged.) With that in mind, I argued earlier that we need to change what, how, and when we teach. But as we approach a world with less work, that particular priority will no longer make sense. Education experts are fond of quoting the ancient Spartan king Agesilaus, who said that the purpose of education is to teach children the skills they will use when they grow up.44 Their point in citing the king’s seemingly self-evident advice tends to be that today’s education systems fail to do that. But when considering a world with less work, that same quotation prompts a different thought: the skills needed to flourish in that future world will be very different from those in demand today.
At the moment, we tend to conflate working and flourishing. We believe that to succeed in work is to flourish in life, so the skills required are the same. But if there is less work to be done, we need to prepare people for that instead. This would require a significant overhaul in what we teach—but big shifts of this magnitude are not unprecedented. If we traveled back to Agesilaus’s time and took a look at the Spartan curriculum, we would be startled. Known as agoge, it was essentially a two-decade-long PE class designed to prepare men for war. Today, to the dismay of no one except perhaps PE teachers, organized exercise in schools is confined to a few hours a week. We no longer need to train young people to be warriors. In the future, we may no longer need to train them to work, either, but will have to teach them to flourish through leisure instead.
There are more recent sources of inspiration than the ancient Greeks, as well. About three-quarters of a century ago, the Education Act of 1944 introduced free secondary education for all in the UK.45 The legislation’s chief architect, an MP named Rab Butler, stood up in the Houses of Parliament to say that he hoped the reform would “develop our most abiding assets and richest resources—the character and competence of a great people.” His wording suggests a dual aspiration: not simply to produce ever more competent workers, but also people of outstanding character.46 In the decades that followed, the education system largely shed that latter aim, but in recent years it has made a comeback. Politicians, academics, and policy wonks increasingly talk about the importance of teaching “character” and “life skills” in school. One think tank, channeling the ethos of the classical philosophers, argues that we need to cultivate a set of “virtues” in students: “moral virtues such as honesty and kindness, civic virtues such as community service, intellectual virtues such as curiosity and creativity, and performance virtues such as diligence and perseverance.”47 We might argue whether these are the exact skills needed to flourish in a world with less work. But this basic exercise, revisiting the role of education beyond basic workplace competence, is the right one.
Shaping Leisure
Beside preparing children for a world with less work, societies may also want to devise leisure policies that shape how jobless adults actually spend their spare time. That might sound like a step too far: it is all very well for the state to try to influence the labor market, you might think, but should people not be left alone to choose how they spend their leisure? I am not so sure. Keep in mind that, in all countries today, the state already does this—without provoking discontent.
Take the UK, where people tend to spend five to six hours a day in leisure. (The average number is 6.1 hours a day for men, 5.5 for women.) Britons might imagine that they spend this time as they see fit. In fact, the state is lurking in the wings, quietly influencing what they do. According to the Office for National Statistics, the most popular leisure activity is consuming “mass media.” This essentially means watching TV, with a little reading and music thrown in.48 And it is true that people get to choose the TV channels and movies that they watch. But to own a TV in the UK in the first place, you have to pay an annual tax to fund the public broadcaster, the BBC. Their channels are the first you’ll see when flicking through the options. The state gets to shape what those channels show, too: the BBC is required to “inform, educate, and entertain,” lest it lose its ability to levy that tax.49
And how do Britons spend their spare time when they are not watching TV? There are a few hours a week playing sports or being outdoors, and about another hour a week doing cultural activities, like visiting museums or going to the theater. Once again, the state is here, quietly influencing things behind the scenes. In fact, in the UK, an entire government department—the Department for Digital, Culture, Media, and Sport—tries to shape how that time is spent. They make a range of interventions, like making sure all children have the chance to learn how to swim and ride a bike; providing entry to many of the best museums in the country completely for free; and banning the finest art in the country from being sold and taken overseas.50 In fact, look to any area of our leisuring lives, and you are likely to find, if not a formal government department, then at least a network of publicly supported “trusts” and “foundations” and “bodies” that are gently cajoling us to adopt certain activities and abandon others.
There are also instances of what can be described as unintentional leisure policies. Pension systems are one example. Around the world, these are all based on the principle that leisure is something you should do in the twilight of life. But as Sarah O’Connor asks in the Financial Times, “if state support is going to allow everyone to have a period of leisure in their lives, why does it all have to be at the end?”51 Already, in a world where life expectancy is improving, where workers would benefit from taking time off to retrain, and where people face substantial and irregular demands on their nonworking time (to bring up children, perhaps, or care for elderly relatives), it is striking that the state has decided to only really provide financial support for leisure once most of life is over.
Or consider the volunteering sector. In Britain today, about fifteen million people volunteer regularly—half as many people as there are in paid work.52 (Andy Haldane, the chief economist at the Bank of England, estimates that the economic value of this volunteering in the UK is £50 billion a year, making it as valuable as the energy industry.)53 But the sector does not operate in a vacuum: the state has a spread of programs and procedures designed to support it. These, too, can be seen as leisure policies of a sort, encouraging people to spend their spare time in a variety of particular activities for free.
As these examples show, there is already a variety of “leisure policies” in action today. However, right now they are a highly haphazard collection of minor intrusions, often accidental ones, on people’s spare time. In a world with less work, this scattergun approach will no longer be appropriate. Societies will need to think far more deliberately, comprehensively, and coherently about their leisure policy.
This would be a radical change in direction. Leisure today is increasingly seen as a superfluity rather than a priority. The state, when looking to present itself as austere in its spending, often treats leisure activities as disposable, low-hanging fiscal fruit that can be cut and discarded with ease. In the United States, President Trump has tried to eliminate the National Endowment for the Arts, the Institute of Museum and Library Services, and the Corporation for Public Broadcasting.54 In the UK, the number of public libraries has been cut by about 12 percent between 2010 and 2016.55 (This decline has struck a national nerve: when the writer Philip Pullman spoke to a small gathering in Oxford about the fight against library closures, the online transcript of his speech became, in the words of one enthusiastic commentator, a “viral sensation.”56)
It is important, though, not to be overly prescriptive from today’s armchairs about what particular pastimes a community might want to encourage its members to do. It is up to future generations to deliberate with one another about how to spend spare time in meaningful and purposeful ways. Attempts to forecast how people might spend their leisure time in the future have often turned out poorly. In 1939, for instance, the New York Times argued that TV would never catch on. “The problem with television is that people must sit and keep their eyes glued on a screen; the average American family hasn’t time for it,” the editorial confidently stated. “For this reason, if for no other, television will never be a serious competitor of broadcasting.”57 Needless to say, that prediction would turn out to be very wrong indeed.
A RETURN TO WORK
After a period of leisurely exploration, some people might conclude that for them, no activity can match work in providing a sense of fulfillment or direction. Even if their income comes from elsewhere, they may decide that a “job” is the only way to secure the meaning they seek.
One of my favorite poems, Alfred Tennyson’s “Ulysses,” is about this exact feeling. It tells the story of Odysseus, the Greek hero who, having won the Trojan war, takes a decade to return home from the battle. He is held up, among other obstacles, by lotus-eating people who try to sedate him, by the ghost of his dead mother who attempts to distract him, by a tribe of one-eyed giants who imprison him, and a different group of giants who try to eat him. It is, in short, a difficult commute home. And in the poem, Tennyson imagines how Odysseus would have felt upon returning from that adventure, having to settle down as an “idle king” on his throne again. His answer is that it would have been unbearably boring. Odysseus would struggle to “rust unburnish’d” but would want to “shine in use.” And so, in Tennyson’s poem, Odysseus prepares to set sail again, handing the throne over to his son, hoping that “some work of noble note, may yet be done / not unbecoming men that strove with Gods.”58 In a similar way, arriving at a world of technological unemployment, Odysseus-like people in the future might still want to attempt their own “work of noble note.”
Until now, I have spoken about “a world with less work.” What I have really meant, though, is a world with less paid work. Up to this point, there was little need to draw attention to that distinction. As we think about the future, though, it is important to look at this more carefully. Why? Because while we may be approaching a world with less paid work, there is no reason why it must be a world without any work at all. In the future, people who find themselves itching to keep at work despite having no economic reason to do so may hunt for roles that we would call “work” today—the only difference being that for them, this work would not come with a wage in the labor market that is large enough to live on.
What might these roles involve? Anything, in a sense, once the constraint of having to earn a wage to live on is removed. They might draw on tasks that machines could do better, but human beings want to do anyway in spite of that. That might sound inefficient, but if this work is done for noneconomic ends, in pursuit of purpose rather than productivity, then economic worries about “efficiency” are a mistake.
The existence of these Odysseus-like people creates another role for the state: to help those who want to work find such work. One possibility is that the state may actively create work for people to do. This is not as radical as it sounds: in fact, governments already do this on a huge scale. Seven of the top ten largest employers in the world are state-owned institutions—the US Department of Defense, the NHS, the State Grid Corporation of China, and the Indian Railways, to name a few. Even today, the idea of a “job guarantee” is already gathering favor and interest. In the United States, several Democratic candidates for the 2020 presidential election endorse the notion of offering everyone a job, and 52 percent of Americans support the policy. To put those numbers in context, the pollster responsible described it as “one of the most popular issues we’ve ever polled.”59
The discussion about people who want to work in a world with less paid work does leave us with a conceptual puzzle. If people no longer directly rely upon that work for an income, is it still right to call it “work”—or is it leisure? In the Age of Labor, we have not had to worry too much about that distinction. Leisure is often defined simply as what people do when they are not at work, and work as what they do when they are not at leisure. In a world with less paid work, though, these definitions and boundaries become murkier. Is something only “work” if it is done for a wage? If so, that would suggest that housework, for instance, is not work. Is something only “work” if it is strenuous and hard, or perhaps slightly unpleasant? That would require us to say that people in paid but pleasurable work are at leisure (and that sports fans intensely watching television as their team loses are at work).
Philosophers have spent a lot of time trying to pin down this distinction.60 But in practice, I am not sure how much it matters. When considering a future with less paid work, it is far more illuminating to think simply about free time. Some may want to spend some of that time doing things that look a lot like “leisure” today; others may incline toward more structured and directed roles, in the spirit of “work” in the past. My suspicion, though, is that what people choose to do will mostly not look like work today. Work is a source of meaning for some people at the moment not because work itself is special, but because our jobs are where we spend the majority of our lives. We can only find meaning in what we actually do—and freed up to spend our lives differently, we will find meaning elsewhere instead.
A ROLE FOR THE CONDITIONAL BASIC INCOME
And so we come back to the initial question of this chapter. What will people without work do with all of their free time? Part of the answer is that they might pursue more leisure. To that end, as we have seen, the state might want to step in and help them to use that time in a meaningful way. Another response is that some might want to retreat to some activity that looks more like work, though not in direct pursuit of a wage. And the state might want to support those ambitions, too.
But these two options are unlikely to be the full answer. In a world with less work, few societies will be able to allow those without a job to fill all their time with idleness, play, or unpaid work as they alone see fit. This is because, as noted earlier, any society that allows that is likely to fall apart. Today, social solidarity comes from a sense that everyone contributes to the collective pot through the paid work that they do and the taxes that they pay. Maintaining that solidarity in the future will require those without paid work to spend at least some of their time contributing to the pot in other, noneconomic ways.
This is what the “conditional basic income,” the CBI I have proposed, is designed to support: it is a UBI, but one that requires its recipients to do something in return. If it is adopted, it means that, in the future, the daily lives of those without work are likely to be divided in two: not between leisure and paid work, but between activities that they choose and others that their community requires them to do.
We can speculate about what those required activities will be. Some communities, populated by people like Keynes and Russell, might be satisfied if those without work spend their time in pursuit of artistic and cultural ends: reading, writing, composing beautiful music, thinking deep thoughts. Others, channeling the ancient Greeks, might ask people to take their role as citizens more seriously; to engage in politics, to support local government, to ponder their obligations to others.61 Beyond such recreational and political activities, I believe that educational, household, and caregiving activities will be recognized as important as well. No matter how capable machines become, we will, I imagine, want human beings to have a role in preparing others to live purposeful lives, and in supporting them during hard times and ill health.
This list, again, is speculative, and no doubt incomplete. In the end, it will be up to future communities to decide what counts as a contribution and what does not. Different societies will be drawn to different conclusions. But all of them, engaged in the same exercise, will be forced to say what they consider to be valuable and what not.
Today, that sense of value is overwhelmingly shaped by the market mechanism: a thing’s value is the price that someone is willing to pay for it, and a worker’s worth is the wage that they receive. For all its flaws, there is something extraordinary about the inexorable simplifying power of this mechanism. In the white heat of the market, the clash between people’s infinite desires and the hard reality of satisfying them gets boiled down to a single number: a price.
Extraordinary, but still flawed. There are things we all recognize as being significant that have no price tag, and jobs we all think are important that receive little or no pay in return. Most caregiving, for instance, is unpaid.62 In the United States, about 40 million family caregivers provide $500 billion of unpaid care to adults every year, two-thirds of it done by older women.63 In the UK, around 6.5 million caregivers, again mostly women, provide unpaid care worth up to £100 billion.64 Most housework, too, is unpaid. In the UK, the combined value of cooking, child care, laundry, and dealing with the general clutter of household chores is estimated to be about £800 billion—more than four times the size of the manufacturing sector.65 Once again, it tends to be performed by women. A single number cannot capture all the different dimensions in which our sense of what matters can run.
In a world with less work, we will have an opportunity to repair this mismatch. President Obama hinted at this possibility in a set of parting reflections on the future of work. What we need to do, he said, is to begin to “reexamine what we value, what we are collectively willing to pay for—whether it’s teachers, nurses, caregivers, moms or dads who stay at home, artists, all the things that are incredibly valuable to us right now but don’t rank high on the pay totem pole.”66 And if we adopt a CBI, we will be driven to do exactly that: to take activities that the invisible hand of the labor market had marked down as worthless, and, with the visible hand of the community, to hold them up as being valuable and important. We will have a chance to allocate value through community recognition rather than through market wages. Fulfilling the requirements of a CBI may turn out to provide a sense of self-satisfaction not too different from that of bringing home a paycheck: the warm glow of earning one’s keep, albeit earned in a different way.
THE MEANING-CREATING STATE
This final chapter is the most speculative in the book. But it contains two important lessons. The first is that if free time does become a bigger part of our lives, then it is likely to also become a bigger part of the state’s role as well. Just as in the Age of Labor we have interventions designed to shape our working lives, in a world with less work we will need a set of tools to influence our free time, too. Those can include leisure policies, designed to help people spend their time in purposeful ways; opportunities for people who still want to “work” even if not for a wage; and requirements that people contribute to society, in return for the support that society provides. These are some possible directions. I am sure there will be more.
The second lesson is that work has meaning beyond the purely economic. That relationship does not always hold: for some people, their work is a source of income and nothing more. But for others, their work does provide a strong sense of purpose. They have economic identities, a sense of who they are, that is tightly rooted in the work that they do.
British coal miners show this very clearly. In the old mining city of Durham, in the north of England, the streets get closed to traffic once a year. The town fills up with crowds of miners and their supporters. There is music and marching, brass bands and celebratory songs; people carry huge banners above their heads decorated with the faces of historical mining heroes, and slogans like “unity” and “community” and “pride.” This is a group of people whose identities are clearly anchored in their particular type of work. The Durham Miners’ Gala, as the march is known, has been happening since 1871. But it is uncertain how much longer it will continue. At the end of 2015, the last deep coal mine in Britain, Kellingley Colliery, was closed, and the retired mining machines were buried in the old pits.67 To me, the ceremony looked much like a set of religious funeral rites.
In a world with less work, the opportunity for economic identities like those of the British miners will shrivel. Instead, people will be forced to find noneconomic identities elsewhere. Today, there is a surge in identity politics: people’s political tastes are increasingly shaped by their race or their faith or the place where they live. At times, I wonder whether this is in part a reaction to the insecurity of contemporary economic life, a retreat to a noneconomic source of meaning that feels sturdier and more reliable than the economic alternatives. But there are reasons to worry about these noneconomic identities, too. For one thing, people can be very bad at recognizing them. In Britain, the widespread failure among Remainers to imagine that Brexit could happen is a good example: there was a collective blindness to the fact that purpose in life might not only run in an economic dimension, that arguments about “trade” and “growth” might be answering questions that many people were simply not prioritizing.68 What’s more, the noneconomic identities that emerge may be quite unsavory. The recent rise of populist politics around the world, partly a response to economic insecurity, is an ominous example of this.
From these two lessons, a final role emerges for the Big State: as a meaning-creating state. As we approach a world with less work, a traditional source of purpose for many people will fall away and a gap will appear. New sources of purpose will emerge, not all of them benevolent. We may want a meaning-creating state to step in and, through interventions like leisure policies and the CBI, guide whatever floods in to fill work’s place.
Of all the roles that I have set out for the Big State, this is the most unfamiliar. Today, we are used to our politicians acting as managers and technocrats whose role is to solve esoteric policy problems. We tend not to think of them as moral leaders. We do not expect them to guide us on what it means to live a flourishing life. But in a world with less work, we will need them to help us do this as well. “Towards what ultimate point is society tending by its industrial progress?” asked John Stuart Mill. “When the progress ceases, in what condition are we to expect that it will leave mankind?”69 We may want a meaning-creating state to help us find answers.
Until now, modern political life has dodged philosophical questions like this. In the twentieth century, most societies agreed on the same goal: making the economic pie as large as it can be. And as Isaiah Berlin once wrote, “Where ends are agreed, the only questions left are those of means, and these are not political but technical, that is to say, capable of being settled by experts or machines like arguments between engineers or doctors.”70 Accordingly, fixated on this economic end, we have tended to turn to economists, the engineers of contemporary life, to tell us how to relentlessly grow that pie. In a world with less work, though, we will need to revisit the fundamental ends once again. The problem is not simply how to live, but how to live well. We will be forced to consider what it really means to live a meaningful life.
In 1941, Stefan Zweig sat at his desk in Brazil, writing. A decade before, he had been probably the most popular writer in Europe, with book sales that would make some of today’s bestselling authors green with envy. By now, though, he had become an exile, yet another displaced Austrian Jew forced to flee his home. Sitting at that desk in Brazil, Zweig was writing his autobiography, The World of Yesterday. When he was growing up, he explains, everything—the buildings, the government, their way of life—seemed to everyone to be unshakable. He called it the “Golden Age of Security.” As a child, he felt that this world would last forever. Alas, as we now know, it was not meant to be.1
Over the past decade, when reflecting on our future, I have often thought of Zweig sitting alone and working away at his book. To me, it seems that many of us have also grown up in an age of security—what I have called the Age of Labor. After the insanity and slaughter of the first half of the twentieth century, things took on a more predictable, calmer rhythm across much of the world, and the pursuit of paid work was an important part of that. The advice passed on to us from those further along in life was always the same. Our parents and teachers explained that if we kept our heads down, and tried hard at school or whatever else we chose to do, then a future of stable paid work would be waiting for us. As we got older we could expect to be paid more, and when we were old we could stop working and draw on the fruits of our labors. Life was all about work—preparing for it, doing it, retiring from it—and that seemed okay.
In this book, I have argued that our age of security, like Zweig’s, is fated to come to an end. In the next hundred years, technological progress will make us more prosperous than ever before. Yet that progress will also carry us toward a world with less work for human beings. The economic problem that haunted our ancestors, that of making the economic pie large enough for everyone to live on, will fade away, and three new problems will emerge to take its place. First, the problem of inequality, of working out how to share this economic prosperity with everyone in society. Second, the problem of political power, of determining who gets to control the technologies responsible for this prosperity and on what terms. And third, the problem of meaning, of figuring out how to use this prosperity not just to live without work but to live well.
These problems are daunting and will be hard to solve. There will be fundamental disagreement about what we should do. Yet I am hopeful about the future. When we think about what lies ahead, it is important to look back as well, to remind ourselves of our three-hundred-thousand-year-old story so far and remember the challenges we have already overcome. Not that many generations ago, almost all human beings lived on or around the poverty line. The struggle for subsistence was the challenge that preoccupied most of mankind. Our generation has been fortunate to wake up in a world where people need not be condemned to that fate, where there is in principle enough economic prosperity for us all to keep ourselves and our families alive. The looming problems—of inequality, power, and meaning—are just the consequences of this unprecedented prosperity. They are the price we pay for the material abundance that some of us (though as yet not all of us) have been fortunate to enjoy. And in my view, it is a price worth paying.
In the twenty-first century, we will have to build a new age of security, one that no longer relies on paid work for its foundations. And we have to begin this task today. Although we cannot know exactly how long it will take to arrive at a world with less work for human beings to do, there are clear signs that we are on our way there. The problems of inequality, power, and meaning are not lurking in the distance, hidden out of sight in the remote future. They have already begun to unfold, to trouble and test our inherited institutions and traditional ways of life. It is up to us now to respond.
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