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Preface

Most students who approach neoclassical economics with a critical eye
usually begin by thinking that neoclassical theory is quite vulnerable.

They think it will be a push-over. Unless they are lucky enough to

interact with a competent and clever believer in neoclassical economics,

they are likely to advance rather hollow critiques which survive in their

own minds simply because they have never been critically examined.

Having just said this, some readers will say, ‘Oh, here we go again
with another defense of neoclassical theory which, as every open-minded
person realizes, is obviously false.” This book is not a defense of
neoclassical theory. It is an examination of the ways one can try to

criticize neoclassical theory. In particular, it examines inherently
unsuccessful ways as well as potentially successful ways.

As with the question, ‘Is there sound in the forest when there is
nobody there to listen?’, there is equally a question of how one registers
criticisms. Who is listening? Who does one wish to convince? Is the
intended audience other people who will agree in advance with your
criticisms? Or people who have something to gain by considering them,
namely believers in the propositions you wish to criticize? If you write
for the wrong audience there may be nobody there to listen!

My view has always been that whenever | have a criticism | try to
convince a believer that he or she is wrong since only in this way will |
be maximizing the possibilities for my learning. Usually when the
believer is competent | learn the most. Sometimes | learn that | was
simply wrong. Other times | learn what issues are really important and
thus | learn how to focus my critique to make it more telling. | rarely
learn anything by sharing my critiques with someone who already rejects
what | am criticizing. Unfortunately, it is easier to get a non-believer to
share your critique than to get a believer to listen. Nevertheless, this is
the important challenge.
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I am firmly convinced that any effective critique must begin by a
thorough and sympathetic understanding. It is important to ask: What is
the problem that neoclassical economics intends to solve? What
constitutes an acceptable solution? With these two questions in mind, |
continue to try to understand neoclassical economics. Over the last
twenty-five years | have been fortunate to have many colleagues at
Simon Fraser University who are neoclassical believers. While | began
as a student who considered neoclassical economics to be a push-over,
thanks to my colleagues | have come to respect both its sophisticated
structure and its simplistic fundamentals. My colleagues have listened to
my complaints in seminars and they have taken the time to read my
papers. When they thought | was wrong they told me so. And when they
did not agree, and particularly when they said they did not know how to
answer, they told me so. | do not think one should expect any more from
one’s colleagues.

This book presents what | think remain as possible avenues for
criticism of neoclassical economics. The simplicity of neoclassical
economics is that it has only two essential ideas: (1) an assumption of
maximizing behaviour and (2) an assumption about the nature of the
circumstances and constraints that might impede such behaviour. The
obvious avenue for criticism is to attack the assumption of maximization
behaviour. As we shall see, this turns out to be the most difficult avenue.
Moreover, since both types of assumptions are essential, there are many
other possibilities. For example, the problem is not whether one can try
to maximize one’s utility in isolation but whether a society consisting of
similarly motivated people can achieve a state of coordination that will
permit them all to achieve their goals. What are the knowledge
requirements for such coordination? What are the logical requirements
for the configuration of constraints facing these individuals?

Once one recognizes that the acceptance and use of the maximizing
hypothesis creates many difficulties for the model-builder, the number of
avenues multiplies accordingly. Perhaps the idea of a coordinated society
of maximizing individuals is not totally implausible. The question that
we all face as economic theorists is whether we can build models that
demonstrate such plausibility. Of course this raises the methodological
guestion of one’s standard of plausibility but for the most part | will not
be concerned with this question. | will be more concerned instead with
some technical issues even though questions of an epistemological or
methodological nature cannot be totally avoided. It is in the two areas of
epistemology and methodology that neoclassical critiques get very
murky once one recognizes that to explain the behaviour of an individual
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decision-maker one must deal with how that individual latdw&sowh
she needs to know in order to make a decisiaonbh#iutdito a
coordinated society.
While knowledge, information and uncertaintyracegfteed
today, rarely is there more than lip-service givieal tdiscasision
of their theoretical basis. How does information redios- a dec
maker's uncertainty? What concept of knowledge gorislearnin
presumed by the neoclassical theorist? Typscatigdthieeprg is
based on a seventeenth-century epistemology thed Wwes refut
hundred years ago. If knowledge, informatioairay unattgr then
it is important for us to understand these concepts.
This book is written for those who like me wish tadundersta
neoclassical economics. In particular, it is fopthiste tov develop
a critical understanding whether one wishes toewulassieah
theory or just criticize it. | cannot preclude true believers who are
looking for research projects that would lead to needdubyeqars.
welcome, too.

L.A.B.
Burnaby, British Columbia
29 November 1990
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Prologue

Understanding neoclassical
economics through criticism

Far too often when one launches a criticism of a particular proposition or
school of thought many bystanders jump to the conclusion that the critic is
taking sides, that is, the critic is stating an opposing position. Sometimes, it
is merely asked, ‘Which side are you on?’ Criticism need not be limited to
such a context.

Since the time of Socrates we have known that criticism is an effective
means of learning. Criticism as a means of learning recognizes that we
offer theories to explain events or phenomena. One explains an event by
stating one or more reasons which when logically conjoined imply that the
event in question would occur. While some of the reasons involve known
facts, making assumptions is unavoidable. Simply stated, we assume
simply because we do not know.

Economics students are quite familiar with the task of using
assumptions to form explanations of economic phenomena. But, some may
ask, will just any assumptions suffice? Apart from requiring that the
phenomena in question are logically entailed by the assumptions ventured,
it might seem that anything goes. Such is not the case. The ‘Principles of
Economics’ are essential ingredients enfery acceptable explanation in
modern neoclassical economics. For example, it would be difficult to see
how one could give aeoclassicalexplanation of social phenomena that
did not begin with an assumption that the phenomena in question were the
results of maximizing behaviour on the part of the relevant decision-
makers. Recognizing that the Principles are essential for any acceptable
explanation is itself an important consideration for any criticism.

Whether one’s purpose in criticizing is to dispute a proposition (or
dispute an entire school of thought) or just to try to learn more,
understanding what it takes logically to form an effective criticism would
seem to be an important starting point.
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NECESSARY VS SUFFICIENT REASONS in the latter case, if we could see all the costs (such as transaction costs)
then we could see that what appears to be a disequilibrium is really an

At the very minimum, explanations are logical arguments. The logic of equilibrium

explanation is simple. The ingredients of an argument are either o - - . ,
: . . Co The distinction between explaining and explaining away involves one’s
assumptions or conclusions. The conclusions of an explanation include

. . L presumptions. If one thinks the decision-maker is always maximizing then
statements which are sometimes called necessary conditions. One states L g . .
- . . any appearance of ‘irrationality’ can be explained away by demonstrating
explicit assumptions which are all assumed to be true and then one - L :
. X . . that the true utility function is more complicated [e.g. Becker 1962].
provides the logical structure which shows that for all the assumptions to - ) . :
: . . Explaining away takes the truth of one’s explanation for granted; thus
be true the conclusion (regarding the events or phenomena to be explained)

. . . . whatever one may think reality is can be seen to be mere appearance (e.qg.
mustnecessariljbe true. Despite how some early mathematical economics S . - "
. L0 . apparently irrational behaviour). Moreover, reality is seen to be the utility
textbooks state the issues, there usually issmgle assumption or

. . . - L .y function that would have to exist to maintain the truth of one’s explanation.

conclusion which is a sufficient conditidn. Usually, the sufficient . : T o
o . . : If one wishes to explain (as opposed to engaging in explaining away) then
condition is the conjunction (i.e. the compound statement formed by all) of , ! . e S ;
. . . one’s assumption regarding theriori form of the objective function must

the assumptions. The error of the early textbooks is that if there are . )

: . ) ) be stated in advance and thus put at stake (i.e. not made dependent on the
assumptions and-1 are true, then theth assumption appears to ‘make

: L L observed behaviour). In this sense, one’s explanation makes maximization
the conjunction into the sufficient compound statement. Of course, any one . . : .
) . - a necessary assumption (although not necessarily true — its truth status is
of the n assumptions could thus be a sufficient condition when all the

) . still open to question). The claim is that we understand the behaviour
others are given as trde. In short, the conclusions are necessary and the”. S ) )

; . . . - simply because we assummeaximization. For most of our considerations
conjunctionof all the assumptions is sufficient.

What is not always recognized is that it is the presumed neces#ity of _here_, it will not matter Whether_ we are explaining or expla|,n|ng away since
L ! . . . ) . in either case one must put either the truth status of one’s assumptions or
individual assumptionforming the conjunction that is put at stake in any

claim to have provided an explanation which could form the basis for the logical validity of one’s argument at stake and thus open to criticism.

understandinghe events or phenomena in question (e.g. ‘Ah, now | under-
stand, it is because people always do X’). This may seem rather compli- INTERNAL VS EXTERNAL CRITICISM OF NEOCLASSICAL
cated, so let me explain. We offer explanations in order to understand ECONOMICS

phenomena. To accept an explanation as a basis for understanding, one
would have to have all assumptions of the explanation be true (or at least
not known to be false). Otherwise, the logic of the explanation has no
force. The logic of the explanation is that whenever all the assumptions are
true then the events or phenomena in question will occur. There is nothing
that one can say when one or more of the assumptions is false since the
logic of explanation requires true assumptions.

Given the observations so far, if one wishes to criticize an argument, there
are basically two general approaches depending on whether or not one is
willing to accept the aim of the argument even if only for the purposes of
discussion. If one accepts the aim of the argument then one can offer
internal criticism, that is, criticism that examines the internal logic of the
argument without introducing any new or external considerations. In
contrast, methodologists will often refer to their favourite philosophical
authorities to quibble with the purpose of one’s argument rather than try to
EXPLAINING VS EXPLAINING AWAY find faults in the logic of the argument. This, of course, leads to arguments
at cross-purposes and usually carries little weight with the proponents of
the argument. For example, advocates of a methodology that stresses the
utility of simplicity (e.g. Friedman’s Instrumentalism) might wish to
develop explanations based on perfect competition while those who wish to
maximize generality are more likely to see virtue in developing imperfectly
competitive models which see perfect competition as a special case.
Criticizing perfect competition models for not being general enough or
criticizing imperfect competition models for not being simple enough does

A key aspect of the above discussion of explanation is that the events or
phenomena in question are accepted as ‘reality’ (rather than mere
‘appearances’). For example, the Law of Demand (i.e. the proposition that
demand curves armiversallydownward sloping) was often taken as a fact

of reality and thus we were compelled to offer explanations of it. Today, on
the other hand, disequilibrium phenomena such as ‘involuntary
unemployment’ may bexplained aways mere appearances. Supposedly,
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not seem to be very useful. Nevertheless, the history of economics is
populated by many such disputes based on exigmnalcritiques.

Internal critiques focus on two considerations. The most obvious
consideration is the truth status of the assumptions since they must all be
true for an explanation to be true. The other concerns the sufficiency of the
argument. If one wished to criticize an explanation directly, one would
have to either empirically refute one or more of the assumptions or cleverly
show that the argument was logically insufficient. If one could refute one
of the assumptions, one would thereby criticize the possibility of claiming
to understandthe events or phenomena in question with the given
argument. Much of the criticism of neoclassical economics involves such a
direct form of criticism. Unfortunately, many of the assumptions of
neoclassical economics are not directly testable and others are, by the very
construction of neoclassical methodology, put beyond question (this matter
of putting assumptions beyond question will be discussed in Chapter 1).

Even when an assumption cannot be refuted, one can criticize its
adequacy to serve as a basis daderstandingoy showing that it is not
necessary for the sufficiency of the explanation. To refute the necessity of
an assumption one would have to build an alternative explanation that does
not use the assumption in question and thereby prove that it is not
necessary. To refute the sufficiency of an argument one must prove that it
is possible to have the conclusion be false even when all of the assumptions
are true. This latter approach is most common in criticisms of equilibrium
models where one would try to show that even if all the behavioural
assumptions were true there still might not exist a possible equilibrium
state.

It might be thought that the criticism most telling for the argument as a
whole would be to criticize the truth of one’s conclusion. But since
explanations are offered to explain tigeentruth of the conclusion, such a
brute force way of criticizing is usually precluded. However, an indirect
criticism could involve showing that other conclusions entailed by the
argument are false. This approach to criticism is not commonly followed in
economics.

If the theorist offering the explanation has done his or her job, there will
not be any problem with the sufficiency of the logic of the argument. Thus,
theoretical criticism usually concerns whether the argument has hidden
assumptions (or ones taken for granted) which are not plausible or are
known to be false. Such a critique is usually presented in a form of
axiomatic analysis where each assumption is explicitly stated. The most
common concerns of a critical nature involve either the mechanics of equi-
libria or the knowledge requirements of the decision-makers of neoclassical
models. | will pursue various essential aspects of maximization and equi-
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librium in Chapters 1 to 5 and | will examine thegjoédtienad-
equacy of the essential elements of individual decision-making in Chapters
6 to 14.

THE DANGERS OF CRITICIZING CRITIQUES

There is another level of discussion thatftensati@mpted. When a
particular argument has generasedeptergritiques, obviously there
arises the opportunity to critically examindigines.cGiven the
sociology of the economics profession this approach is rather dangerous. If
you treat each critique as an internal critcpigoythe aims of the
argument) you leave yourself open to a claim that yiending dee
original argumemtyfiitique. This claim is a major source of
confusion even though it is not obviously tmiea firsthand
familiarity with this confusion. When | publishetijumy ofrithe
numerous critiques of Friedman’'s famous 1953 essay ogymethodolo
[Boland 1979a], far too many methodologists jumped to the conclusion that
| was defending Friedman. My 1979 argumety thad Hiegxisting
critiques were all flawed. Moreover, while |Riefdnaedsessay
from specific existing critiques it does not folloasttatdnaing him
arfyoconceivable critique. A similar situation occurred in response to
my general criticism of existing argumerifse agssnshption of
maximizing behaviour [Boland 1981]. Many readeds tquntpe
conclusion that | was defending the truth statusuofiglicnasserbert
Simon has often told me | was wrong. But agéime faciisgof how
the maximization assumption is used in economics, and in particular why it
is put beyond question, in no way implies anassdrtiom assump-
tion’s truth status — even though the assumption afiiglbiesfetise.
The difficulty with my two critical papers about accepted critiques is
that too often the economics profession requisesakmesitles in
methodological disputes while at the same time not @lewi
discussion of methodology. Specifically, thossteashorside with
Friedman’s version of Chicago School economics were thrilled with my
1979 paper but those who oppose Friedmart rejaciéy sight-
unseen. Clearly few of the anti-Chicago Schoattastly finished
reading my paper. | reach this conclusion beeasefanthpaper |
explicitly stated how to form an effective critjcmme. @rhe critics
whom | criticized responded [see Rotwein 1980]. Myparapdiy ap
disrupted the complacency among those opposed ne Friedma
methodology — it appears that they were lefinetkgossethodology
flank without a defense against Friedman'ssasspgrtiChlarly so
since by my restating Friedman’s methodologyasidotivery that it
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is nothing more than commonplace Instrumentalism, it was probably clear
to Friedman’s opponents that their methodological views did not differ
much from his.

While there is the potential for everyone to learn from critiques of
critiques, if the audience are too eager to believe any critique of their
favourite boogey-man they read, then all the clearly stated logical
arguments in the world will not have much effect. Despite the confusion,
and regardless of whether anyone else learned from my two papers on
effective criticism, certainly | think | learned a lot. Unfortunately, |
probably learned more about the sociology of the economics profession
than anything else!

UNDERSTANDING AND CRITICISM: WERE MY TEACHERS
LYING TO ME?

Even after having recognized the dangers, | wish to stress that | still think
criticism is an effective means of learning and understanding. Moreover,
understanding without criticism is hollow. As a student | think | learned

much more in classes where teachers allowed me to challenge and criticize

them on the spot. Sometimes | thought they were telling me ‘lies’ and most
of the time | was wrong. Of course, | doubt very much that teachers
intentionally lie to their students. Nevertheless, many textbooks do contain
lies with regard to the essential nature of neoclassical economics and
students and their teachers would learn more by challenging their
textbooks.

Each of the following chapters is concerned with a specific ‘lie’, that is,
with an erroneous notion that has been foisted on us by various textbook
writers and teachers. The first such notion | discuss in Chapter 1 which is
about the claim by many critics of neoclassical economics that the
assumption of maximization is a tautology and timberentlyuntestable. |
will explain why this claim is false. The remaining chapters explore various
theoretical avenues for criticism of neoclassical economics that have
interested me over the last twenty-five years. With the exception of
Chapters 5, 7 and 9, my discussion will focus primarily on consumer
demand theory since neoclassical economists give more attention to
demand theory than they do to the theory of supply.

In Chapters 2 and 3 | begin by determining the nature of the essential
ingredients of neoclassical economics, namely, the Principles of Eco-
nomics, starting with Alfred Marshall’s view of these principles. While it
may not be possible to simply deny that people maximize, we can question
the necessary conditions for maximization along lines suggested by
Marshall. Chapter 2 is concerned with the lie perpetrated by some critics
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that neoclassical economics is inherently ‘tiraptesS.i€honcerned
with the lie perpetrated by friends of neoclassicatseedmm, by
ignoring one of the fundamental requirements for any maximization-based
explanation, suggest that the maximization assumiptosaly appli-
cable. As Marshall pointed out long ago, maxyiremati@s the Prin-
ciple of Continuity, that is, a sufficiently free raoge df maximiza-
tion is to explain choice.
The logical requirements for equilibrium are exampietsid Cha
and 5 with an eye on how equilibrium models cartroea@ssbases for
understanding economic phenomena. Chapter 4 is itbntegned w
common misleading notion that model-builders need to assure only that the
number of unknown variables equals the number of equations in the model.
Chapter 5 is about the erroneous notion that models of imperfect
competition can be constructed from perfect competition models by merely
relaxing only the price-taker assumption.
Chapters 6 to 8 are concerned with two teglectedeevery
neoclassical model. Specifically, they are abawlatge kand
institutional conditions needed for decision-makingwanthese
requirements can be used as a basis forauitissioag @eonomics.
Chapter 6 examines the claim that Austrian ésosugueiisr to
neoclassical theories because the former explicidy theauiessity
of dealing with the knowledge required dormpudifitynaximization. It
is argued that both versions of economics suffeindiulity the
handle knowledge dynamics. Chapter 7 examines the oquatitionable
that the Principles of Economics can be applied to technology when
explaining the historical developments of an .eAodo@iiapter 8
questions the applicability of Marshall's Priacgilegatoquestion
concerning the development of the institudoosarfign
Chapters 9 to 11 consider some critiques which clamibsng ar
elements in neoclassical economics particularly with regard to the role of
the individual in neoclassical theory. Whileropamenys of Post-
Keynesian economics claim that Keynes offered f@béudjferent
approach to explaining economic behaviour, in Chligptettat such
a view may be misleading readers of his famous baduk.Géhigtal
Theoryis better understood as a critique of neoclassical economics, one

that was written to convince believers in neoclassical economics rather than

provide the desired revolutionary blueprint. Chaplainsl Gviey
neoclassical economics does not need an infusipsyahstmigl as
some critics claim. And Chapter 11 pushes beyterd6Gbaghallenge
those neoclassical theorists who think the bétdividualefcan be

explained without dealing with how individuals knomthemiiag.
Chapters 12 to 14 deal with a few technicalrajaedtiopghose
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economists who attempt to construct logically complete formal models of
consumer choice. Chapter 12 examines the common lie that lexicographic Part I
orderings are not worthy of consideration by a neoclassical model-builder
even though many of us may think that they are certainly plausible.
Chapter 13 examines the alleged equivalence of Paul Samuelson’s revealed -
preference analysis and the ordinal demand theory of R.G.D. Allen and The eSSG ntlal elements
John Hicks. For many decades the critical issue of consumer theory has
been whether we can explain why demand curves are downward sloping.
Today many theorists think demand theory can be developed without
reference to downward sloping demand curves. In Chapter 14 | show why
downward sloping demand curves have to be explained in any neoclassical
theory of prices.
Each of these chapters represents the understanding of neoclassical
economics that | have acquired from various attempts on my part and
others’ to criticize the logical sufficiency of neoclassical explanations. The
criticisms in question are almost always ones which argue that there are
hidden presumptions that might not survive exposure to the light of day.
One thing which will be evident is that | will often be discussing articles
published in the 1930s. This is no accident, as | think that many of the
problems considered in those ‘years of high theory’ were the most
interesting and critical. However, my interest in these old papers is not
historical. Many of the problems discussed during that period unfortunately
remain unresolved today. If | had my way we would all go back to that
period of ‘high theory’ and start over at the point where things were
interrupted by the urgencies of a world war.

NOTES

1 For example, for a differentiable function to be maximized, the ‘necessary
conditions’ are (1) that its first derivative must be zero and (2) that its second
derivative be negative. These two necessary conditions merely follow from
what we mean by maximization.

2 Years ago, it was typically said that for a differentiable function, given a zero
first derivative, the function’s second derivative being negative is the ‘sufficient
condition’ for maximization [e.g. see Chiang 1974, p. 258].

3 The only time a single assumption is sufficient is when there is just one
assumption. The statement ‘all swans are white’ is sufficient to conclude that
the next swan you see will be white.

4 See further Robert Solow’s [1979] examination of the usual ways disequilibria
are explained away in macroeconomics.
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1 The neoclassical maximization
hypothesis

At present the maximization postulate has an unusually strong hold on
the mind set of economists... Suffice it to say that in my view the
belief in favor of maximization does not depend on strong evidence
that people are in fact maximizers... The main argument against the
maximization postulate is an empirical one — namely, people
frequently do not maximize. Of course, this standpoint argues that
while postulates simplify reality, we are not free to choose
counterfactual postulates. Hence, from this point of view a superior
postulate would be one under which maximizing behavior is a special
case, but non-maximization is accommodated for as a frequent mode
of behavior.
Harvey Leibenstein [1979, pp. 493-4]

If by rational we mean demonstrably optimal, it follows that conduct
in order to be rational must be relevantly fully informed.
George Shackle [1972, p. 125]

The assumption of maximization may also place a heavy (often
unbearable) computational burden on the decision maker.
Herbert Simon [1987, p. 267]

The assumption of maximization is a salient feature of every neoclassical
explanation. Obviously, then, if one wanted to criticize neoclassical
economics it would seem that the most direct way would be to criticize the
assumption of universal maximization. Several approaches have been
taken. Harvey Leibenstein [1979] offered an external criticism. He argued
for a ‘micro-micro theory’ on the grounds that profit maximization is not
necessarily the objective of the actual decision-makers in a firm and that a
complete explanation would require an explanation of intrafirm behaviour.
He also gave arguments for why maximization of anything may not be
realistic or is at best a special case. Similarly, Herbert Simon has argued
that individuals do not actually maximize anything — they ‘satisfice’ — and
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yet they still make decisiorls. And of course, George Shackle has for many
years argued that maximization is not even possible.

Some anti-neoclassical economists are very encouraged by these
arguments, but | think these arguments are unsuccessful. For anyone
opposed to neoclassical theory, a misdirected criticism, which by its failure
only adds apparent credibility to neoclassical theory, will be worse than the
absence of criticism. The purpose of this chapter is to explain why,
although the neoclassical hypothesisngt a tautologyand thus may be
false, no criticism of that hypothesis will ever be successful. My arguments
will be based first on the possible types of theoretical criticism and the
logic of those criticisms, and second on the methodological status of the
maximization hypothesis in neoclassical explanations.

TYPES OF CRITICISM AND THE MAXIMIZATION
HYPOTHESIS

There are only two types direct criticism of any behavioural hypothesis
once its logical validity has been established. One can argue against the
possibility of the hypothesized behaviour or one can argue against the
empirical truth of the premise of the hypothesis. In the case of the
neoclassical maximization hypothesis, virtually everyone accepts the
logical validity of the hypothesis. For example, everyone can accept that
the consumer is a utility maximizer, then for the particular bundle of goods
chosen: (a) the marginal utility is zero, and (b) the slope of the marginal
utility curve at the point representing the chosen bundle is non-positive and
usually negativé. That is to say, necessarily the marginal increment to the
objective must be zero and falling (or not rising) whenever (i.e. without
exception) the maximization premise is actually true. Of course, one could
substitute the word ‘profit’ for the word ‘utility’ and the logic of the
hypothesis still holds. With either form, (a) and (b) are the ‘necessary
conditions’ for maximization. Note again that there are no ‘sufficient
conditions’ for maximization. Rather, the maximization premise is the
sufficient condition for (a) and (b).

Parenthetically, 1 should note that economists often refer to the
conjunctionof (a) and (b) as a sufficient condition for maximization. This
is a common erro?. Even if (@) and (b) are both true, daobal
maximization is assured. However, maximization in general (i.e. global) is
what the premise explicitly asserts and that is not assured by (a) and (b)
alone. | will return to this below when | discuss the methodological uses of
the maximization hypothesis.
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THE LOGICAL BASIS FOR CRITICISM

As stated above, there are two types of direct criticism of the maximization
hypothesis: the possibilities criticism and the empirical criticism. In this
section | will examine the logical bases of these critiques, namely of the
possibilities argument which concerns only the necessary conditions and of
the empirical argument which concerns only the statements which form the
sufficient conditions. In each case | will also discuss the possible logical
defense for these criticisms.

The possibilities critique: can the necessary conditions be fulfilled?

The possibilities critique builds on the difference between necessary and
sufficient conditions. Specifically, what is criticized is the possibility of
fulfilling all of the necessary conditions for maximization. Of course, this
type of critique begs the question as to what are all the necessary
conditions. Are there more conditions than the (a) and (b) listed above?
Shackle, following Friedrich Hayek and John Maynard Keynes, argues that
maximization also presumes that the knowledge necessary for the process
of choosing the ‘best alternative has been acqutred. For Shackle,
maximization is always a deliberate act. Shackle argues that for
maximization to be a behavioural hypothesis (i.e. about the behaviour of
decision-makers), the actor must have acquired all of the information
necessary to determine or calculate which alternative maximizes utility (or
profit, etc.) and he argues that such an acquisition is impossible, hence
deliberate maximization is an impossible act.

Although this argument appears to be quite strong, it is rather
elementary. A closer examination will show it to be overly optimistic
because it is epistemologically presumptive. One needs to ask: Why is the
possession of the necessary knowledge impossible? This question clearly
involves one’s epistemology — that is, one’s theory of knowledge. The
answer, | think, is quite simple. Shackle’s argument (also Hayek’'s and
Keynes’) presumes that the truth of one’s knowledge requires an inductive
proof. And as everyone surely knows today, there is no way to prove one’s
knowledge inductively whenever the amount of information is finite or it is
otherwise incomplete (e.g. information about the futére).

The strength of Shackle’s argument is actually rather vulnerable.
Inductive proofs (and hence inductive logic) are not necessary for true
knowledge. One’s knowledge (i.e. one’s theory) can be true even though
one does not know it to be true — that is, even if one does not have proof.
But | think there is an even stronger objection to the ‘true knowledge is
necessary for maximization’ argument. True knowledge is not necessary
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for maximization! Consumers, for example, only have to think that their
theory of what is the shape of their utility function is true. Once a consumer
picks the ‘best’ option there is no reason to deviate or engage in
‘disequilibrium behaviour’ unless he or she is prone to testing his or her
own theorie$

In summary, Shackle’s inductivist argument against the possibility of a
true maximization hypothesis is a failure. Inductive proofs are not
necessary for true knowledge and true knowledge (by any means) is not
necessary for successful or determinate decision-making. Maximizing
behaviour cannot be ruled out as a logical impossibility.

The empirical critiques: are the sufficient premises true?

Simon and Leibenstein argue against the maximization hypothesis in a
more straightforward way. While accepting the logical validity of the
hypothesis, they simply deny the truth of the premise of the hypothesis.
They would allow that if the consumer is actually a maximizer, the
hypothesis would be a true explanation of the consumer’s behaviour but
they say the premise is false; consumers are not necessarily maximizers
hence their behaviour (e.g. their demand) would not necessarily be
determinable on that basis. Leibenstein may allow that the consumer’s
behaviour can be determined, but it is an open question as to what is the
determining factor — utility, prestige, social convention, etc.? Simon seems
to reject as well the necessity of determinate explanation although he does
discuss alternative decision rules to substitute for the maximization rule.

A denial of the maximization hypothesis on empirical grounds raises the
obvious question: How do the critics know the premise is false? Certain
methodological considerations would seem to give an advantage to the
critics over those who argue in its favour. Note that we can distinguish
between those statements which are verifiable (i.e. when true, can be
proven true) and those which are refutable (i.e. when false, can be proven
false) on purely logical grounds. Furthermore, strictly universal statements
— those of the formall Xs have property Y’ — are refutable (if false) but
not verifiable (even if true). On the other hand, strictly existential state-
ments — those of the form ‘there @a@meXs which have property Y’ — are
verifiable (if true) but not refutable (even if false). At first glance it would
seem that the maximization hypothesis — ‘all decision-makers are maxi-
mizers’ — is straightforwardly a universal statement and hence is refutable
but not verifiable. But the statistical and methodological problems of
empirical refutation present many difficulties. Some of them are well
known but, as | shall show a little later, the logical problems are insur-
mountable.
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The methodological problems of empirical refutatioosowfic
theories are widely accepted. In the dgsmafintization we realize
that survey reports are suspect and direct obsenatiedsminth
making process are difficult or impossible. dns¢hibebavioural

maximization is not directly testable. The only objective part of the
maximization hypothesis is the set of logical cesssgcieras the
uniquely determinate choices. One might thus attemgttarsndi
maximization by examining the outcomes of maximiedyiche na
implied pattern of observable choices based on a pgheduhetas a
utility function and that utility is being maximized by the chd&es ma
If one wishes to avoid errors in logic, an indirect test of any behavioural

hypothesis which is based on a direct examination of its logical
consequences must be limited to attempting refutations of one or more of

the necessary conditions for the truth of the hgpetteaiglel-in the
case of consumer theory, whenever utility maximizhgobaisis of
observed choices, a necessary condition is tigiteforpattern of
choices the ‘Slutsky Theorem’ mist hold. It might apdeat the
above methodological problems of observation dyulvbeaas,
since the Slutsky Theorem can in principle be voladeotdy in
observable quantities and prices. And, if one coukl Sitdkyth
Theorem then one could indirectly refute the mahypathtsis’
Unfortunately, even if from this perspectivendivett aefutation
cannot be ruled out on logical grounds akihedtiegical problems
concerning observations will remain.
The fundamental methodological problem ofmgfoghgvaoural
hypothesis indirectly is that of constructing agoefutation. Any
indirect test of the utility maximization hypothesitilé if it is to
be based on a test of any logically derived implicaidhgsslutsky
Theorem). On the one hand, everyone — evenacditigzatiom — will
accept the theorem’s logical validity. On the otgmerhahd,
numerous constraints involved in any conoretthsifuatblems of
observation will be far more complex tharitiedsbyotite standard
theory. Thus, it is not difficult to see that there are numerous abstacles i
the way of constructing any convincing refutatiaimization, one
which would be beyond question.
I now wish to offer some different considerdimut the potential
refutations of the neoclassical behavioural hypitithegise here that
even if one could prove that a consumer isiziog méhkiynor a
producer is not maximizing profit, this would noteenstiutation of
the neoclassical hypothesis. The reason why is ttredt fivenaaf the
neoclassical premise is not a strictly unieensalt.sRxoperly stated,
the neoclassical premise is: ‘BRbr decision-makers there something
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they maximize.’ This statement has the form which is called an incomplete
‘all-and-some statement’. Incomplete all-and-some statements are neither
verifiable nor refutable! As a universal statement claiming to be true for all
decision-makers, it is unverifiable. But, although it is a universal statement
and it should be logically possible to prove it is false when it is false (viz.
by providing a counter-example) this form of universal statement cannot be
so easily rejected. Any alleged counter-example is unverifiable even if
truei10

Let me be specific. Given the premise ‘All consumers maximize
something the critic can claim to have found a consumer who is not
maximizing anything. The person who assumed the premise is true can
respond: ‘You claim you have found a consumer who is not a maximizer
but how do youknow there is notsomethingwhich he or she is
maximizing?’' In other words, the verification of the counter-example
requires the refutation of a strictly existential statement; and as stated
above, we all agree that one cannot refute strictly existential statements.

In summary, empirical arguments such as Simon'’s or Leibenstein’s that
deny the truth of the maximization hypothesis are no more testable than the
hypothesis itself. Note well, the logical impossibility of proving or
disproving the truth of any statement does not indicate anything about the
truth of that statement. The neoclassical assumption of universal
maximization could very well be false, but as a matter of logic we cannot
expect ever to be able to prove that it is.

THE IMPORTANCE OF DISTINGUISHING BETWEEN
TAUTOLOGIES AND METAPHYSICS

Some economists have charged that the maximization hypothesis should be
rejected because, they argue, since the hypothesis is not testable it must

then be a tautology, hence it is ‘meaningless’ or ‘unscientific’. Although
they may be correct about its testability, they are wrong about its being

necessarily a tautology. Statements which are untestable are not necessarily

tautologies because they may merely be metaphysical.

Distinguishing between tautologies and metaphysics

Tautologies are statements which are true by virtue of their logical form
alone — that is, one cannot even conceive of how they could ever be false.
For example, the statement ‘Il am here or | am not here’ is true regardless of
the meaning of the non-logical words ‘I’ or ‘here’. There is no conceivable
counter-example for this tautological statement. But the maximization
hypothesis is not a tautology. It is conceivably false. Its truth or falsity is
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not a matter of logical form. The problem withttibsidypthat it is
treated as a metaphysical statement.
A statement which is a tautology is intrinscédipgy. One cannot
make it a non-tautology merely by beinpmatrefulvat is being used.
A statement which is metaphysical is riogllgtrimstaphysical. Its
metaphysical status is a result of how itasresedraim programme.
Metaphysical statements can be false but we may becauke they
are the assumptions of a research programme which are deliberately put
beyond question. Of course, a metaphysical assumption nagdye a tau
but that is not a necessity.

Typically, a metaphysical statement has the form esftian exist
statement (e.g. there is class conflict; there ist@rmritleese is an
invisible hand; there will be a revolution; etc.). It would be an error to think
that because a metaphysical existential statemeabls itnefust also
be a tautology. More important, a unanimous atteptamt of any

existential statement still does not meiolagip. a ta
Some theorists inadvertently create tautologies waithhtioeir
attempts to overcome any possible informatpieteness of their
theories. For example, as an explanation, global raaximgbés the
adequacy of either the consumer’s preferararesiorette theory of
all conceivable bundles which in turn implies his otdrercactap
unverifiable universal statement. Some theoridirsd tiglsbal
maximization uncomfortable as it expects too much of any decision-maker
— but the usual reaction only makes matters worse. The maximization
hypothesis is easily transformed into a tautology by limiting the premise to
local maximization. Specifically, while the necessary conditions (a) and (b)
are not sufficient for global maximization, they are sufficient for local
maximization. If one then changes the prenfishecsagyer is
maximizing over the neighbourhood of the ciosame biandlhly
begging the question as to how the neighbourtdbadenadf the
neighbourhood is defined as that domain overathici thange of
the slope of the marginal utility curve isalijoirateedsing or
decreasing, then at best the hypothesis is circular. But what is more
important here, if one limits the premise to local maximization, one will
severely limit the explanatory power or generality of the allegedly
explained behaviol#®l One would be better off maintaining one’s
metaphysics than creating tautologies to stegidbeir de

Metaphysics vs methodology

Sixty years ago metaphysics was considered a dittyodaydninst
people realize that every explanation haghysiose Every model or
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theory is merely another attempted test of the ‘robustness’ of a given In summary, the general lesson to be learned ik ig thay
metaphysics. Every research programme has a foundation of given seem useful to criticize what appear to be necessary elements of
behavioural or structural assumptions. Those assumptions are implicitly neoclassical economics, it may not be fruitful propongms of
ranked according to their questionability. The last assumptions on such a neoclassical economics are unwilling to accipé sxictrigcism.
rank-ordered list are the metaphysics of that research programme. They can External criticisms may be interesting foystaitwaisb but for
even be used to define that research programme. In the case of neoclassical someone interested only in attempting to #els wbstitde to
economics, the maximization hypothesis plays this methodological role. develop a neoclassical model to explain some manicwiaE e
Maximization is considered fundamental to everything; even an assumed phenomenon, the questions of interest will usuallyh@nbndse
equilibrium need not actually be put beyond question as disequilibrium in a concerning particular techniques of modeMingidiwdl usually be
market is merely a consequence of the failure of all decision-makers to satisfied with minimalist concern for whether tias mosgleble is
maximize. Thus, those economists who put maximization beyond question testable and thus be satisfied to say that if yooathid& petter with
cannot ‘see’ any disequilibria. a non-neoclassical model (in particular, one which does not assume
The research programme of neoclassical economics is the challenge of maximization), then you are quite welcome to try avehemsyea,
finding a neoclassical explanation for any given phenomenon — that is, the neoclassical economists will be willing to comgsartes thWhich
whether it is possible to show that the phenomenon can be seen as a logical model fits the data better? But until a vidbteic@mgated, the
consequence of maximizing behaviour — thus, maximization is beyond neoclassical economists will be unintergsied gliscussions of the
guestion for the purpose of accepting the challédge. The only question of realism of assumptions which cannot be indeg&diastig the case
substance is whether a theorist is willing to say what it would take to with the maximization assumption.

convince him or her that the metaphysics used failed the test. For the

reasons | have given above, no logical criticism of maximization can ever NOTES

convince a neoclassical theorist that there is something intrinsically wrong

with the maximization hypothesis. 1 Thus one might use Simon’s argument to deny the necessity of the
Whether maximization should be part of anyone’s metaphysics is a maximization assumption. But this denial is an indirect argument. It is also

thodoloaical bl Si imization i t of th taphvsi somewhat unreliable. It puts the onus on the critic to offer an equally sufficient
methodological problem. Sincé maximization 1S part of the metaphysics, argument that does not use maximization either explicitly or implicitly.

neoclassical theorists too often emplagt hoc methodology to deflect Sometimes what might appear as a different argument can on later examination
possible criticism; thus any criticism or defense of the maximization turn out to be equivalent to what it purports to replace. This is almost always
hypothesis must deal with neoclassical methodology rather than the truth of the case when only one assumption is changed.

the hypothesis. Specifically, when criticizing any given assumption of 2 Note that any hypothesized utility function may already have the effects of

imization it Id that criti d onlv b ful to det . constraints built in as is the case with the Lagrange multiplier technique.
maximization It would seem that criics need only be careiul to aetermine 3 1yq s not the error | discussed in the previous chapter, that is, the one where

whether the truth of the assumption matters. It is true that for followers of some people call (b) the sufficient condition.
Friedman’s Instrumentalism the truth of the assumption does not matter, 4 Although Shackle’s argument applies to the assumption of either local or global
hence for strictly methodological reasons it is futile to criticize maximization, it is most telling in the case of global maximization. .

5 Requiring an inductive proof of any claim to knowledge is called Inductivism.

maximization. And the reasons are quite simple. Practical success does not

. . Inductivism is the view that all knowledge is logically derived generalizations
require true knowledge and Instrumentalism presumes that the sole 9 gicaty 9

that are based ultimately only on observations. The generalizations are not

objective of research in economic theory is immediate solutions to practical instantaneous but usually involve secondary assumptions which require more
problems. The truth of assumptions supposedly matters to those economists  observations to verify these assumptions to ensure that the foundation of
who reject Friedman’s Instrumentalism, but for those economists interested knowledge will be observations alone. This theory of knowledge presumes that

in developing economic theory for its own sake | have argued here thatitis ~ &y rue claim for knowledge can be proven with singular statements of
. . . T . - . observation. Inductivism is the belief that one could actually prove that ‘all
_St'”_ fu_t|le to cr|t|C|z_e the ma>_(|rr_1|za_t|0n hypothe_S|s. There is nothm_g swans are white’ by means of observing white swans and without making any
intrinsically wrong with the maximization hypothesis. The only problem, if assumptions to help in the proof. It is a false theory of knowledge simply
there is a problem, resides in the methodological attitude of most because there is no logic that can ever prove a strictly universal generality
neoclassical economists. based solely on singular observationsven when the generality is trisee
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further my 1982 book, Chapter 1]. P’ : . ’
6 Again this raises the question of the intended meaning of the maximization 2 MarSha” S Pr|nC|p|eS and
premise. If global maximization is the intended meaning, then the consumer ‘ : 1
must have a (theory of his or her) preference ordering over all conceivable the element Of Tlme
alternative bundles. At a very minimum, the consumer must be able to
distinguish between local maxima all of which satisfy both necessary
conditions, (a) and (b).
7 Some people have interpreted Simon’s view to be saying that the reason why
decision-makers merely satisfice is that it would be ‘too costly’ to collect all the
necessary information to determine the unique maximum. But this
interpretation is inconsistent if it is a justification of assuming only ‘satisficing’
as it would implycost minimizatiorwhich of course is just the dual of utility
maximization!
8 The Slutsky Theorem is about the income and substitution effects and involves
an equation derived from a utility maximization model which shows that the The Hatter was the first to break the silence. ‘What day of the month is
slope of a demand curve candrealyzedinto two basic terms. One represents it?’ he said, turning to Alice: he had taken his watch out of his pocket
the contribution of the substitution effect to the slope and the other the income and was Iobking at it uneasily, shaking it every now and then holding}
effect’s co.ntrib.uti(.)n. The equation is interpreted in such a manner that all the it to his ear... ' ’
terms are in principle observable. . . o ‘Two days wrong!" sighed the Hatter. ‘I told you butter wouldn't
9 For example, if one could show that when the income effect is positive but the suit the works!” he added, looking angrily at the March Hare.
demand curve is positively sloped, then the Slutsky Theorem would be false or 4t was thebestbutter’ Ehe March Hare replied
there is no utility maximization [see Lloyd 1965]. | will return to Lloyd’s views ' ’ Lewis Carroll

of the testability of the Slutsky equation in Chapter 14.
10 The important point to stress here is that it is the incompleteness of the
statement that causes problems. Whether one can make such statements\ypile it might not be possible to confront neoclassical theory by criticizing
verifiable or refutable depends on how one completes the statement. For Lo L - . . e
example, if one completes the statement by appending assertions about the the mgX|m|zat|0n hypothe3|s., its main g_ss_enUaI element,.mtgrnal criticisms
nature of the function being maximized (such as it being differentiable, —are still not ruled out. But internal criticisms of maximization are very
transitive, reflexive, etc.) one can form a more complete statement that may be difficult since too often utility as the objective of maximization is not
refutable [see Mongin 1986]. directly observable. Are there any ancillary aspects of maximization that
11 See note 6 above. If one interprets maximization to mean only local maximiza- 5 pe critically examined? Perhaps if there are, we can find them in the

tion, then the question is begged as to how a consumer has chosen between . s . .
competing local maxima. views that Marshall developed in his famous bBoikciples of Economics

12 For these reasons the maximization hypothesis might be called the ‘paradigm’ [1920/49]. Marshall, Inow think, had a clear understanding of the
according to Thomas Kuhn’s view of science. But note that the existence of a limitations of what we know as neoclassical economics. Recognized
paradigm or of a metaphysical statement in any research programme is not a |imitations would seem to be a good starting point for a critical
psychological quirk of the researcher. Metaphysical statements are necessary examination of neoclassical economics.

w nn imultan ly explain everything. There m m S

Zigggﬁgusevz;?ablgts Zr :otr?weeggiuym?)tigr?s (ee.g(.3 z:]ivegrsal s?a?emgrs];s??nsgve?y | say that Inow have this view bepause as a product of the 1950s anq

explanation whether it is scientific or not. 1960s | never learned to read originals — we were taught to be in a big
hurry. Consequently | accepted the many second-hand reports which
alleged that the contributions of Samuelson, Hicks, Robinson, Sraffa,
Keynes, Chamberlin, Triffin and others represented major or revolutionary
advances in economic science which displaced the contributions of
Marshall. If the truth were told, economic theory is no better off — maybe it
is even worse off.

With respect to Marshall’'Brinciplesthe only apparent accomplishment

of more modern writings is a monumental obfuscation of the problem that
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Marshall's method of analysis was created to solve. A clear understanding
of the methodological problem that concerned Marshall is absolutely
essential for a clear understanding of the Marshallian version of
neoclassical economics. Unfortunately, owing to our technically oriented
training, we have lost the ability to appreciate Marshall’s approach to the
central problem of economic analysis which is based on the methodological
role of the element of time. Having said this | do not want to lead anyone to
think that | am simply saying that one can understand Marshall by mulling
over each passage of everything he wrote. Reading the history of economic
thought has its limitations, too. My main interest is improving my
understanding of modern neoclassical economics, so | view historical
works as a guide rather than a rile. Inigunderstanding that is at issue,
not Marshall's. Nevertheless, appreciating why Marshall saw problems
with ‘the element of Time’ and its role in economic analysis can be a
fruitful basis for a critical understanding of Marshall's version of
neoclassical economics.

Unlike neo-Walrasian equilibrium models, which take time for granted,
Marshall's economics allows time to play a central Fole. Simply stated, the
recognition of the element of time is Marshall's solution to the problem of
explanation which all economists face. That problem can only be
appreciated in relation to a specific explanatory principle or behavioural
hypothesis. Such a relationship was introduced in the preface to Marshall's
first edition where he refers to the Principle of Continuity. But he explains
neither the role of continuity in the problem of explanation nor the problem
itself. The problem, it turns out, results primarily from a second explan-
atory principle, the Principle of Substitutiomhich he introduces later (in
Book V). | will argue here that Marshall saw an essential role for time in
economic explanations for the simple reason that he wished to apply only
these two principles to all economic problems.

THE TWO EXPLANATORY ‘PRINCIPLES’

It seems surprising that there are only two explanatory principles stated by
Marshall — the Principle of Substitution and the Principle of Continuity.
These two explanatory principles are distinguished from ‘laws’ (or
‘tendencies’) which also play a role in his explanations. The principles are
assumptions (we assume because we do not know) but Marshall considers
‘laws’ to be beyond doubt.

The Principle of Substitution is easily the more familiar of the two since
it is merely what we now call the neoclassical maximization hypothesis. It
says,everyone is an optimizér.e. a maximizer or minimizegiven his or
her situation (including his or her endowment). Bby itselfit is not a
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sufficient explanation of phenomena. The Prisipkitudgfon
presumes the truth of what Marshall calls the Prionipieitf. Since
Marshall wishes to apply the Principle of Substitutigthiiogever
needs to show that the Principle of Continuitio seygigthing. In
simple terms, the Principle of Continuity sdnsgeigerglatively a
matter of degree. For Marshall there are raveriass,difily matters
of degree. He takes the same attitude tiiffardadés between ‘city
men’ and ‘ordinary people’, between altruistiantbtigiish motives,
between short runs and long runs, betweenfeeal de=tmecef Rent
and Interest, between man and his appliances, betwéen gmddum-
productive labour, between capital and non-capital, tdeeve
needs and non-essentials. In all cases whether the degree in question is
more or less is relative to how the distinction isethdmgarus

explanation For example, ‘what is a short period for one problem, is a long

period for another’ [ vii].

Sometimes it seems that Marshall is probably the only neoclassical
economist who fully appreciates the methodological gfrabiem
applicability of the Principle of Substitli@®suneoof its applicability,
he postpones its introduction until Book Wy tfesififtmajor parts of
his book. The first four Books are devoted to convinailey that reee
assumption of maximization is applicable by tegtmstreiversal
applicability of the Principle of ContinuitynuEhdoe available a
continuous range of 4options over which theee cisoite (i.e.
substitutability is precluded whenever chaoigdetelgdimited), and
the choice must not be an extreme (or speciabthesmsase- the

guestion would be begged as to what determines the constraining extreme

limit.

THE ‘ELEMENT OF TIME’

Marshall stresses (e.g. in his original preface) that the applicability of the
Principle of Continuity (and consequently the applicability of the Principle

of Substitution) depends heavily on ‘the @leneénBpfignoring the
element of time, our teachers (and their texthddksaweous believe
that the Principle of Substitution is the only hypospitabfathe
‘Principles’. If one could reduce everythingintzatiogax then
explanation would certainly be made at least @rn&siyezison

saw that it was possible for even the notion of a stable equilibrium to be

reduced to the Principle of Substitution [e.goBd84d@I65, p. 5], that
is, to a matter of constrained maximization.comgleifed at all, is

deemed relevant only for the proofs of the stability of equilibria. Most of us
have been trained not to see any difficulty with the element of time — for
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fear of being accused of incompetence. Marshall regards ‘conditions’ as variables which are exogenously fixed
Marshall’'s view is quite the contrary: the element of time is central. For during the period of time under consideratioes He tiebir fixity in
instance, to presume that at any point in time a firm has chosen the best his explanation of behaviour where these éseatedhialmonstraints
labour and capital mix presumes that time has elapsed since the relevant in a maximization process. In this regard, MeashsHisaln
givens were established (viz. the technology, the prices, the market programme is indistinguishable from the mathematibabfpisoa
conditions, etc.), and that period of time was sufficient for the firm to vary contemporary Leon Walras. However, in Wabtrashapsp it is taught
those things over which it has control (viz. the labour hired and the capital today, the constraints are given as stockifodatete batween
purchased) prior to the decision or substitution. Even when its product’s competing uses. And, of course, Walras is ugatly toosider all
price has gone up the firm cannot respond immediately. Nor can it stop processes to be completed simultaneously as ifythercamsystem
production and its employment of labour merely because the price has of simultaneous equations. Nevertheless, althougbablodis &ppr
fallen [cf. p. 298]. Contrary to modern textbooks, in Marshall's economics explanation are ‘scientific’ in Marshall's semsghémeatical concep-
very short-run market pressures are more ‘the noise’ than they are ‘the tion of an economy is rejected [p. 297].
signal’ when viewed from the perspective of the entrepreneur’'s decision In Marshall's view the problem of explanation is that there are too many
process? conceivable ‘causes’. It is not that one has to rely on exogenous givens as
Time is an essential element in Marshall's method of explanation. being ‘causes’ in any hypothesized relationship, bat tia¢gheraie so
Marshall tells us quite a lot about explanation in economics. He stresses the many exogenous variables to consider. Tisspnobliérm® one faced
need to recognize the role of fixed ‘conditions’, but he also stresses that the by followers of Walras who are more cottctraesbhwability of his
fixity’ is not independent of the defining ‘time period®’. Marshall’s use of system of equations. Marshall’'s problem waredheedult of the
the term ‘conditions’ can lead to confusion, so it might be useful to method he used to deal with the necessity of corpitinatbres.
examine his theory of explanation more specifically by distinguishing Where followers of Walras in effect try to attaintéise ggrarality or
between dependent, independent and exogewarables and between scope of the explanations by maximizing the number of endogenous
fixed and exogenousonditions These distinctions crucially involve the variables and minimizing the number of exogenous variables, Marshall
element of time. deliberately adopts a different strategy by attempting to maximize the
The relationship between dependent and independent variables is number of fixed exogenous variables at the beginningsisf $usagnal
supposed to be analogous to the relationship between causes and effects. to reduce the explanation to a sequence tilesimgleivéziag
Marshall, however, cautions us that all such distinctions are relative. For choices. All other variables are fixed be@aasextigsnous givens or
instance, in the very short period the market price is the dependent variable because they are exogenously fixed by migatompracess. The
and, given the demand, the quantity supplied is the independent variable. exogenous reason that they are fixed in anyhertigéalibasis for
But, in the usual short run, the market price is the independent variable and, their use in his explanation.
given technology (i.e. the production function), the quantity supplied is the There is a difficulty with Marshall's appeaithnation whenever
dependent variable. there are many variables. It is difficult to distinguish between the
In the preface to th@rinciples Marshall recognizes the usual type of endogenous conditions — those which are exogenously fixed for the period
interdependence as being an instance of the Principle of Continuity. He of time considered (e.g. fixed capital in the’Yshahduthe truly
specifically credits Cournot with teaching us to face the difficulty of exogenous conditions that can never be explainednes aita
‘mutual determination’. Marshall calls this type of interdependence a maximization process (e.g. weather, social condif@mikrstaledge,
mathematical conception of continuity although he refers to this conception etc.). Although exogenous variables need bt ibeMarshall’s
only in regard to the relationship between causes and effects. Today we approach they are treated as fixed by limitthgoththéepgriod of
might say that, in Marshall’s short period, price and quantity are both time to which the explanation refers.
endogenous variables and arm@multaneously determineddy the In Marshall’'s view, the problem of explanation is thus one of carefully
exogenously given technology and demand. Thus, the distinction between defining the fixity of the ‘conditions’ by defirgéteyahe period of
independent and dependent variables is only a matter of verbal convenience time for the operation of the explanatory fPulbgtiition. Of

since both are endogenous. course, what is a relevant period of time depends conversely on what are
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the relevant exogenous conditions for the application of the Principle of
Substitution. For example, in Marshall’s short period — ‘a few months’ [p.
314] — virtually everything but the level of output and the amount of labour
employed is by definition fixed; but in his long period — ‘several years’ [p.
315] — everything but technology and social conditions is endogenous.

As with Walras’ economics, in Marshall's economics the truly
exogenous variables are the only bases for explanations. Any variable
which is fixed for a period of time and which serves as a constraint on
anyone’s maximization process must be explained at some stage or be
explicitly identified as an exogenous variable. More important, if it is not
an exogenous variable, its fixity at any stage must be explained in terms of
acceptable exogenous variabfes. Even though Marshall's approach begins
by maximizing the number of fixed exogenous variables, his ultimate
objective is, like that of the followers of Walras, to explain as much as
possible. Since by definition exogenous variables are those which are to be
left unexplained, the Marshallian methodological strategy then is to reduce
the number of exogenous variables in stages. Marshall obviously
considered the methodological problem of explanation in economics to be
solvable.

In Marshall’s economics the truly exogenous variables are the only
‘causes’ in the strict sense. According to Marshall's view, if one is to
provide a long-run explanation, ‘time must be allowed for causes to
produce their effects’ [p. 30]. Of course, this ‘is a source of great difficulty
in economics [because] the causes themselves may have changed’ [p. 30].
Note, however, that the changeability of ‘causes’, that is, the changeability
of exogenous variables, i®t the problem of explanation, but rather, it is
the more narrow methodological problem \&rifying or refutingone’s
explanatior?

Even when changes in the exogenous givens are assumed away, the
fundamental problem for all explanations involving time still exists. The
logic of explanation (for example, of all the co-determined endogenous
variables) requires that we recognize at least one exogenous variable; and
given maximization with exogenous tastes and exogenous constraints,
changes in endogenous variables are explained as being caused by changes
in at least one of the exogenous variables. But this means that an
explanation of long-run dynamic behaviour requires at least one exogenous
variable which is impervious to the amount of real time elapsed in the long
run (otherwise, the explanation might be circular). For this purpose, the
explanatory element of time involves the identification of at least one time-
independent exogenous variable — that is, one which does not change over
the defined long run.

It should be noted that Marshall’s view of explanation also recognizes
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another aspect of the elemenif agh&rstate of affairs at any point in
time isardi@inedas a consequence of someone’s optimizing choice, it

musthave beemossible to alter one’s choices — and this possibility is both

a matter of the time available and the caorftoptipns. Needless to
say, it also presumes the ability to know what aptiba hestrning
what is the best option takes time [p. 284]. This questioingf learn
would afigeexfganatory problem involving the element of time. Of
course, for Marshall, the inductive scientist] tiraeissreecessary for
the accumulation of the needed knowledge. Unlikal thehatdssic
Marshall sees no need to assume ‘perfect krinmelagrehe explicitly
wishes to recognize the period of time uedaticcorsa period he
would consider sufficiently long to obtain aryykneadssge’'10

MARSHALL'S STRATEGY

It would be misleading to suggest that Matskail'sf@xplanation is
merely a matter of defining a long-run equilibrium,Soritsater of
how the long-run equilibrium is reached. Againaliis Maxsh[p.

304], the explanatory problem is that there are too many exogenous

variables in the short run during which most decisiodes. &tes ma
strategy is intended to reduce the number of ewagehlmss by
increasing the number of variables to which the PiSutiptéubibon
can be applied at latedstages. Marstmtisitiers the problem of
explanation to be solvable since he recognzes thatiftbernt
degree of changeability for each variableaffictiteon of the

Principle of Continuity). In short, Marshall's strategy is to distinguish
between short-run and long-run explanations. Any complete explanation
must specificallgssumewhich variables can be changed most quickly —

that is, the variables must be ordered according tcaliigy. change
Different orderings may yield a different patlotig-tise equilibrium.
Unless the assumption is very specific it may be tmulistsiguish
between a long-run moving equilibrium and racstesrentrtoward
a new long-run equilibrium.
Although Marshall gives a prominent role tmithbetistiec
long and short periods, it is not sufficient to sollkenhisofpro
explanation — which, as | have said, is a prebhdmy tomc
methodological choice of exogenous variabléspeatiaus to time.
Yet most commentators seem to think that Mettalllleethod’ —
namely, the contents of Book V — constitltgi®mioghe problem of
explanation. This is a mistake.
The first point to be made is that Marshall's ‘statical’ or partial
equilibrium method of analysis yields incompleteoesplditnet
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‘statical’ method is relevant only for decisions ‘on the margin’ or in the opposed to the short-run or long-run equilibeuis thrgconlyreal time
neighbourhood of an equilibrium position. By itself the method examines observable price. This theory of market prices hestimesupply
the necessary but not the sufficient conditions for equilibrium. The second guantity is fixed — virtually everything id fixeghlice. The remainder
point to be made is that Marshall does offer a more complete explanation of the discussion in Book V is an examinationappevisatchthe
which is based on the contents of Book IV. By itself, Book V deals only market price over time when more and more of theefigsedreg
with the ‘noise’ in order at best to explain it away. A source of an allowed to change. For example, Marshall begins byttzdidisring) to
explanation of an economy’s true dynamics and its application of the make substitutions in their quantity supplied inoebpangeent level
Principle of Continuity to the element of time is to be found in Book IV. of the market price (relative to costs). Thisufshgnacess of
These two points will be discussed in turn. substitution requires some time — ‘a few months or a year’ [p. 314].

Marshall says that he wishes to argue that demand determines the
market price in one extreme — the very short run — and technology

The insufficiency of Book V determines the market price in the other extreme - the long-run

I do not think Marshall ever claims that Book V alone represents a equilibrium. Implicitly the real world is somewhere in.}Sefgain,
complete explanation of an economy’s behaviour. Yet, judging by modern the meaning of ‘determines’ is only a matter ohipslatiate
textbooks, one could easily think that Book V is ‘the principles of necessaryby virtue of his defined equilibria. If at a point in time the
economics’. What we call microeconomic analysis today can all be found economy is at a long-run equilibrium, it must alaosbertatn
in Book V. Nevertheless, implicitly Book V provides only the necessary equilibrium, since if it were not there would bensh¢mtives to
conditions for any equilibrium. That is, on tassumptiorthat an economy change the givens which are the constraints in the determination of the
is in long-run equilibrium at a point in time, certain necessary relationships market price. Similarly, the short-run egpildsiumes that the market
must hold whenever that assumption is true. It is a ‘statical’ method is in equilibrium. In other words, every long-ruiuegmilist also be a
because it may be relevant only for that one equilibrium position at one short-run equilibrium and every short-run equilisriben anrmarket-
point in time. In effect, Book V examines the local stability properties of run equilibrium. This ‘nesting’ of the formdibfiagquis the essence of
the assumediong-run equilibrium that are the logical consequences of Marshall’s ‘statical method’.
definitions of equilibrium and of the long period. But it will be argued Although it is now very easy to lisetlessaryconditions for the
below that the stability properties are heavily dependent on the empirical existence of a long-run equilibrium, the keystjllestiocerns the
assertions of Book V. sufficient conditions for the existence of a long-run equilibrium, which
To be specific, before Book V can be considered relevant for anything, must be consistent with both a short-run equilibaumaaket
that is, before it can play a role in economic analysis, a key question must equilibrium. The question of consistency hanajmresoarce of
be asked: why should there ever be a long-run equilibrium? Marshall controversy over the last sixty years. The logical sptbbtethei
approaches this question in two ways. The most familiar is in Book V absence of excess profits in conjunction with profibtioaximithe
where he defines an ordering of the changeability of the variables with long period implies that the production functiofly idinkema
respect to three periods of time — ‘the very short period’, ‘the short period’ homogeneous (constant returns to scalegim)toeiniais implication
and ‘the long period’. The quickest variable in Marshall’'s world is the appears to be inconsistent with a downward slopidgcdemathe
market-determined price. In fact, his definition of a market is not the ultimate constraint thought to be necessary to biné tiethe
textbook one of glace where buyers and sellers meet to haggle over the pro#tticer.
price. Marshall makes the existence of a market depend on whether the Marshall’s only line of defense is his other apgindadbaseldi on
price clearsquickly enough for all producers to face tlsame price the Principle of Continuity. Given the continuous operation of the Principle
regardless of their location. For Marshall then there is no market for any of Substitution, it is quite possible for thebprileotre or below the
good whose price is either not unifo¥n  or not quickly established. In long-run equilibrium price. When it is above thesgtiazeegpoess
effect, this axiom about market prices makes all firms price-takers since it profits and when it is below there are ldsgeslbndhere must be a
takes longer to establish their (short-run) decisions than the price itself. (long-run equilibrium) point in between whepaditsese zero. The

Marshall's definition of the market means that the market price (as apparent inconsistency is due only to the discudsyqoibfetieal and
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heuristic ‘stationary state’ — it is a very special type of long-run equilibrium Continuity, however, renders the desirethieguinciple allows us to

which is supposed to hold for a specified period of time. The only conclude that, since returns change from increasingirig, decseae

inconsistency is between the previously mentioned nesting of equilibria point in between there must have been ‘constaftisepoim is a

and the stationary state. Specifically, the inconsistency is that the stability possible long-run equilibrium. Given the life-cycle hypothesis and

of each of the various equilibria that hold at the long-run equilibrium continuity, every firm must pass through this peiittisQerached, the

depends necessarily on the consideratiodiftérent periods or lengths of ‘statical method’ can be used; but it remains merely a ‘snapshot’, relevant

time for each whereas in the stationary state they are all supposed to refer only for that one point (in the history)of the firm

to thesameperiod of time. There is absolutely no reason why all the firms in an economy should
Leaving the stationary state aside, there is no reason why the stability of simultaneously reach the point of constantthietuimsreach the

the various forms of equilibrium has to refer to the same set of ‘conditions’ ‘turning point,” as Marshall calls it. It migbtdsting for someone to

or variables or, equivalently, to the same period of time. Hence, the explore such a fantasy world, but nowhere does Bfargbalbese

stability relations (e.g. the necessary slopes of curves) for one form of suggesting that such a state ofnaffessais/Book V nevertheless

equilibrium will not be ‘statically’ consistent with those relations necessary explores the nature of this turning point: ‘Boo&t\descriptive, nor

for the stability of another form. If one ignores the element of time, it is does it deal constructively with real probl26%. jgowever, Marshall

only too easy to ‘see’ an inconsistency where otherwise there is none. does say Book V ‘setsheotrdtieal backbonef our knowledge of

the causes which govern value’ [pp. 269-70, emphasis added]. However,
this statement is qualified. He says, ‘it aims not so much at the attainment

The methodology of Book V vs a complete explanation of knowledge [but rather] at the power to obtain ancnge knowledge

Once one recognizes the necessary element of time it might appear that with regard to two opposing sets of forces’ [pasi3 @deimgph
there is no logical problem with Book V. But to the contrary, there still Marshall's use of the words ‘theoretical’ and "aifeargeslightly
remains the matter of explaininghy there should ever be a long-run from the usual modern usage. His usage is related to Milton Freedman’s
equilibrium15 and this is a question which must be tackled within an if approach to explanation. There is no claim that the method of analysis —
appropriate frame of reference. The essential element of the frame of of arranging the facts of business — is a true. edpdaeatianly the
reference of any behavioural explanation is the specification of exogenous claim that the nature of the inevitable turcémgbgoimtderstood to be
and endogenous variables. All explanations must be based on something the treswiorld were in a state of equilibrium at a moment in time —
being exogenous. In Marshall's time-based view of the economy, it must or more properly, in a state where forces are balanced.
be something whose exogeneity extends to a longer period of time than the As in most economists’ adventures in methodwdgyiskissso
‘long period’ under consideration. Marshall deals with this issue first in be all things to all people; thus his is not aapyle ef the
Book IV. Instrumentalism we associate with Friedmd&n. Rather, the Introduction to
Particularly relevant to Marshall's explanation of an economy is what is Book V gives a classic example of what we now ealloQalist
sometimes called his ‘life-cycle’ hypothesis of the firm. In its most specific methodology. We are affeagdof looking at thingdVhat is offered is
form it is an empirical assertion about the history of an individual firm with not claimed to be true; it can be judgedhendxtent that it ibetteror
a life-span of three generations [cf. Hague 1958; Loasby 1978]. In its more worsethan some other competing view. Book V is filled with conventions
general form it says that at the beginning of its life the firm benefits from with no claim to their truth status (e.g. ébentagpre firm, the
learning so that its ability to produce increases with its size. Implicitly stationary state, the market, the long periddnlgtm) those cases
Marshall is only concerned with growing firms — their size is irreversible, where we know that he thinks a particular coisvanticion do we
hence time and size go together. At the end of its life every firm suffers have examples of the ‘as if methodology.
from diminishing returns. In either case, the life-cycle trajectory is the The methodology discussionRBrofdipées are not very interesting
needed long-run exogenous variable which provides the essential frame of today but his theory of the firm should be. Tissymisttaat Book
reference. IV is a foundation for@mpletetheory of the firm: the firm is always to
By itself, this hypothesis about the beginning and the end of the life of a be found somewhere on its life-cycle trajedtmratiols on the

firm does not seem very relevant. The addition of the Principle of trajectory is determined completely by the time elapsé8|cfbut
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the value of that position can only be determined as a relative value, conjoining four statements whose individual trulepstadss on
relative to its past and its future. There are simply too many contingencies different periods of time. They are the following:
to be able to determine the absolute value. But remember, the Principle of
Continuity is only concerned with relative values.

Book V does offer a way of seeing the absolute value as a consequence o o . ) )
of external forces, that is, of competitive market pressures. But there is no  (b) The Principle of Continuityapplied to all inputs (all inputs are

(a) Prices are determined before the firm makes its supply choice; hence
prices are given.

reason why the actual, real-time values would ever be ‘long-period normal’ variable) means that the production function of the firm is locally
prices. The existence of long-period normal prices is merely, one might linear-homogeneous and that the level of output is always equal to
suggest, a beautiful fiction which lends itself to simple mathematical the sum of the marginal productivities, each multiplied by the
analysis having no bearing on ‘real problems’ [cf. p. 269]. respective input (Euler's theorem).

(c) ThePrinciple of Substitutiorfi.e. profit maximization) applied to all
variable inputs means that the marginal productivity of each input
multiplied by the product’'s price will always equal the price of that
input.

Over the last sixty years there have been two major problems in the (q) The firm is at the ‘turning point, that is, its excess profits are zero.

application of Marshall’s principles; both of them involve the element of ) - ) ] ] .

time. The first concerns the meaning of increasing returns and the nature of There is no difficulty with the conjunction of these four statements if they

the long-run equilibrium. The second concemns the artificial distinction ~Only refer to a single point in timé. ~ Moreover, even over the short run,
between ‘historical’ and ‘logical’ time. given statement (a) any two of the remaining statements imply the other

onel8 So long as the theory of the firm is confined to the ‘short period’
_ - o there need not be any logical problems. The problems that are alleged to
Problems with the firm’s long-run equilibrium exist arise only when the theory (i.e. the Principle of Substitution) is

Marshall's Victorian style lends itself easily to distortion. What he meant ~ @pplied in the long-run period to the short-namstraints

by certain words in one place may not have the same meaning in another. ~ Applications of the Principle of Substitution involve some form of
For example, the term ‘increasing returns’ is used in two different senses; Maximization (or m.|n|m|zat|on_) fgcmg fixed constraints. In t.he short run,
both result from his implicit assumption that the firm is always growing; @l the vanaples which (by definition) cannot be varlgd constitute the short-
hence size and time go together. In Book V he uses the term to describe the 'un constraints (e.g. the short run may presume capital is fixed while labour
observation that average productivity rises over time for any given input 1S variable). In the long run everything except the production function is
levels [p. 377]. This use is at variance with modern usage. Earlier, in Book Supposed to be variable (by definition); but this raises a major

IV, he employs the term in the limited modern sense to mean an increase in Methodological problem. Anything which is variable must logically be

firm [p. 266]. A similar confusion derives from his use of the term ‘margin’ served as fixed constraints in the short run become endogenous variables in
when discussing his ‘representative firm'. By definition, the representative the long run. But this also means that there are no constraints in the long
firm is at the ‘turning point’ on the life-cycle trajectory. At that point run and this leaves the Principle of Substitution inoperable in the long run.
average and marginal cost both equal price; thus it is possible to use the !N the long period, then, the conjunction of the assumptions of a price-
average and marginal magnitudes interchangeably. But another use of the {@ker, (), of the changeability of all variables in the production function,
term ‘marginal’ emerges when he refers to the representative firm's (b), and of profit maximization with regard to all changeable variables, (c),
contribution to its industry’s output. seems to deny any limit to the size of the individual firm — as if size has
These confusions are merely irritants. The major problem is the one nothing to do with time (this interpretation of Marshall's theory of the firm,
which occurs when critics ignore the element of time inherent in the by its focusing only on the internal logic of maximization, is quite contrary
‘statical method’ whenever that method is applied to long-run equilibria (as {0 the views expressed in Book IV). o . _
noted above). Although the difficulty is primarily logical, it results from The methodological problem of explaining the size of the firm (as a

INADEQUACIES OF MARSHALL'S METHOD VS PROBLEMS
CREATED BY HIS FOLLOWERS
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consequence of maximization) seems to have troubled many of Marshall's example, while profit maximization implies the feqaatiinad cost
followers although it did not seem to trouble him since his Principle of and marginal revenue, zero excess profits impliatityarbetyeen
Continuity discourages extreme viewpoints, such as long-run equilibria. average cost and average revenue (the price). Mauginahesvenue
The problem only arises when one attempts to apply the Principle of is less than the price, the firm must be operatintevelnerad¢heasing
Substitution to the size of the firi the long run Today this problem is returns (since marginal cost must be less than average cost) which is
avoided (i.e. swept under the rug) by saying that one shouldeaplgin contrary to statement (b). Note that a firm can still be a price-taker even
the size of the industry. But this tactic merely raises other questions such as when its average revenue is falling wtity thepliad.
What prevents any one firm from taking over the industry as a monopoly? It could be speculated that all of the contravensiésgstive long-
Although there is considerable discussion of industries iRtimeiples run theory of the individual firm are merely about which of the five
Marshall's explanatory Principle of Substitution is applied only to the statements should be dfopped. Moreover, mosttofvbesiesnrhave
(short-run) decisions of the individual firm. The industry is merely an ignored the element of time. There is no ddfilntadgnores the
epiphenomenon — the logical consequence of what all individual firms do. element of time (which differs according to that stekernis
This is a standard neoclassical viewpoint. However, this viewpoint has considering) and, instead, views the above stéieidiagtatas single
always posed certain puzzles concerning the interaction of demand and (static) point of time, then logically some of thts stegemeually
supply in the market. The difficulty is that both the market and the industry inconsistent. As argued by Piero Sraffa [192&§natfbbinson
are defined for a specific good but the market is related to the individual [1933/69], something must give. A realistiatioteiprinat the idea of
firm only through the going price. The price by itself says nothing about a price-taker, (a), must go, but Marshall's sthtdabhdealing with
gquantities except that aggregate quantity demanded must equal industry his problem of explanation — distinguishing besthvertpeeogs and
supply. But, if individual firms must determine the quantity supplied the short run — blocks that avenue. Allowing thatagricesha market-
independently of each other, the aggregate quantity supplied is only an determined would lead to a conclusion that iso chiarsingllts
epiphenomenon. In terms of Marshall’s individualistic methodology, this objective. If pricesnaedetermined in a market, then demand could
approach to the relationship between firm and industry appears rather only play a role in the determination of the simhustithethat is,
mysterious. given the life-cycle, demand determines the number of firms in an industry
To overcome the mystery, Marshall offers the infamous heuristic fiction, — in the long run Prices are left to be determined by technical and social
the representative firm. Unfortunately, whenever one tries to use the considerations within and between firms (e.g. withguhéspaarket’
representative firm, instead of Book IV, to explain the size of the firm as [p. 313)).
just another consequence of an application of the Principle of Substitution, Today, such conclusions seem to be ideolagoegitgbien or
another methodological problem is created. Recall that the representative mathematically inconvenient for economic themcestsve- Simply
firm is defined [p. 285] as a firm at the ‘turning point’ and it is also a firm have stopped talking about Marshallian ecsinomietiat he promised
on the margin of the industry (older firms will be making less than normal (namely, a role for demand and utility maximitsidetermination of
profits). As a profit maximizer at the turning point (where profits are just prices) seems doomed. What | am suggestitngtiriads may not be
normal), the representative firm must face constant returns to scale (at least as desperate as everyone seems to fdath&eihapquared is a
‘locally’ [see Baumol 1977, p. 578]). On the other hand, as a representative proper examinatieheofi¢he of time

of the industry, it must be constrained by the negatively sloped demand
curve. This latter constraint means that we have a fifth statement which T : L .
L . . The distinction between logical and historical time
must be conjoined with the other four, namely:
Contrary to Marshall's view, it is claimed by post-Keynesians that one

(6) The representative firm’s marginal revenue must be less than the must carefully distinguish between ‘historical’ and ‘logical’ time [e.g.

price. Robinson 1974]. Historical time refers to the usual calendar or clock time
The problem is that either statements (e) and (a) are mutually contradictory within which decision processes are irreMegidétime decisions
or one of the other statements must be denied. With respect to any one firm are reversible. For example, the life-cydte ibyipotigsrical time

it is not possible for all five statements to be true simultaneously. For since it is assumed that the firm always gétsaoldet;get younger.
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One might say that this is because with the passage of time the firm is NOTES

learning but it cannot ‘unlearn’. The stability analysis of equilibrium theory 1
is in logical time since the analysis is always conducted in terms of
questions such as Whatt the price were higher or lower than the
equilibrium price? Logical time is concerned with conceivably possible
alternative worlds (regardless of actual events) at any given point in time,
whereas historical time may be concerned with the (necessarily) singular
event occurring at that time and the accumulation of learning which has 3
transpired up to that point.

The distinction between historical and logical time corresponds respect- 4
ively to Books IV and V. But the intellectual separation of these concepts
(and Books) into mutually exclusive classes is a direct contradiction of
Marshall's Principle of Continuity. Marshall does not claim that these
concepts or books should be separated. To the contrary, Books IV andV go 6
together. Reality for Marshall is on the continubetweerthe two extreme
concepts, that is, reality involves both Books in full measure. Any
explanation of the behaviour of an enterprise must be both grounded in
history (i.e. irreversible past decisions and learning) and explanatorily g
complete (i.e. it must at least imply a stable determination of the values of
the variables to which the Principle of Substitution has been applied).

SOME CRITICAL CONSIDERATIONS

Most of modern neoclassical economic analysis concerns only the 9
mathematics of Book V. The reason, | think, is simply that Book V is the
only part of Marshall's Principles that is compatible with the
methodological doctrine that dominates economic theory today -
Conventionalism — namely, the methodology that restricts research to 11
guestions of logical validity instead of empirical tréth. Economists today 12
do not wish to discuss the ‘truth’ of economic theories but only examine
their logical validity. The reason why logical validity rather than empirical
truth is the preferred object is that with the help of mathematical analysis
the former can be established more quickly. Even though Marshall stressed 14
the importance of gradual, slow change, those economists in a hurry will
find the logic or mathematics of static equilibria more interesting. Logical
analysis can be very quick but real change takes real time and thus may not 16
be disposed to conveniently easy analysis.

10

17

18

19

My approach is much like Negishi’'s [1985]. As Negishi noted, ‘What is
important is not whether a particular interpretation of a past theory is correct,
but whether it is useful in developing a new theory in the present’ [p. 2]. Thus
the onus is on me and Negishi to show that we have learned something from
reading Marshall.

For a discussion of the problem of time in neo-Walrasian and Austrian models,
see Boland [1982a, Chapter 6].

Unless indicated otherwise, all page references enclosed in brackets are to
Marshall [1920/49] which is the eighth edition of Rignciples reset in 1949.
Specifically, there must be what modern theorists might call
‘connectedness’ of choice options [see Chipman 1960].

the

5 The entrepreneur (or manager of the firm) must always make a judgement as to

whether day-to-day changes in the market will be long-lasting enough to justify
investment and hiring decisions [see p. 314].

Remember, according to the Principle of Continuity everything is a matter of
degree.

His reference to Cournot has often misled modern commentators to think that
the mathematical conception is all that Marshall was saying — rather than the
more important methodological issue of relative degrees.

This is one key element in the methodological ‘hidden agenda’ of neoclassical
economics. In neoclassical economics everything explained is seen to be the
consequence of the decisions made by individuals. The explained decisions are
represented by the endogenous variables in the explanatory model. The
acceptable exogenous variables are limited to natural givens (i.e. to things that
cannot be chosen). For more about the role of so-called methodological
individualism, see Boland [1982a, Chapter 2].

One must be careful to distinguish between the logical validity of an
explanation and the verifiability of its truth status [see Boland, 1982a, pp.
102-4 and Chapter 1].

See note 5 of Chapter 1. For more on the role of inductivism in economics, see
Boland [1982a, Chapters 1 and 4].

The variables to be treated later, then, are ‘independent’ variables.

Marshall allows for price differences that result from transportation costs [p.
271].

3 That is, the very short run is not realistic [p. 304], and the logical consequence

of a long-run equilibrium is a stationary state [p. 315, footnote 1]; but a
stationary state is alleged to be ‘a fiction’ [p. 305].

I will discuss Marshallian models of the firm which try to accommodate
downward sloping demand curves in Chapter 5. For a different discussion, see
Boland [1986a, pp. 25-8].

5 Book V discusses only the logical possibility of a long-run equilibrium.

For a discussion of the Instrumentalism associated with Friedman, see Boland
[1982a, Chapter 9].

For a more detailed discussion of the question of time in neoclassical economic
theory, see Boland [1982a, pp. 97-8].

I will examine this relationship between these statements much further in
Chapter 5.

This is a speculation to be explored more fully in Chapter 5.
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20 Conventionalism is the defeatist doctrine based on the recognition that an
inductive proof is impossible. The Conventionalist alternative to inductive
proofs is to prove something else. Rather than look for a proof of the one true
theory, Conventionalism would have us choose the best theory recognizing that
the best may not be true (as | noted earlier in this chapter). See further, Agassi
[1963], Tarascio and Caldwell [1979] and Boland [1982a, Chapters 7 and 8].
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3 Marshall’s ‘Principle of
Continuity’

If the book has any special character of its own, that may perhaps be
said to lie in the prominence which it gives to ... applications of the
Principle of Continuity.

Alfred Marshall [1920/49, p. vi]

Neoclassical economics is primarily a method of analysis. It is the method
of explaining all behaviour as the logical consequences of one behavioural
assumption — namely, maximization subject to explicit constraints. But,
many critics ask, is the maximization hypothesis a sufficient basis for
neoclassical economics? We saw in the previous chapter that according to
Marshall the use of the neoclassical maximization hypothesis necessarily
depends on what he called the Principle of Continuity. Contrary to the
modern preoccupation with Marshall's Principle of Substitution (in the
form of the neoclassical maximization hypothesis), in the first preface to
his Principles Marshall clearly indicates that he gives primacy to the other
principle. If the Principle of Continuity is so important, clearly it must be a
fertile ground for critical study. For this reason it is important to understand
what Marshall meant by his Principle of Continuity and why he thought it
was so important.

The obvious reason for giving prominence to the relatively unknown
Principle of Continuity is that the continuity of the domain of the
maximization function is aecessary conditiofor applicationof the usual
assumption of maximizing behaviogir. And even though continuity is
necessary, too often it is taken for granted. Thus, Marshall rightfully
devotes most of hirinciples to an examination of the nature of an
economy to determine when the Principle of Continuity can be applied.
And for those circumstances where it is applicable, he devises an
admittedly ‘unrealistic’, mechanical method of overcoming the problem of
its necessity. This is his ‘statical method’ which | discussed in Chapter 2.
The objective of this chapter is a critical examination of the methodological
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presumption of continuity. Since Marshall so strongly emphasizes It was apparently well known that ‘organization incréaseg gific
continuity, it is important that his method of assuring its applicability be 200]. For nineteenth-century economists, the thiey ‘bimlogical
understooc® doctrine’, whenever it applies to economics, was the recognition that the

growth of an organization goes hand-in-hand with an increasing division
among its functions — which can be viewed as either increasing
disaggregation or decentralization, so to speak, or as breaking down into
smaller and more specialized functions. But the more specialized (and

MARSHALL'S PRINCIPLE OF CONTINUITY AND HIS
BIOLOGICAL PERSPECTIVE

The non-mathematical version of the application of the Principle of hence decentralized) a functional part becomes, ttiee greatkfor
Continuity was very popular at the end of the nineteenth century — organization to keep all the functional parts coordicatee ratige.
especially amongficionadosof biology. But Marshall wishes to go far The growth of an industrial organization was seen in these terms. But
beyond biology. He attempts to apply this principle to everything by Marshall recognizes that there were certain drawbackssiog in
showing that everything is a matter of degree. Modern axiomatic model- organization.

builders discuss a form of the Principle of Continuity which is considered a While initially the increasing organizatiates$aaitiivision of labour
question of the ‘connectedness’ of choice options [e.g. see Chipman 1960]. and its resulting economies, eventually tiee@iganifdtion reaches
Specifically, the range of possible choice options must be continuous even a limit where, given the size of the markgovihtteerdevelopment
when the continuum is subdivided into finite sets of categories (with no of the organization tends to reduce the effedtivenesganization.
gaps or empty categories). Discreteness of choice options does not imply a Thus, Marshall can see a life-cycle continunss frbiohirgreasing
non-continuity. Even when one defines the choice set as a finite set of returns to decreasing returns. This propositioevitaliiiéy iof
discrete (or lumpy) options, the discreteness of the options must have been decreasing returns as size increases — i® dmnsiderbg analogy
defined over a continuous background rafige. That is, what we call a with biological systems. Marshall's objective, htoves&blish both
discrete point will be defined in terms of one or more continuous the continuity of (average) returns and the fact thaagleg @wens
dimensions such that the point is located at one distinct location on a must eventually diminish. Once that objective, iMaesichlbdhas, in
continuum. In short, it is impossible to avoid continuity, thus the only effect, shown that since an average cannot ge&singitwdecreasing
question of applicability is whether there are external limits (constraints) without a fall in the margin, marginal returbs dioshishing with
on the choice set. regard to the extent of organizational development.

While the relatively unknown Book IV of Marshall’Brinciples is A necessary condition for maximization of a function over the domain
seldom discussed today, it is central since it is devoted almost exclusively of a given variable is that the value afettneafivd (i.e. the margin)
to the question of whether one can truthfully assume the applicability of the be falling at the point of the maximum. In, BtaokH#&ll establishes
Principle of Continuity. Marshall’'s objective is to establish one of the the continuity and the necessity of a maximum bgf rordogical
primary conditions of maximization — namely, the continuously diminish- analogies. With such analogies he also establedessitye(the ‘law’)
ing margin. He rests the weight of his argument for continuity primarily on of diminishing marginal productivity in the $ugplyoods. It should
a foundation of biological analogies. Biology was an attractive source of be noted that Marshall has little difficultyishiegtéisd corresponding
analogies because in Marshall's day it was seen primarily as the study of law of diminishing marginal utility. Marshall ssienfdyira Book 111
slow, gradual and progressive change along a continuum. In many cases, that there are continual ‘gradations of consum§@iajgeradjdand
Marshall's argument for continuity of a variable rests only on an observa- that obviously all wants must be satiableferthay igpod there is a
tion that the variable can be changed in degrees. He refers to ‘man’s power guantity at which utility is maximum. Thus ithebtsoed that if
of altering the character of the soil' [p. 122]; and he often discusses growth: total utility can go continuously from zeositiveavalue and back
Growth of Population [Chapter 4], and of Wealth [Chapter 7]. Although toward zero, average utility must eventually fall watsinigc
growth can be distinguished from development, development usually consumption. By the same mathematical argument thatris used fo
depends on growth, thus Marshall devotes most of Book IV to the productivity, whenever the average is falling the margmétsaukan
consideration of the development of a growing enterprise. The continuum the average. Thus, specifically, marginal utditgntuesty) be falling

that Marshall wishes to establish concerns the ‘division of labour’. since eventually average utility must fall.
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Marshall thus establishes to his satisfaction that every theory that has objective physics at the other extreme. Thusdnelldimbetpeen
anything to do with demand or supply must involve ‘continuous economics and biology by seeing them both as studies of growth and
gradations’. Furthermore, by adding his life-cycle theory of the firm and development of organisms or organizations. Tig ofutebidharacter
his assertion that all wants are satiable, he has completed the foundation and purpose of individuals and groups (‘Gigiesinlsfim response
(i.e. the necessary conditions) for his programme of economic analysis. to changing conditions is the key to the pamletheHmme must be

true for economic analysis [pp. 30-1].
Many writers, such as G.F. Shove [1942], have noted Marshall's

MARSHALL'S PRINCIPLE OF SUBSTITUTION AS A RESEARCH . . .
apparent love for biological analogies. But why was Marshall so

PROGRAMME enamoured of biological analogies? Marshall's advocacy of a biological
It would appear then that, once the Principle of Continuity is applied and perspective in economics appears to be duaiinthdipsatisfaction
the appropriate diminishing margins are established, the way is clear for a with both the mechanics of physical analagd®adedhedonism’
direct application of the Principle of Substitution to all decisions implied by basing economics on the psychology of dulindivi
concerning demand or supply. But as | noted in Chapter 2, Marshall claims Marshall’s use of biological analogies canpprdmttexdavhen it
to the contrary; there are difficulties with the ‘element of Time’ [pp. 92 and is contrasted with the prevailing public atpinetime he began work
274]. The difficulties, however, lie in his conception of the essence of orPtimgiples Prior to the French Revolution at the end of the
‘scientific’ explanation — namely, the notion of cause and effect relations. eighteenth century, most intellectuals onsbotithedatlantic were
The problem with economic explanations, according to Marshall, is that at convinced that the apparent success of Newteoné&ndemcimstrated
any point of time there are too many exogenous conditions to consider. the correct approach to solving all social problsmi. évenyene
Thus he claims that all ‘scientific’ explanations are conditional — in were ‘rational’ like the scientists, they wouldralt e golution to the
particular, they depend on the assumptions made about the relevant eighteenth century problem was the elimination of retththando
exogenous variables. Changes are explained only as the effects of changed the Church. This revolutionary social prograetie Eoltape with
conditions. the failures of the French Revolution. Although in many ways this
Again, unless the changeability (or fixity) of the ‘conditions’ is programme lived on in the economic principles of the |GGaksichas
explained, the Marshallian method of explanation runs the risk of profound well as in the Americans’ Declaration of Indekodenntellectuals
circularity. Circularity might be avoided by adopting the Walrasian disappointed with the failures of classical Rationaiigmetrasted
approach, but doing so would only risk an infinite regfess. Moreover, the from the objective world of ‘reasonable menbneatiie Rorlds of
completion of the Walrasian programme of representing the economy with subjective psychology, poetry and introspection.
a set of simultaneous equations turns out to depend intimately on the math- In this sense it is easy to see how manlg iicketigiadh the
ematical form of those equations. Thus, where Marshall's programme runs classical school of economics with the failuoalofatiasalism and
the risk of circularity, Walras’ programme runs the more obvious risk of thus economic analysis was considered suspect iircleranyhe
arbitrariness if one does not attempt to explain one’s choice of hypoth- shortcomings of the subsequent Romantic view wemppactns
esized mathematical forms. during most of the nineteenth century. Yet Marshall rejected Jevons’

Romantic theory of value (which was based on demand rather than supply)
because in Marshall's eyes this was probably seen as a retreat from one

MARSHALL'S REJECTION OF MECHANICS AND ; /
extreme (namely, exclusive mechanics of supply) to another extreme

PSYCHOLOGY (namely, exclusive mechanics of demand). Later, Keynes, dissatisfied with
Summarized this way, Marshall's research programme sounds rather Marshall's neoclassical economics, was to go all théeway réjeot
mechanical. Marshall states that he wishes to avoid identifying economics the mechanics of classical economics, Keynea psgdhsémpical

with the immutable laws of physics [p. 37]. Yet he thinks economics can be basis for all businessmen’s decisioh-making. mBtitotiwdogical
more rigorous and less subjective than the ‘scientific’ study of history. In question here is whether the rejection of nmedeasexsly entails the
effect, he sees biology as an intermediate stage on a continuum between espousal of subjective psychology. Clearly, Ehribralh opore

inexact, subjective historical studies at the one extreme and precise, liberal compromise.
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A psychological basis for decision-making would seem too much like
the ‘immoral hedonism’ often identified with the Benthamite programme
of explanation where all human behaviour is considered to be the conse-
quence of utility maximization. The major problem with psychologistic
explanations is that they presume an immutable ‘human nature’ — for
example, permanently given tastes. John Stuart Milfisciplescame very
close to being such a theory of human behaviour. As Marshall saw this, the
difficulty was not maximization, but rather the view that human nature is
immutable. If human nature were immutable there would be little reason
for social or economic change. To a Victorian scientist, the immutability of
the human character was unthinkable. In summary, Marshall saw additional
significance in the support his biological analogies gave to his discussion
of continuity. He embraced biology because evolutionary biological

analogies were the obvious and most palatable alternative to mechanical or

hedonistic theories of economics and society.

COMPREHENSIVE MAXIMIZATION MODELS

Keynes identified Marshall with the mechanistic Classical School.
Disagreement would be difficult on the sole basis of Book V of the
Principles But Marshall insisted that mathematical models of dynamics
(and hence mechanics) would be inappropriate [pp. 382 and 637].

Nevertheless, Marshall’s protestations notwithstanding, it is easy to see that

all economic behavioural assumptions can be reduced to maximization (or
minimization).

To see how the idea of equilibrium can be reduced to onmivérsal
maximization alone, consider the two most common assumptions regarding
equilibrium: (1) the assumption of the existence of a specific market equi-
librium and (2) the assumption of the existence of a general competitive
equilibrium. It is easy to see that both can be shown to follow from the
assumption of successful maximization alone.

First, let us consider the elementary idea of a market equilibrium, that is,
of the existence of a price at which demand equals supply. There are two

structural elements in any market: the demand curve and the supply curve.

In neoclassical economics, the demand curve is the dominant logical
consequence of utility maximization in the sense that the curve is the locus
of price and quantity combinations for which at any given price the
indicated quantity is the total demand which results waryconsumer

is maximizing utility while facing that price. Likewise, the supply curve
indicates the consequence of profit maximization where for any given price
the curve indicates the total supply which is achieved vewvenyfirm is
facing that price and is maximizing its profit. To see what it means to
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assume the existence of a market equilibrium whenevelswe are
assuming universal maximization, we need only consutgratiye
implications of the non-existence of a markenh egthidmaver there
is excess demand, some of the demanders are unabirectalnestd an
insufficiency of supply at the going price. Such bridisequithe
market would thus deny universal maximization. And thus, when it is
assumed that everyone is a maximizer, disezuibigizally
precluded.
The more general assumption of the existence oftige competi
equilibrium meets a similar fate simply becaassurtiption of a
competitive equilibrium implies the absence obfégcekatps, it
implies the absence of any reason to exityoardrehist another. It
is easy to show that whenever Marshall’'s Principle atyGentinu
applicable (saltheleatint factors of production are variable), total
revenue must equal total costs if it is also assumed that all the factors are

paid their marginal product. First, whenever a price-taking firm is
maximizing its profit with respect to every factor, it must be paying each
factor its marginal product. Second, whenever all factors are variable,

Euler's theorem is applicable: output equals the weigbfted sien
input factors, each weighted by its respective margatalPptodg
these two considerations together, we see that wheneveraadl factors
variable there must be constant returns to scale and fiwterpaying
their marginal product in order to maxtmibextudiust the output.
In other words, whenever the Principle of Contewjityniappsal

profit maximization precludes excess profit. Thus we can see that there is
no need to add an assumption which asserts the existence of a competitive

equilibrium if we are already assuming universdioma<smied as
assuming that all factors are variable!
These considerations would seem to lend congjm®tabl¢haise
neoclassical economists who, by accepting thag esdugths to the
mathematics of maximization, wish to consider other territories to conquer
with their maximization hypothesis [e.g. Bérlgtigld7and Becker
1977]. Their research programme is rather sulaigisignaeacision-
maker faces constraints and possesses ariliphjéaticéofutand
thus every equilibrium in society or an economy carfdil®wefeom
universal maximization. The theorist's tasktoisdestyibe the
constraints and the objective function which is coitisistenalvsence
of any incentive for change — that is, for example, with zero excess profit
and zero marginal profit. Thus, the appearance rfetctiomse in
competition can easily be explained away asceionispesome

economic theorists who incorrectly calculate the transaction costs of

encouraging additional competition. That is, ewetrahsctacing all
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short-run maximizers can supposedly be explained as the consequences of

all individuals’ maximization efforts by realistically assessing the cost of
further substitutions in the constraints.

[1 LAWRENCE A. BOLAND
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Continuity that neoclassical models arelyréletenPrinciple of
Continuity can be shown to apply.

Such a programme has been applied to unusual questions such as thOSENOTES

concerning an optimal amount of charity, an optimal marriage contract, an
optimal capital punishment or deterrent, an optimal institutional environ-
ment, the optimality of being altruistic or even of voting, and so on. Of
course, one is free to do or assume anything one likes, even to attempt to
explain everything as an effect of maximization. Intellectual honesty, how-
ever, seems to require that all the necessary conditions of maximization
must be fulfilled. One of them is the requirement of a continuity of options.
By giving prominence to the Principle of Continuity (and the related
‘element of Time") Marshall, to his great credit, recognized the limitations
of applying the Principle of Substitution. In the absence of universal conti-
nuity and variability, Marshall implies that the assumption of maximization
is not an appropriate method of analysis for all situations.

The major methodological question for proponents of neoclassical
economics is ‘Can maximization be the sole basis for the neoclassical
research programme?’. | have argued above that the assumption of
maximization alone is not sufficient; one must also assume or establish a
minimum degree of continuity. For those who wish to extend the
maximization hypothesis as a method of analysis, it is a moot point to show
that the variables in question are in fact variable in both directions over a
continuous range. It is all too easy to just assume that the decision-maker
faces a continuum even when the choice to be made involves integer values
such as when one cannot choose a half of an automobile tire or half of a
radio. There are two ways to avoid this possible impasse. One could change
the choice question to one involving rental time or sharing such that the
choice variable more easily fits the notion of an equilibrium. Unfortunately,
this type of shift in perspective usually is merely an attempt to hide the
original questior?

Given the futility of direct criticism of the assumption of maximization
behaviour, as | argued in Chapter 1, critics of the neoclassical research
programme would be advised to shift their attention to the methods used
(implicitly or explicitly) by neoclassical economists to establish the
applicability of the maximization hypothesis. Surely, questions such as
whether to execute a murderer or whether to vote or whether to make any
irreversible decision must be a dubious territory for the method of
maximization analysis. Marshall explicitly limited his analysis to those
territories amenable to the Principle of Continuity. Perhaps modern
‘imperialists’ such as the followers of Stigler and Becker ought to learn
from Marshall’'s avowed appreciation of the necessity of the Principle of

1

The systematic research programme based on the universal application of
maximization is the explicit methodological agenda of neoclassical economics
which | discussed in Chapter 1.

2 Note that this says that it is necessary for the sufficiency of any argument

3

employing the maximization assumption.

The remainder of this chapter is based on an invited paper which appeared as
Boland [1990]. The copyrighted parts are reprinted here with the permission of
I'Institut de Sciences Mathématiques et Economiques Appliquées and Les
Presses Universitaires de Grenoble.

4 | have discussed these notions of continuity and discreteness in more detail in

5

Boland [1986a, Chapter 5].

For example, to the extent that Walrasian economics is about the allocation of
given resources, the question can always be begged as to where they come
from.

6 | will discuss this in more detail in Chapter 9.

7

It might be argued that the stability of the equilibrium is a separate assumption,
but Samuelson [1947/65, p. 5] argues that even stability conditions are formally
equivalent to maximization conditions.

For more on this methodological strategy, see Boland [1986a, pp. 75-8].
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4  Axiomatic analysis of
equilibrium states

Often mathematical formulas are used to describe certain events
without awareness of the assumptions on which the applicability of the
formulas depends. Even less is there thought of an investigation to
determine whether the requisite assumptions are fulfilled in the real
world. Therefore it is not surprising that the results are often quite
unsatisfactory.

On the other hand, conclusions have often been drawn from
mathematical formulas, which, strictly speaking, are not conclusions at
all and which at best are valid only under restrictive assumptions. The
latter may not have been formulated, not to mention efforts to discover
to what extent these further assumptions are fulfilled in the real world.

Thus, for a fruitful application of mathematics in economics it is
essential, first, that all the assumptions on which the given
mathematical representation of economic phenomena depends be
enumerated completely and precisely; second, that only those
conclusions be drawn which are valid in the strictest sense, i.e., that if
they are valid only under further assumptions, these also be formulated
explicitly and precisely.

If these directions are strictly adhered to, then the only objection
which can be raised against a theory is that it includes assumptions
which are foreign to the real world and that, as a result, the theory
lacks applicability.

Abraham Wald [1936/51, pp. 368-9]

Whenever economics is used or thought about, equilibrium is a central
organising idea. Chancellors devise budgets to establish some
desirable equilibrium and alter exchange rates to correct ‘fundamental
disequilibria’. Sometimes they allow rates to ‘find their equilibrium
level'. For theorists the pervasiveness of the equilibrium notion hardly
needs documenting.

Frank Hahn [1973, p. 1]

One common avenue for criticism of neoclassical economics is to analyze
the assumptions required for a state of equilibrium. Unlike the neoclassical
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maximization hypothesis which is deliberately put beyond question in
every neoclassical model, the assumption of equilibrium is usually open to
questiont Some models are designed to explain phenomena as equilibrium
phenomena (such as prices or resource allocations). Models which offer
equilibrium explanations must at least provide logically possible
equilibrium states. Clearly, such equilibrium models are open to question
and thus can be critically examined to determine whether a state of
equilibrium is consistent with the other behavioural assumptions made.
There are some equilibrium models which are not easily criticized such as
those which put the existence of equilibria beyond question (e.g. those
which involve the Coase theorem or unobserved transaction costs). These
necessary-equilibrium models are most often used to explain away alleged
disequilibrium phenomena (e.g. involuntary unemployment or socially
unacceptable levels of pollution).

In this chapter | will be concerned only with models that explicitly claim
to offer explanations in which it is asserted that the phenomena in question
are equilibrium phenomena. In the next chapter the focus will be models
which by claiming that the phenomena are disequilibrium phenomena posit
the equilibrium state as an unattainable ideal.

Equilibrium models which explain why the phenomena occur usually do
so by stating a series of explicit assumptions which together logically entail
statements representing the phenomena in question. Now, the most
common models are ones which represent each assumption with an
equation and thus show that the solution of the system of equations is a
statement representing the phenomena. Where there is a solution there must
be a problem (except perhaps in chemistry). In this case the problem is to
find values for the endogenous variables which (given the values of the
exogenous variables) allow all the assumptions tsifeltaneouslytrue.

There may be many sets of such values. When there is just one, we call it a
uniquesolution. If none is possible we say the model is unsolvable. If one
could never solve the system of equations, then the model cannot explain
the phenomena as equilibrium phenomena.

When do we know that we are successful in explaining something?
There are two necessary conditions. The first is the easiest. Most
economists seem to agree that we are successful when the theory we
construct is shown to be internattpnsistentand is shown to allow for the
possibility of the phenomena, that is, when the theory does not contradict
the phenomena to be explained. If we look closer at the notion of
explanation we will find that this consistency criterion for success is
insufficient. The condition that causes difficulty is the second one.
Specifically, if one is to explain why prices amhat they arethen for a
completeexplanation (i.e. beyond just possibilities) one must also explain
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why prices are nowhat they are notin this chapter | shall examine these
two necessary conditions of a successful explanation. Namely, | shall
examine why we are successful in explaining any particular phenomena
only when our theory is not only consistent but is also ‘complete’ with
respect to those phenomena.

ANALYZING THE LOGICAL STRUCTURES IN ECONOMICS

Analyzing the success or failure of logical structures such as equilibrium
models is not a new enterprise. Indeed, for a long time it has been an
interest of pure mathematicians and some mathematical economists who
engage in what they call axiomatic analysis or axiomatics. Their efforts
have been directed only at the formalistic aspects of logical structures and
thus they have too often been more concerned with axionfengfiage
models where théorm of the axiomatic structure remains the same and the
interpretations of the axioms differ to produce various languages [e.g. see
Koopmans 1957]. | think axiomatics can also be of considerable
importance for our critical understanding of economic phenomena. The
primary importance of axiomatics is that it can offer a means of
systematically criticizing a given theory (i.e. a given set of assumptions).

For the purpose of critical understanding, the two primary tools of
axiomatics are the two necessary conditions of successful explanations.
They are the inquiry into theonsistencyf a theory, and the inquiry into
thecompletenessf a theory. Since these tools are the basis of any criticism
of an equilibrium explanation, | briefly explain how they are used in
economics.

Consistencyrequires that the set of assumptions (which form any par-
ticular theory) does not lead to inconsistencies such as would be the case
if both a given statemerand its denialwere logically allowed by our
theory. For example, the statement ‘the economy at tinseon its
production possibilities curve’ and its denial ‘the economy is not on that
curve’ could not both follow from a consistent theory. This requirement,
however, does not rule out the possibility of a theory allowing for
competing or contrary situations such as multiple equilibria. For
example, all points on a production possibilities curve are potential
equilibria that differ only with regard to the given price ratio. If there is
a flat spot on the curve, there is a set of points (along the flat spot) all of
which are potential equilibria for the same price ratio.

Thus, if our explanation of why the economy is at one particular point
along the flat spot is that it is faced with the corresponding price ratio, then
consistency alone will not enable us to explain why the economy is not at
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any other allowed point on the flat spot. Nevertheless, consistency is obvi-
ously important since we cannot tolerate contradaztizsistencies.

Completeness the requirement that an explanation does not allow for
the possibility of competing or contrary situations. Completeness rules
out the possibility of a false explanation accidentally appearing to be
true. That is, if our explanation is complete and happens to be false, we
shall be able to show it to be false directly. For example, if we assume
that the production possibilities curve has no flat spot and is concave (to
the origin) then our explanation would be logically complete since each
point on the curve is compatible (tangent) with only one price ratio and
each price ratio is compatible with only one point on the curve. In other
words, our equilibrium point isniquegiven any particular price ratio.
Should any other equilibrium point be possible for the same price ratio,
then we would also have to explain why we observe the one point rather
than the other possible points. That is, our model must explain why we
do not observe what we do not observe. The logical possibility of other
compatible points would mean that our model is not complete.

The standard method of demonstrating the consistency isf @ theor
construct a mathematical model of that themwy Hrad {h necessarily
possesses a sensible solution — that is, demorstisitndbef a

sensible solution. The standard method of detmosinapilegeness

of a theory is to show that the equilibrium solution of the modigjue

Although there is some danger of confusion, these twofdttebritss
are usually analyzed separately. There are othery, sesjextar of
axiomatics such as inquiries into the independence and ‘weakness’ of the
various assumptions that make up a theory. | will not discuss these topics
here since they are questions of aesthetics rather than of the explanatory
power of any equilibrium model.

Usually the question of consistency can be dealt with in a rather direct
way: try to solve the system of equations constituting the model of the
theory. If a sensible solution canraltvaysbe obtained, it may be possible
to specify additional assumptions to guarantee such a solution. Eliminating
non-sensible solutions is a low-order completeness criterion — that is, the
model must be complete enough to exclude them but it may not be
complete enough to allow only one sensible solution.

The conditions which assure consistency are usually much less
restrictive than those which assure completeness. For this reason the
guestion of completeness can be a serious source of important fundamental

criticism. One of the pioneers of axiomatic analgsisonmc®
Abraham Wald, offered such a criticismsisinVéatvaomics. A well
known but minor aspect of his analysis was @o$ithatetg popular
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condition that ‘the number of equations be equal to the number of

unknowns’ was neither necessary nor sufficient to guarantee a solution, let

alone a unique solution. Wald’s 1936 axiomatic study of Walrasian general
competitive equilibrium, which now may be merely of interest to historians

of mathematical economics, can serve as an interesting case study to
demonstrate the importance of completeness. Subsequently, | will present

my theory of completeness which | think is relevant for general economists
as well as for mathematically oriented theoretical economists and which |
think may be the only effective means of criticizing equilibrium models.

WALD’S AXIOMATIC WALRASIAN MODEL: A CASE STUDY

Rarely will we find axiomatic studies of Marshallian economics. The
reason is simple but misleading. The reason is that Marshall’s statical
method focuses primarily on the necessary equilibrium requirements for
just one market at a time. The key notion igaatial equilibrium which is
partial because all other markets are impounded incéteris paribus
condition invoked in the determination of each individual's demand (or
supply). But each individual still needs to know the prices of other goods.
In other words, the individual makes substitution choices on the basis of a
knowledge of relative prices. Thus, in effect, the partial equilibrium
method is actually predicated on all other markets providing equilibrium
prices — otherwise, the equilibrium of the market in question will not
persist. The absence of such a general market equilibrium will usually lead
to price changes in the other markets followed by appropriate substitution

responses in the demand and supply curves of the market in question. So

ultimately a complete Marshallian explanation of an equilibrium price
involves a form of general equilibrium since only when there is a general
market equilibrium can we be sure there is a partial equilibrium in the
market in question. Thus Marshall and Walras differ only in their
methodological procedures. Since the ultimate equilibrium state in one
market depends on all other markets being in equilibrium, the most direct
way to analyze the requirements of a general market equilibrium would be
to consider all individuals simultaneously and try to determine a set of
prices that would allow all individuals to be maximizing. This latter
procedure is the Walrasian approach to equilibrium explanations. Although
Marshall's procedure may appear to differ, any analysis of a Walrasian
equilibrium state will have implications for any successful application of
the statical method even when focused on just one market.

The Walrasian system of general equilibrium thus purports to explain
simultaneously all (relative) prices and all (absolute) quantities of traded
goods (in the system). The question of interest here is: What is the logical
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consequence of the assertion that Walras’' systetaidadls the
(endogenous) variables? In particular, whitgera tenditions
placed on the system for it to be truly ‘inretjuliiran we say the
system explains all the prices and quantitiesayiegatieat all the
explicit and implicit (i.e. unstated) assumptions foectssary
sufficiency of the explanation are satisfiagoldsotiverare claiming
that the system of assumptions is complete. \Wat khevexplicit
assumptions are in Walras’ system, but the qagwsjonhat are the
implicit assumptions? To conjecture what the saphgtians are is
the task of an axiomatic analysis of the completeness of a general
equilibrium system such as Walras’. However, before the search for
implicit assumptions can begin, we must first show that the explicit
assumptions form an incomplete system, that is, areisystepiewith
respect to the task of explaining all prices ssdafueaditd goods.
Wald, in his famous 1936 paper, attempted to dbekettiaskd,
namely, to demonstrate the incompleteness of the Walrasian system (which
supposedly Walras at first thought was complete merely because the
number of equations equalled the number of unkntavpse}iasdome
possible implicit assumptions. His paper mpredahtsfirst rigorous
(axiomatic) studies of the mathematical implicatioifalrasian
economic system (in general equifibrium). His vessidvalodsian
system is the following:

o= agXgtapXs+ .. +an X, +U; (=12, ..m U
UV, = 0 (=1,2,..m) %
P = gai-v- (j=1, 2, ...n) g [
J i—1 "l y &y ey B
P = (X3, Xa ... Xn) (G=1,2,...n) E

where the exogenous variables are as follows:

r; is the quantity available of thih resource

a; is the quantity of théth resource needed per unit of jtregood
and the endogenous variables are as follows:

U; is the unused portion of the availaliferesource

P; is the price of th@th good

Vi, is the value of thih resource

X; is the output quantity of thjéh good
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This system of equations is the beginning of an axiomatic version of a
Walrasian economic system. The first class of equatigrs.(.) represents

the production or resource allocation relations. The second class is a special
consideration which says that if a resource is not scarce then some of it will
be unusedy; > 0), and thus the resource pri%) (nust be zero (i.e. it is a

free good). Walras was claimed to have ignored this consideration (perhaps
because he thought it would be obvious which resources are scarce). The
third class of equations is the typical long-run competitive equilibrium
condition where price equals unit cost. Now the fourth class is actually a
set of Marshallian market demand curves. Wald’'s axiomatic version of the
Walrasian system then differs slightly from the textbook version of
Walrasian neoclassical economics. In particular, his version makes no
attempt to explain the market demand curves by explaimdiyidual
consumer behaviour.

Wald's study involved the question ‘Does the system of equations [4.1]
have a unique non-negative system of solutions wheaada; are given
numbersf;(Xq, .., X,) are given functions, and thé, X;, V, andP; are
unknowns?’ On the basis of his method of rationalizing his affirmative
answer to this question, he formulated the following theorem which he said
he proved elsewhere [Wald 1933/34, 1934/35].

Theorem The system of equations [4.1] possesses a set of non-negative
solutions for the & + 2n unknowns and a unique solution for the

unknownsXy, ..., Xy, Py, ..., P, Uy, ..., Uy, if the following six conditions
are fulfilled:4

@) r,>0 (=1, 2, ...m).

(2) ;=0 i=1,2,..mj=1,2,..n).

(3) For eachthere is at least onesuch thag;; > 0.

(4) The functiorf;(Xy, Xy, ..., Xp) is non-negativeandcontinuousfor
all n-tuples of non-negative numbeks, X, ..., X, for which
X;#0(j=1,2,..n).

If the n-tuple of non-negative numbexgk, ..., Xk (k=1, 2, ...c0)
in which Xjk > 0 for eachk, converge to am-tuple Xy, ..., X, in
whichX; =0, then

kllmmfj(xlk, XK, X K) =o0 (j=1, 2, ...

®)

(6)

If AXq, AX,, ..., AX,, areanyn numbers in whichat least one< 0,
and if

> PiAX; <0,
then
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n
2 PyAX;<0,
PWhER+AX g, ... Xg+AXy) (=1, 2, ...).

Furthermore, he noted that if the rank of the matij} [s equal tom, then
the solution is also unique for the variags ...,V

Now let us try to see what Wald has imposed on the well known
Walrasian economic explanation of prices and outputs. The first three
conditions are the usual economic considerations. Condition (1) says that
the resources must exist in positive amounts in order to be used. Condition
(2) says that input requirements are not negative (i.e. they are not outputs).
And condition (3) says the output of any good must require a positive
amount of at least one input.

Conditions (4) and (5) are required for theethod of proving his
existence and unigueness theorem. That is, in order to use calculus-based
mathematics, he must simplify the mathematical aspects of the system. But,
whereas condition (4) involves only the usual assumption of continuity,
condition (5) is a more serious simplification. Condition (5) says that for
the quantity demanded of a good to be zero, the price must be infinitely
large. He says that this condition is not necessary for an existence proof but
it does help by making the mathematics simple (this condition was the first

to be discarded by subsequent developments in mathemiascal econo
twenty years later).

Now we reach (6), the most important condition. It is so important that it
has been given a special name: the Axiom of Revealed Preférence. It says
that the demand functions must be such that if combindtiohgoods is
purchased rather than any other combinaBdhat cost no more thah at
the given prices then, for combinati@ever to be purchased, the prices
must change such that combinat®nosts less than combinatidnat the
new prices. A rather reasonable assumption if we were speaking of
individual consumers, but these are market demand curves! Unfortunately,
it does not follow that if the axiom holds for each individual consumer’s
demand function, then it necessarily will hold for the market function.
Similarly, when it holds for the market, it does not necessarily hold for all
the individuals. One behavioural interpretation of condition (6) is that all
consumers act alike and thus are effectively one. Thus condition (6)
imposes constraints on the ‘community indifference map’ which may be
difficult or impossible to satisfy.

We should thus ask (as did Wald): Do meedthe axiom of revealed
preference (in order to assure completion)? His answer was ‘yes’, and he
demonstrated it with a simple model of system [4.1]. Note that if it is
necessary for system [4.1] it is necessary for every model of the system;
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thus if we could show that it is unnecessary for any one model, we could
refute its alleged necessity for the systems.

Conditions (1) to (5) are necessary for Wald’s proof ofabesistency
of his version of the Walrasian system. Condition (6) is necessary to
completethe system. To show this we shall specify a model which satisfies
conditions (1) to (5), and then we show the necessity of condition (6) by
describing a case in which condition (6) is not fulfiled and for which a

unigue solution does not exist. Consider Wald’s special case of system

[4.1] involving the unknownX,, X,, P4, P andV ;

r = aX;taxs N
Py = a)Vy 0
P, = ay; 0 [4.1]
Py = f1(Xy X3 O
Py = Xy X2 0

And to satisfy conditions (1), (2) and (3), we can simplyalet a, = a
wherea > 0 and letr; > 0. To satisfy (4) we assunigX;, X to be
continuous and positive. To satisfy (5) we assume tha¢; @pproaches
zero,P; - . The heart of the matter is the inverse demand functions,

f(Xq, X9).

% |
2 1
BIP/= BIP,

Figure 4.1 Price—consumption cury@CC)

Let us therefore look more closely at them by first reviewing textbook
indifference analysis, and in particular, we want to look at the nature of the
set of combinations aX; andX, which give the same demand price (i.e.
for P; constant).
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We know that whenever we base consumer theogreaneindiff

analysis we can derive the demand curve for a good by considering what is

usually called the ‘price—consumption curve’. To illustrate, consider the
two g¥gdsind X, Specifically, all the possible non-negative
combinations of them, and let us assume that incomiois giadnn
Figure 4.1, for a particular combination of gpouft Zsdlyere is only
oneset of prices which will be compatible with a choice of combinafion
in paRjéwadP L. If we were to change ;1to P ;2without changing
P » we should find that point’ is the combination which is compatible
with the new price(s}.

X2‘

X
Figure 4.2 The Z-line (income—consumption curve)

In this manner we can trace all the combinations which are compatible
with a particularP, (i.e. whereP, is constant). The curve traced is simply
the price—consumption curve fof; from which we derive the demand
curve forX; or, in terms of model [4']L it is all the combinations ok,
and X, such thatfyX; Xj=constant. Now, instead of drawing an
indifference map, we could simply draw a representative set of the possible
price—consumption curves (assuming income given) and get something like
Figure 4.2. In this figure each curve is labelled with the appropriate fixed
level representing the fixed price of théhergood. On this diagram we can
see that poinZ, is compatible only with given pricé®;4 andP A If we
hold P, constant and move outward from poift, in neoclassical
consumer theory we should find thj falls along the price—consumption
curve labelled with the fixed price,* (see also Figure 4.1). Similarly, if
we holdP; constant and move outward along the other price—consumption
curve fromZ,, thenP, falls. Thus note in Figure 4.2 that the superscripts
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indicate an ordering on prices. Also we note that conditions (4) and (5) can
be satisfied; for example, as we move horizontally toward the vertical axis
(i.e. X4 goes to zero) the price Hf rises. Ifwe leP =P AL P 2=P £ ..,
P.k=PX we can trace all the combinations for whiRp=P 5 viz.Z 1 Z

Z3, etc. The line connecting thesés is what is usually called the
‘income—consumption curve’ but since the definition of price—consumption

curves is based on a fixed budget or income, | will call thiZilee.
(X, X5) = B, = constant
)(2 A (Xl 2) 1

Z' 7P Ip. = constant
- RN
ViR =rla, N B

-

W/ /'///
f(X, X2) = P, = congtant

_ Y
\/1rl/P1 = rlla1 1

Figure 4.3Price—consumption curves and Wald's special case

%)

X
Figure 4.4 A denial of condition (6)

Returning to system [4]l we see that the first equation can be

represented on the commodity—space diagram as shown in Figure 4.3.

Sincer 4, a; anda,are given we describe the set of combinations gdind
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X, which satisfy the first equation as a line (resembling a budget line)
which satisfies conditions (1), (2) and (3Jn @onsditys that through
each and every point in Figure 4.3 there is exactly one price—consumption

curve for goodX ;and exactly one for good , Condition (5) says that as

we trace out any price—consumption curve forXgaodthe direction

indicated by the arrowhead (i.e. for B, )iy price—consumption
curve will never touch thX, axis. Condition (6) is less obvious. It says
that no price—consumption curve for gasgwill have a shape illustrated
in Figure 4.48 The reason for excluding such a shape is that the inverse
demand function implied by such a shape might not be sufficiently well
defined. Condition (6) also assures a sufficient degree of convexity of the
underlying preference map (which would have to be a community’s map in
Wald’s model). In my diagrams, this means that if you face in the direction
indicated by the arrowhead on any particlddime, then to your left the
ratio of P4/P, will always be higher than the one corresponding to this
Z-line.

What Wald’'s proof establishes is that there is at least one stable
equilibrium point on the quasi-budget line through which passes the correct
Z-line. The correcEZ-line will be the one drawn forR4/P, ratio that equals
the slope of the quasi-budget line. That is, he proves that there is at least
one point like either the one on the positively slogdahe illustrated in
Figure 4.3 or like the one on a negatively slopgelihne which has its
arrowhead outside of the feasible production points limited by quasi-budget
line as illustrated in Figure 4%.

X5

A :

N Z \
Z
(AR

&
\

%
Figure 4.5A possible negatively sloped Z-line



60 Principles of economics
COMPLETENESS AND THEORETICAL CRITICISM

Although the inclusion of Wald’s six conditions in the axiomatic structure
of the Walrasian system fulfills the task of completing an explanation of
prices and outputs, it does not follow that they amesessaryfor the
original theory. As it was later shown, the existence and uniqueness of the
entire Walrasian system can be proved by using either linear programming
or activity analysis and these do not require such restrictive assumptions.
Thus it would seem that if we are able to show that any one of Wald’s
conditions is not satisfied (in the ‘real world’) we do not necessarily refute
the original incomplete theory. From a methodological position, this state
of affairs is rather perplexing. We may wish to complete an axiomatic
version of neoclassical price theory and then criticize it. But, if our
criticism deals only with those conditions which we add (for completion
purposes), then we are not really criticizing the original price theory. Some
think this can be overcome by attempting to deduce testable statements
from the incomplete theory and submitting these to tests. No matter how
the theory is eventually completed, should any one of them be shown to be
false, the theoryas a wholewill be false — otherwise, the apparent
falsifying fact must be explained away! Either way, this is a very difficult
task and not much has been attempted or accomplished$o far.

The question of testability (or criticizability in general) is above all a
logical problem. And since axiomatic analysis is concerned with the logical
properties of a theory, it can have something to say about empirical
testability as well as being able to offer a means of theoretically testing a
theory. For example, we should probably view most of the theoretical
analysis of neoclassical textbooks as failures of indirect attempts to test the
completeness of the neoclassical theory (i.e. failures to show the
neoclassical theory to be incomplete). Actually, what we read in the
textbooks should be viewed as the only aspects of the theory which are
considered complete (often only on the basis of apparent, but untested,
consistency).

This disagreement in viewpoints is not just apparent. It would seem that
few economists are directly concerned with completeness because most of
them (implicitly or explicitly) view economic knowledge as a logical
system which is supported by positive evidence. ‘Supported’ usually means
that at least some predictions (or propositions) that logically follow from
their theories have been verified or confirmed. An unintended outcome of
this view of knowledge is that most economists are satisfied with an
argument whenever it allows for tip@ssibility of the truth of their theory
even though the theory at the same time may imply propositions which are
false. For example, a model may have several solutions, one of which is
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true (i.e. agrees with the observed facts) but the others are false. A
completed model, however, leaves no room for errors (viz. for
disagreement with facts). Unfortunately, most economists would be
satisfied with the incomplete model because at least one of its many
solutions is true.

There are different theories of knowledge. Obviously, the one | am
promoting in this book says the only way we learn is through criticism; and
of course, testing is one form of criticism. Incomplete theories are very
difficult to criticize because they leave so much room for conceivable
contradictions. Because | want to learn, | want to be able to criticize any
theory, and attempting to complete a theory is an important means of
exposing a theory to decisive criticism. The unintended outcome of this
view of knowledge is that when we attempt to explain an economic
equilibrium (such as Walras’) it is necessary to explain why all other
possible equilibrium positions are not obtained. In effect, this says we must
be concerned withiniqguenesssince to be complete (and thus testable) our
explanation of any alleged equilibrium must not allow for other contrary
situations such as ‘multiple equilibridl  This view is contrary to the
popular myth (all too often promoted by those economists who ‘picked up
mathematics on the side’) that satisfying the calculus conditions of a ‘stable
equilibrium’ is sufficient to explain the equilibrium in question. A stable
equilibrium structure (such as a negatively sloped demand curve and
positively sloped supply curve) is necessary, of course, but without
behavioural assumptions concerning price adjustment dynamics, we still
have not explained why the system is in ‘equilibrium’ where it is. All that
the calculus stability conditions accomplish is the avoidance of confusing a
possibly unstable ‘balance’ situation with a stable equilibrium situation. |
will return to the matter of the importance of stability conditions in Chapter
14.

A THEORY OF COMPLETENESS

In spite of what economists think they are doing, they can be seen to have
been indirectly concerned with completeness, and the evidence is the
development of neoclassical economic theory. One way to understand this
development on the basis of a theory of the development of theories is to
characterize all theories as systems of assumptions where each assumption
is in the logical form of an ‘all-and-some’ statement. As | briefly discussed

in Chapter 1, an ‘all-and-some’ statement is one of the form ‘fortakre

is somey such that .... The ‘such that ...’ clause may or may not be
completely specified depending on whether or not, and to what extent, the
theory has been completed. Thus an attempt, such as Wald'’s, to complete a
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model of a Walrasian theory is in effect an attempt to specify the ‘such that

clauses of the theory. Whether an ‘all-and-some’ statement is

empirically testable is a question lndw the ‘such that ..." clause has been
completed. It is always possible to complete a theory without making it
testable; for example, by making it circulgr.

The specification of the ‘such that ...” clauses is almost ahadyisoc

and so is the completion of an axiomatic system. The history of formal
model-building in neoclassical economics is one of a sequence of efforts to
complete systems of ideas which rationalize certain enduring propositions.
The specification of the nature of indifference curves by Hicks and Allen
[1934], the specification of imperfect competition by Robinson [1933/69],
the specification of the idea of a market equilibrium by Samuelson
[1947/65], and the attempts of Franco Modigliani [1944] and Donald
Patinkin [1956] to explain Keynes, are all examples of developments in the
neoclassical theory which amount to completions of ‘such that ...’ clauses.
These are also examples of placing requirements on theories which are
similar to requirements of typical axiomatic analyses.

If an axiomatic analysis of a theory manages to posit requirements

which are necessary for the sufficiency of any given model of that theory, it
is an important achievement which should not be left only to mathematical
economists to pursue. Wald's Axiom of Revealed Preference, for example,
is such a requirement. Any requirement (or ‘condition’) that is necessary
for the completion of a theory may offer an important opportunity for

critically testing that theory. However, the Axiom of Revealed Preference

by itself is not an essential element in economic analysis.

What is

essential in neoclassical economics is the notion of a state of equilibrium.
In the next chapter | examine other ways to view equilibrium analysis.

NOTES

1

2

Of course, there are some neoclassical economists who even put the existence
of a state of equilibrium beyond question.

This type of analysis began in the nineteenth century with studies of the
axiomatic structure of Euclid’s geometry [see Blanché 1965].

Many other axiomatic studies have been published since Wald’s, for example
Arrow and Debreu [1954], Arrow and Hahn [1971], Debreu [1959, 1962], Gale
[1955], McKenzie [1954, 1959].

Note well that he does not saly if.

Specifically, by replacing it with a duality assumption [see Kuhn 1956]. It
should be noted that Wald recognized the possibilities of using other
mathematical techniques which did not require such a condition. See Quirk and
Saposnik [1968] for a survey of the other well-known axiomatic studies of
Walrasian economics.

Today, Wald’'s condition is called th&eak Axiom of Revealed Preference
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since it is limited to the comparison of two points. A strong version would refer
to a chain of comparisons of many points [see Houthakker 1950, 1961]. None
of the discussion in this book will require us to be concerned with this
distinction so | will not be emphasizing the ‘weakness’ of this axiom.

The arrowhead on the price—consumption curve indicates the direction along
which the changing price increases for the given income and price of the other
good.

This interpretation of the Axiom of Revealed Preference will be the subject of
Chapter 13.

9 Note Figure 4.5 can be used to represent two kinds of approgaes

10

11

12

13

simply by swapping th¥; andX, labels (and th® ; andP ,labels).

Paul Samuelson has in effect attempted to deal with this in Chapter 5 of his

published PhD thesis [1947/65]. | have discussed his attempt in Boland [1989,

Chapter 1].

Whether multiple equilibria represent contrary situations depends on what we

are trying to explain. For example, if we were trying to explain the

price—quantity in markef and we found that it was compatible with various

equilibria in marketB, there would be no problem. But, if there are various

possible equilibria in market allowed by our explanation of markétthen we

have an incomplete explanation.

To the statement ‘for every rationalizable choice there is a maximizing choice
" we might add ‘such that if it is not a maximizing choice it is not

rationalizable’.

The axiom just happens to be the one used in Wald’s and others’ attempts to

formally analyze their invented models of neoclassical equilibrium rdleeof

this axiom in the formalization of neoclassical economics will be further

explored in Chapter 13.
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5 Axiomatic analysis of
disequilibrium states

The theory of stable equilibrium of normal demand and supply helps
indeed to give definiteness to our ideas; and in its elementary stages it
does not diverge from the actual facts of life, so far as to prevent its
giving a fairly trustworthy picture of the chief methods of action of the
strongest and most persistent group of economic forces. But when
pushed to its more remote and intricate logical consequences, it slips
away from the conditions of real life.

Frank Hahn [1973, p. 1]

While the axiomatic analysis of equilibrium models can determine whether
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analyzing the logic of the situation facing the produéers. In this chapter, |
will follow this tradition by focusing on the theory of the individual
producer to determine how the logic of the situation facing the firm may be
used to account for any state of disequilibrium.

COMPETITION BETWEEN THE SHORT AND LONG RUNS

In regard to the theory of the firm facing a general equilibrium situation, |
want to examine the role played by two particular assumptions. One is the
assumption that prices afexed givenswhich in turn is based on an
assumption that the firm is a ‘perfect competitor’ (perhaps because it is too
small to be able to affect its price by altering the supply). | wish to show
why dropping the fixed-price assumption would severely restrict our choice
of assumptions regarding other aspects of the firm. The other assumption to
be examined is one concerning the applicability of the assumption of profit
maximization. In Chapter 3 | noted that Marshall defined a short run where
everything but the input of labour and the level of resulting output are
fixed. At the other extreme is his long run where everything but technology
is variable (and thus subject to his Principle of Substitution). Here | will
examine what might transpire in the shadowy area between Marshall’'s
short and long runs, that is, in what | will call tiwermediate run The

a given model is consistent and complete, little analysis has been done distinction between the Marshallian runs is solely a matter of the time

concerning consistency and completeness of models of disequilibrium

available in the period under consideration and a recognition that some

statest Obviously, we cannot expect to be able to assess solvability as ainputs are easier to change than others (i.e. change takes less time). In
means of assuring consistency since, as discussed in Chapter 4, theMarshallian terms (i.e. assuming just two inputs, labour and cépital ) the

solutions of the equilibrium models were sets of equilibrium prices that
could be used possibly to explain existing prices. In this chapter | will offer
a few elementary axiomatic analyses of models of ‘disequilibrium’ states.
Eventually, we will need to consider how they may be used to critically
assess any axiomatic analysis of disequilibrium models.

There are two ways to use disequilibrium models. Oneéstain why
disequilibrium phenomena occur and the other iseiplain away
disequilibrium phenomena as mere appearances. Both utilize underlying
equilibrium models in which it is assumed that all consumers are
maximizing utility (either directly or indirectly by maximizing personal
wealth) subject to given equilibrium prices and all producers are
maximizing their profit subject to given technology and given market
equilibrium prices.

Since virtually all neoclassical equilibrium models take for granted that
there are no barriers to any consumer quickly responding to changing
prices, if there is a state of disequilibrium, such a state will be found by

guestion is the speed by which capital can be physically changed. While it
is commonplace to define the short run as a period of time so short that
there is not enough time to change capital, the long run presumes that both
inputs are unrestrictedly variable. Now, the purpose of recognizing an
intermediate run is to recognize that there are two ways of changing
capital, internally and externally. The period of time corresponding to the
intermediate run is defined to be too short to allow wholesale changes in
the physical type of the capital used in the firm but long enough to allow
the firm to vary internally the quantity of the existing type of capital used.
In the intermediate run the firm must decide uponapiEmum quantityof
capital. In the long run, however, there is sufficient time to change to a
different type of capital as is usually the case when a firm switches from
one industry to another. Thus, in the long run the firm must decide upon the
optimum typeof real capital.

One reason why many theorists wish to drop either the perfect-
competitor assumption or the profit-maximizer assumption is simply that
these assumptions in many cases are ‘unrealistic’ in disequilibrium models.
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Some just complain that these assumptions are plainly ‘unrealistic’ in the
sense that it would be realistic to assume that the firm is a perfect
competitor only when there are an extremely large number of firms, each
of which is relatively small — for example, an economy of ‘yeoman
farmers’ or perhaps an economy consisting of only small businesses. A
small firm has to take its product’s price as given only because it will go
out of business if a higher price is charged since its customers can go to
any of the large number of competing firms. Similarly, if it charges less
than the given price when the given price is the ‘long-run equilibrium
price’ (which equates with average cost) then it will be losing money and
will still eventually go out of business. It is thus said that with a large
number of small firms competition can be ‘perfect’.

Would-be ‘realists’ argue that the modern economy consists of rela-
tively large firms or few firms in each industry (or both) and thus, they say,
in the real world there is ‘imperfect’ competition. Imperfect competition
allows for two possible circumstances. First, it is possible for the firm to be
a price-taking ‘competitor’ and also be one of a few producers such that
changes in its output do affect thearketdetermined equilibrium price.

The second is to assume that the firm is a price setter such as the usual

textbook’s monopolist. The first approach will be the one adopted here
since it does not require the producer to know the full nature of the demand

curve facing the firm. The second approach can be considered a special

case of the first — namely where the firm’s demand curve is the market's
demand curvandthe firm has full knowledge of the market.

THE ‘PERFECT-COMPETITOR’ FIRM IN THE LONG RUN: A
REVIEW

In order to examine the axiomatic role of the assumptions of the
Marshallian theory of the firm, we need to discuss the effect that dropping
the perfect-competitor assumption would have on equilibrium models and
in particular on the assumptions concerning the production function. Before
we drop this assumption, however, let us review the basic logic of the
perfect-competitor firm with respect to its production function.

Since by definition the intermediate run involves less time than the long
run, it can be argued that a long-run equilibrium must also be an intermedi-
ate-run equilibrium and similarly it must also be a short-run equilibrium.
Most important in the recognition of the intermediate run is the separation
of the zero total profit ideaTP = 0) from the idea otomplete profit
maximization (i.e. with respect to all inputs). To do this we need to recog-
nize the explicit conditions necessary for each of the three types of equilib-
ria. In the short run, since only labour can be varied, an equilibrium is
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reached once the optimum amount of labour feak Bhembcessary
condition for this is that the price of the gooddoeied) guaals its
margindliCpsir( in terms of the decision concerning labour, that the
marginal physical product of BllR#yr) quals the real cost of one unit
of labour. Specifically, the existsheoet-ofia equilibriumassures us
Mbat P, or MPP_= W/P, (where the good produced X and the
pKaasdoBbour are, respectively, andW). Given a price of capital
Py), @nintermediate-run equilibriunassures that the optimum quantity of
capital has been utilized such that the marginaif ayitait MPPy)
equals the real cost of Ri@PBital And since the intermediate run is
longer than the short run (i.e. there is suffeciensatisfy both sets of
conditions), we can also be assured that the marginal rate of technical
substitiarg(between labour and capital equals the relative costs of
those MWJE3. (Except when we limit the notion of a production func-
tion to the special case of linear-homogeneousrpfadatbns, we
will see that the attainment of an intewnedgpidibrium does not
assure a long-run equilibrium. Specifically, alaiateumesquilib-
rium will not assure us that total profit is zero. The absence of zero total
profit means that there may be an incentiveiésr oreexién and
thereby means that there may be incentives whiokgdiibyiuam
state (since there is sufficient time faicngh reac
Most textbooks go straight to the long-run eaqumitthiershort-
run equilibrium. That is, they go from wheMPRhHaN/P,, it is
possible MRTS# W/B, (since not all short-run equilibria are long-run
equilibria) to a long-run equilibrium wheMRTS= W/P, andTP = 0. It is
interesting to note that the long-run equilibrium is the starting point for an
Adam Smith type of philosophical discussion of the virtues of competition
and self-interest. That is, if every firm is making ‘zero profits’ with the
given production functions (i.e. given technology) theafitynvweaan
obtain positive ‘excess’ profits is to devebtmt-reeluaing technolo-
gies. In the absence of competition such ‘greedséinthi@spursuit of
extra profits) would mean that one firm mighegaipense of others,
but if we also have ‘free enterprise competitionfosegnémys in
productive efficiency which reduce costs will eventuallyetebyghel
the firms and thus benefit everyone throughilegered pr
All this seems to be taken for granted on igromtetextbooks.
Everyone seems to be satisfied with discussimg omyedsary
properties lohghein equilibrium — as if there were virtue in zero
profit itself! There is some virtue to having the lowest possible price for a
given technology but it leaves open the questimoé&der perspective
of the choice of optimal production or theejegityiaof capital and
its associated technology.
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What the recognition of an intermediate-run equilibrium allows is the
discussion of situations where profit is maximized with respect to all inputs
but TP # 0. The basis for this discussion is that while zero profit is due to
decisions which are external to the firm, the efficiency of production
(MRTS = W/R) is due to an internal decision whereby profit is maximized
with respect tall inputs. The intermediate run is often ignored because the
properties of the long-run equilibrium are considered more interesting —
usually, this is because they are mathematically determinant and thus
available for applications. Unfortunately, the long-run equilibrium
conditions are considered so interesting that models of the firm are
designed to guarantee that it is logicalignpossible to have an
intermediate-run equilibrium which is not a long-run equilibrium. | shall
now show how this is done and as well show how such models are also
incompatible with imperfect competition.

PROFIT MAXIMIZATION WITH CONSTANT RETURNS TO
SCALE

The basic ingredient of long-run models of the firm is the assumption that
the production function is ‘linear-homogeneous’ (e.g. doubling all inputs
will exactly double output) — this is usually called ‘constant returns to
scale’. As stated, this assumptionnist a necessary assumption for the
attainment of a long-run equilibrium since the existence of such an
equilibrium only requires the existence of a point on the production
function which islocally linear-homogeneous [see again Baumol 1977, p.
578]. However, it is not uncommon for a long-run model-builder to assume
that the production function &verywherdinear-homogeneous.

Parenthetically, let us note that a production function will necessarily be
linear-homogeneous il inputs are unrestrictedly variat#e. But, if any
input is fixed (such as space, time available, technological knowledge,
management talents, etc.) or cannot be duplicated, then the relationship
between the other inputs and the output will not usually be everywhere
linear-homogeneous.

For now, let us examine the properties of everywhere-linear-
homogeneous production functions. First let us note that the homogeneity
of such a function implies Euler’'s theorem holds, that is, for any function
X =f(L,K) it will be true that:

X =MPP_I + MPP[K atallL, K andX = f(L,K). [5.1]

Now | shall show that when one adds to this assumption that the firm is
in an intermediate-run equilibrium one automatically obtains the necessary
conditions for a long-run equilibrium. The intermediate-run equilibrium
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assuregiteat?, (as well a3V andP}), whenever the firm is internally
maximizing profit with respect to both labcapitahdthe following
two equations are true:

MPP_ = W/P, [5.2a]
MPPy = P, /Py. [5.2b]
Now, the combination of [5.1], [5.2a] and [5.2b] leads to the following:
X = (WP + (P, /P,) K [5.3]
or rearranged by multiplying both sklgs by
P,X=WIL + P K. [5.3]

The left side of [5.3 is total revenueTR) and the right side is total cost
(TO), hence it implie§ P = 0. This means that in the usual long-run model,
with its typical everywherdinear-homogeneous production function,
intermediate-run equilibrium implies all necessary conditions of long-run
equilibrium. That is to say, one cannot obtain an intermediate-run
equilibrium without obtaining the necessary conditions for a long-run
equilibrium of the firm.

Given that we try to explain to students the importance of competition
for the attainment of a social optimum (i.e. an efficient allocation of
society’s resources that allows for all parties to be maximizing), it is
curious that many model-builders so glibly assume the existence of
constant returns to scale. If competition is to matter, the production
function cannot be everywhere linear-homogeneous. It is thernal
pressure of competition that eventually produces the condition of zero
profit (if profits are positive there is an incentive for someone to enter the
competition from outside the industry).

At this stage of the discussién, an important general limitation
regarding assumptions [5.1], [5.2a], [5.2b] and [5.3] should also be noted.
Specifically,whenever any three of the statements are true, the fourth must
also be true For example, this means that even when it is impossible to
vary the amount of capital used and yet the production function is
everywhere linear-homogeneous, if there is enough time for a short-run
equilibrium and for competition to force profits down to zero, the firm will
unintentionally be maximizing profit with respect to its fixed cagital.
Similarly, even if there is no reason for the production function to be
everywhere linear-homogeneous, maximization and competition will force
the firm to operate at a point where the production function is at least
locally linear-homogeneous.
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LINEAR HOMOGENEITY WITHOUT PERFECT COMPETITION

Note that what is accomplished with the assumption that the firm is a
perfect competitor is to alloR, to be used as it is in [5.2a]. That isPifis
given, P, is both average revenu@R) and marginal revenudi). Thus,
[5.2a] can be rearranged according to the definition of marginal M&f (

to obtain:

P, = MC. [5.2¢]

Equation [5.2c] is merely a special case of the more general necessary

condition of profit maximization:
MR = MC. [5.2¢]

Now whenever the firm is not a perfect competitor and instead faces a
demandcurvefor its product rather than justsingledemand price, [5.2c
is the operative rule for profit maximization. Facing a (positive-valued)
downward sloping demand curve means that the price will not equal
marginal revenue — the price will only indicate average revenue. And
further, the downward slope means that average revenue is falling with
rising quantity and thus at all prices

MR < AR= P,

Given the value of the elasticity of demand relative to price chaagasd
given a specific point on the curve with that elasticity, we can calculate the
marginal revenue as

MR = ARIL + (1k)]
which follows from the definition of the tern®s. If we take into account that
price always equal8R and that for profit maximizatioMC = MR and we
recognize that a firm’s not being a perfect competitor in its product market
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tion function, whenever we apply the conditions of profit maximization in
the intermediate run to this, namely [3]2mnd [5.21)], we get:

(VV/ Px) il (Pk/ Px) K
1+ (1) 1+ (1)

or rearranging,
P,XIL + (1£)] = WIL + P K

or further,

P,X = WL + P K) — (P,Xe).
Since <o < g€ < 0 (because the demand curve is negatively sloped) we can
conclude that whenevétR is positive (i.es <—1) it must be true that:

P, > WL + P [K)/X =AC
or in other words there will be an excess profit of
TP=- P,X/e) > 0.

Thus we can say that if the firm is not a perfect competitor but is a profit
maximizer with respect to all inputs (as well as facing a linear-

homogeneous production function), then total profit will be positive — that
is, a long-run equilibrium is impossibld.

POSSIBLE ALTERNATIVE MODELS OF THE FIRM

Now let us look at all this from a more general viewpoint by recognizing
the four separate propositions that have been considered.

[A] The production function iseverywhere linear-homogeneous (i.e.

[5.1]).

does not preclude that market from setting the output Brice, then we can [B] Total profit is maximized with respect to all inputs (i.e. [3}2and

determine the relationship between price and marginal cost:
P, =MC/[1 + (1£)]. [5.2c"]
And if the firm is still a perfect competitor with respect to input pAes

then the idea expressed by [5.2a] still holds and thus the necessary

conditions for profit maximization with respect to both inputs are now:
MPP_ = WIR) /[1 + (1k)] [5.24d]
MPP¢ = P /Py) 1 [1 + (1E)]. [5.21]
Next | want to show how these last two equations affect our assump-

tions regarding the production function. Recall that if the production func-
tion of the firm is linear-homogeneous, then [5.1] holds, that is,

X = MPP_ Il + MPP, K.

[5.207).
[C] Total profit is zeroTP = 0).
[D] The firm’s demand curve is negatively slopet(< € < 0).

We just saw at the end of the last section that a conjunction of all four of
these is a contradiction — that is, if [A], [D] and [B] are true then
necessarily [C] is false. We also saw before that if [A] and [B] hold, [C]
also holds if [D] doesot hold (i.e. when the price is given).

In fact, more can be saivhen any three of these propositions are true
the fourth must be fals&@o see this let us first note that the traditional dis-
cussion of imperfect competition with a few large firms usually considers a
long-run equilibrium where total profit is forced to zero (by competition
from new firms or competing industries producing close substitutes). With

If we assume the imperfect competitor has a linear-homogeneous produc these traditional models, then, [C] will eventually hold. But it is usually
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also assumed that the firms are all profit maximizers ([B] holds) even when
facing a downward sloping demand curve (i.e. even when [D] holds). All
this implies that [A] does not hold, that is, the production function cannot
be everywherelinear-homogeneous. Specifically, the firm must be at a

point where there aracreasingreturns to scale

So far | have only discussed the propertiesewérywherdinear-
homogeneous production functions. To see what it means to imply
increasingreturns to scale, let us now examine a production function which
is homogeneous but not linear. If a production function is homogeneous, it
is of a form that whenever the inputs are multiplied by some arbitrarily
positive factorA (i.e. we move outward along a ray through the origin of an
iso-quant map), the output level will increase by some multiple of the same
A or, more generally, foX =f(L,K):

[H] AKX =f(AL, AK).

Note that a linear-homogeneous function is then just a special case,
namely wheren = 1. Whenn > 1 the function giveshcreasing returngo
outward movements along the scale line since the muliples greater
than A. Note also that this is just one example of increasing returns —
increasing returns do not require homogeneity. Nevertheless, it is often

convenient to assume that the production function is homogeneous because
the question of whether returns are increasing or decreasing can be reduced

to the value of the single parameterMoreover, in this case, we can use
the particular property of any continuous function that allows us to
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Al 1= (1B)AL
For later reference, note th§t can be considered a ‘measure’ of the
closenesdo constant returns (i.e. to linearity). The greater the degree of
increasing returns, the smaller will Be
The reason why | have chosen this peculiar way of exprea8idgyill

be more apparent a little later, but for further reference let me re-express
[5.17 using B rather thar\:
X/[1-1p)] =MPP_ I + MPP«[K. [5.2]

Let us put these considerations aside for now except to remember that a
production function which gives increasing returns to scale will be
expressed with 0 £ < « or equivalently with (1) > 0. A few paragraphs
ago it was said that [A] is denied whenever we add [C] to [D] and [B]. Let
us consider the more general case where all that we know is that [D] and
[B] hold — that is, the profit-maximizing firm is facing a downward sloping
demand curve in an intermediate-run equilibrium situation. First let us
calculate its total cosTC):

TC=WI + P[K.
Assuming [D] and [B] hold allows us to use [5]2and [5.21)] to get
TC=P, 1 + (1£)][((MPP @ + MPPy K).
Now we can add [C]. Since total reventgls megrefyrofit means
that
X=[1+ (1E)]MPP @ + MPP K)

calculate the changes in output as linear combinations of the changes in or more conveniently,

inputs weighted by their respective marginal productivities. By recognizing
that at any point on any continuous function it is also true that:
[E] dX = MPP_[dL + MPPg[dK.
If we also assume [H] holds, then if using [E] we sét=A\[l and
dK = ALK, it follows that
dX = ANiX,

or in a rearranged equation form:

A1X = MPP [ + MPP¢ K. [5.2]
We see here again that equation [5.1] is the special case §fvihdre
n=1.

I now wish to put [5.7 into a form which will be easier to compare with
some later results and to do so | want to expk&skdifferently. Since we
really are only interested in the extent to whixhrl exceeds 1, let us
calculate this directly. There are many ways to do this but let us calculate
the fraction, 18, which represents the portion of the multiplg-1 that
exceeds 1, that is, let

X1+ (1€)] = MPP I + MPP( K. [5.4]

Now we can make the comparison which reveals an interesting
relationship between imperfect competition and increasing returns. First
note that equations [3'Jland [5.4] have the same right hand side thus their
left hand sides must be the same as well. Thus whenever [B], [C] and [D]
hold, we can say that

1-P)1# 1+ (1€)
or more directly,
=—¢! [5.5]
While we have obtained [5.5] by assuming that the imperfect competitor
is in a long-run equilibrium (and an intermediate-run equilibrium), this is
really the consequence of the mathematical relationship between the
marginal and the average given the definition of elalicity. Equation [5.5]
shows that there is no formal difference debigas tb scale of the
production function (its closeness to constant returns) and the elasticity of
the firm’s demand cunvieng-run equilibrium
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Again we can see hospecialthe linear-homogeneous production func-
tion is. Proposition [A] is consistent with [B] and [C] — that is, with a long-
run equilibrium — but this is true only when= —o (that is, when the price
is given,MR = AR = price). Equation [5.5] shows this by noting that in this
casef = or (1f3) = 0 which implies that the production function is (at
least locally) linear-homogeneous.

Finally, note that the existence of ‘increasing returns’ is often called the
case of ‘excess capacity’ — that is, where the firm is not exploiting the full
capacity of its (fixed) plant which if it did it could lower its average cost (in
other words, it is to the left of the lowest point onA& curve). All this
leads to the conclusion that when [D] holds with profit maximization, that
is, with [B], either we have ‘excess profits’ (viz. when there are constant
returns to scale) or we have ‘excess capacity’ (viz. wien 0).

PROFIT MAXIMIZATION [B]

Note that so far we have always assumed profit maximization. Let us now
consider circumstances under which [B] doeshold. First let us assume
that the firm is a perfect competitor, that is, that [D] does not hold. But this
time we will assume the firm in the intermediate run is maximizing the
‘rate of return’ () on its capita}3 or what amounts to the same thing, is
maximizing the average-net-product of capitsNPy) which is defined as,
ANPy = [X - W/R)M] / K.
And since average productivity of capit&RPy) is simplyX/K,
ANPy = APP¢ — W/R)[(L/K).
Moreover, wherANPy is maximized in the intermediate run, the following
holds14
MPPy = [X— W/R)I] / K = ANP¢ [5.6]
MPP_ =WI/R,. [5.24]

First let us see what this means if we assume [A] holds but not [C], such
as whenTP > 0. From the definition of P, TRandTC, whenTP > 0 we
get:

P,X>WI + P K
or, rearranging,
[X—W/R)M]/ K> P,/P,.

Since by [5.6] the left side of this last inequality is equal®Py if the
firm is maximizingANP, the firm cannot also be maximizing profit with
respect to capital (becaus® # 0). However, had we assumed th&= 0,
we would get the same situation as if [5.2a] and [5.2b] were the governing
rules rather than [5.2a] and [5.6]. That is to say, if we assume the firm is in
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a long-run equilibrium, it does not matter whether the firm is a profit
maximizer (i.e. [5.2b] holds) or thinks iBidPgnmaximizer (i.e. [5.6]
holds) with respect to capital. Now earlier we said that if [A] but not [D]
holds the intermediate run implies a long-run equilibrium. Thas)yif we
know fhat> 0, we can say that whenever [A] holds, [B] cannot hold
except when [D] also holds. Alternatively, T#herd whenever [D] does
not hold, [A] cannot hold if [B] does.

ON BUILDING MORE ‘REALISTIC’ MODELS OF THE FIRM

Now all this leads us to an argument that weat@dduening linear-
homogeneous production (i.e. assumption [A¢bsralltive us to deal
with the intermediate-run equilibrium with or without profit maximization.
In particular, | think a realistic model of the firm will focus on the
properties of an intermediate-run equilibrium which is not a long-run
equilibrium, or on the excess capacity version of imperfect competition,
both of which require that the firm’s productiom Mhatctie
everywhere linear-homogeneous. Neither assumption denies the possibility
that the production functionl@zallypéinear-homogeneous at one or
more points. This latter consideration means gramhéoaietrun view
of the firm offers the opportunity to explaially the size of the firm
in the long-run equilibrium. Size is impossible to explain if [A] holds
(unless we introduce new ideas such as the financial endowments of each
firm). Furthermore, it is again easy to see that competition is unimportant
when [A] is assumed to hold and [D] does not. That is, the traditional
argument that ‘competition’ is a good thing would be vacuous when [A]
and [B] hold but [D] does not hold. This is because [A] and [B] alone (i.e
without the additional assumption that competition exists) imply [C] which
was one of the ‘good things’ explicitly promised by long-time advocates of
free-enterprise capitalism or more recently implicitly by advocates of the
privatization of government-owned companies. So, again, if economists are
to argue that competition matters, they must avoid [A].

USING MODELS OF DISEQUILIBRIUM

Now with the above elementary axiomatization of the Marshallian theory
of the firm in mind, let us return to the consideration of how such a theory
can be used to explain states of disequilibrium. To do this we need only
consider each of the four models we will get when we decide which of the
assumptions [A] to [D] we will relax (since, as | explained, the four
assumptions cannot all be true simultaneously).



76 Principles of economics
Model 1. Dropping assumption [D]

Dropping the notion that the firm can affect its price (by altering the
quantity it supplies to the market) merely yields the old Marshallian theory
of the price-taking firm (see Figure 5.1). Nevertheless, it does give us the
opportunity to explain various states of disequilibrium. Let us consider
various attributes of disequilibrium. If the firmnst at the point where the
production function is locally linear-homogeneous, there can be several
interpretations of the situation depending on whether or not we assume [B]
or [C] holds. If [C] does not hold but [B] does, there could be either
positive or negative profits. If we wish to explain the absence of zero
profits, we can always claim that this is due to our not allowing sufficient
time for competition to work. If [B] does not hold but [C] does, then there
must be something inhibiting the firm from moving to the optimum point
where price equals marginal costs. In comparative-statics terms, we can
explain either type of disequilibrium state by noting that since the last state
of equilibrium was reached certain exogenous givens have changed. For
example, tastes may have changed in favour of one good against another,
thus one firm will be making profits and another losses or the firm has not
had enough time to move along its marginal cost curve. Similarly, it could
be that technology has changed. Any such explanation thus would have to
be specific about the time it takes to change variables such as capital as
well as specify the changes in the appropriate exogenous variables.
Hopefully, such an explanation would be testable.
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Figure 5.1 Firm in long-run equilibrium

Sometimes there is little difference between models which explain the
occurrence of a disequilibrium phenomenon and those which explain it
away. For example, models which drop assumption [D] usually explain
away apparent disequilibrium phenomena as possible consequences re
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sulting from the limited amount of time available for competition to pro-
duce either zero profit or the optimum use of all inputs. The phenomena are
suboptimal only in comparison with long-run equilibrium. Once one recog-
nizes that there has not been enough time, as long as the firm is maximiz-
ing with respect to everyariable input, nothing more can be expected. In
other words, disequilibrium phenomena may be long-run disequilibria and
short-run equilibria.

Model 2. Dropping assumption [B]

Dropping assumption [B] leads us astray from ordinary neoclassical
models since [B] says that the firm is a maximizer. What we need to be
able to explain is the situation depicted in Figures 5.2(a) and 5.2(b), again
depending on whether or not we are assuming a long-run situation. In
either case it is clear that the firm is setting price equal to margindPcost
which means thatMPP_ equalsW/P, and thus cannot be satisfying
equation [5.28 which is the necessary condition for profit maximization
when [D] holds. An exception is possible if we assume the owner of the
firm is not very smart and attempts to maximize the rate of return on
capital rather than profit. For a maximukhPy, all that would be required

is that ANPx equalsMPPy. There is nothing inconsistent since it is still
possible for [D] and [A] to hold so long #NP, equalsMPP, and this is

the case. But again, maximizing rates of return to either labour or capital is
not what we would normally assume in a neoclassical explanation.
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Figure 5.2 [A] + [C] + [D] implies not-[B]

Models which drop assumption [B] usually resort to a claim that there is
some sort of unavoidable market failure or goverterfergalcen
preventing the firm from choosing the optimum amputgs $brime
imperfectly competitive firms are regulated to chasjefidés, that

is, set price equal to average cost. Again, the cuuflarienmaige
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still be the best that is possible. Since one cannot give a neoclassical expla-

nation without assuming [B], one must resort to hon-economic considera-
tions such as external politics or internal social structure to explain the
constraints that inhibit the firm from using the optimum amounts of inputs.

Model 3. Dropping assumption [A]

The most common disequilibrium model would involve the phenomenon of
‘excess capacity’. The typical model is shown in Figure 5.3. There is no
literal long-run version since if all inputs were variable (the definition of
the long run) then [A] would have to hold. Models which drop assumption
[A] usually try either to explain why excess capacity may be an optimal
social equilibrium or to explain [D] away so that [A] can be allowed to
hold. When [D] holds, competition can drive profits to zero without forcing
the firm to a point where it faces local linear homogeneity. To see this we
need only note that [B] combined with [C] is represented by equations
[5.2d], [5.20] and [5.3]. And as we noted before these imply that the firm
is facing a fallingAC curve since it must be facing increasing returns. As |
noted above, the common justification of [D] is to say there are transaction
costs which if recognized would explain that the situation represented by
Figure 5.3 is an optimum rather than a disequilibrium. It is theposstible
world.

Figure 5.3 Imperfectly competitive firm in long-run equilibrium

Some people wish to interpret excess capacity as evidence that
imperfect competition leads to inefficiencies where it is clear that the firm
is not maximizing its output for the resources used A@&not minimum).
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with zero profits and increasing retugnsveflalgevélre best we can
do for society. Too often the transaction cosiblarerimmiagined.
The cleverest models are those which claipri¢katuwleesee do not
represent the true costs of purchase. Theetadethed willing to join
a queue and wait to be served when there are few producers is interpreted
as evidence that the price marked on the good is less than the price paid.
The full price includes that opportunity cost of waiting (i.e. lost income).
Thus, implicitly, the demand curve for the ‘ful’hmiz@igal and the
resulting ‘full’ cost curves if visible would loeiguitee 5.1, thereby
denying [D] and allowing [A] to be re-estallighiall. such a model
may be too clever since it is difficult for me tanthedrat is being
explained with such a model.

(b)

Figure 5.4 [A] + [B] + [D] implies not-[C]

Model 4. Dropping assumption [C]

One obvious way to explain the existence of profits is to simply drop [C]
without dropping assumption [D]. The explanation in this case will be
direct since given assumptions [A] and [B] it is logically impossible for
profits to be zero or negative whenever [D] holds, hence the absence of
zero profits is quite understandable. Consider Figures 5.4(a) and 5.4(b). In
each figure we represent [D] by a falling demand curveAfReurve) and

its resulting marginal revenue curve which is necessarily always below.
Assumption [B] is represented by the point where marginal revenue equals
marginal cost. Assumption [A] is represented only at the point or points

It could equally be argued that the transaction costs needed to make where average cost equals marginal cost. Which of Figures 5.4(a) or 5.4(b)

decisions when there is the very large number of producers required to
make everyone a perfect competitor are too high. A long-run equilibrium

is the appropriate representation depends on why [C] does not hold.
Models which initially drop assumption [C] will usually be transformed
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into ones where [A] or [D] does not hold so that [C] can be allowed to hold.
When the objective is to explain [D] away (e.g. with the recognition of
‘full’ costs), then [A] will be explained or explained away using one of the
strategies | noted in the discussion of Model 3 and this leads to the re-
establishment of Figure 5.1. Another strategy is to try to explain the
appearanceof profit as a return to an unrecognized input factor such that,
when accounted for as a cost, total profit is really zero. This latter strategy
allows [D] to hold but puts [A] or [B] into question. However, if there is
only one missing factor, its recognition begs the question as to whether it is
being optimally used. Only if [D] is denied can it be argued that the
existence of profit implies that some of the factors are not being used
optimally.

Simply assuming [C] does not hold may provide the logic necessary to
explain profits, but if the firm operates in a competitive industry something
needs to be added to explain why profits are not zero. Figure 5.4(a) would
be appropriate if the reason given is that there has not been sufficient time
for competition to force profits down to zero. If there has been enough
time, then Figure 5.4(b) is appropriate since implicitly it is assumed that
the firm is in the long run. If the firm is in the long run then there must
exist exogenous barriers to inhibit entry or competition. One obvious way
to justify that [C] does not hold is to deny the existence of sincere
competition. Perhaps it is a matter of collusion. Perhaps it is a matter of
high cost of entry. Perhaps it is a matter of government-imposed barriers to
entry such as we sometimes see in the case of utilities (e.g. power utilities,
telecommunications, transportation, broadcasting, etc.). Perhaps it is
because of the exercise of power granted in the social setting of a firm, so-
called exploitation of workers by the owners of the firm [see Robinson
1933/69].

Whatever the reason given, least-cost production [A] combined with
maximization [B] means that the existence of a falling average revenue
precludes negative profits. In other words, we can never explain a
disequilibrium that involves negative profits with an imperfectly
competitive neoclassical model based on [A] and [B]. Moreover, we are
also limited to using such a model only to explain part of the economy
since it is impossible to have an economy where everyone is making
profits 16 Aggregate profit for an entire (closed) economy must be zero,
hence if any firm is making profits, some other firm must be making losses.
Thus, the disequilibrium state of an entire economy cannot be explained
with an imperfect-competition-based neoclassical model.

UNIFORMITIES IN EXPLANATIONS OF DISEQUILIBRIA

I will consider how many of the above models can be seen as variants
which use the same mathematical property inherent in disequilibrium
states. In one sense | have already discussed the notion that increasing
returns and imperfect competition are two ways of interpreting what is
represented in Figure 5.3. And | showed that in this case the measure of
distance from the perfect competition equilibrium is either a measure of
closeness to constant returns or a measure of closeness to perfectly elastic
demand. The measures are equivalent.

Can we do something similar for all disequilibrium models? That is, are
all explanations based on positing disequilibrium phenomena (inefficiency,
exploitation, suboptimal resource allocations, profits, etc.) reducible to
statements about some measure from the perfectly competitive optimum
equilibrium?

Interest rate as a measure of disequilibrium

Let us examine some models which are based on the presumption of a state
of disequilibrium. Many years ago, Oscar Lange [1935/36] presented an
elaborate model which in effect claimed that the interest rate (actually, the
net internal rate of return) is implicit in a firm’'s or economy’s misallo-
cation of resources between the production of final gdo(sy firm x) and
intermediate goodk (which are machines produced by firmp.17

Lange’s Model

Let the economy consist of two firms which are given the following
production function for final goods:
X=F(Ly Ky) [L1]
and the following production function for machines vahmilshdast
production period:

K+ &) = oKy, L) [L2]
where the subscript indicates which firm is using the machine. And we note
that [L2] also indicates that it will be assumed that the supply of machines
is exactly equal to the demand for machines (which are assumed to be used
up in one production period). Similarly, it will be assumed that the market
for labour is cleared (i.e. there is full employment):

L="L,+ Ly, [L3]
Let us now assume the economy is producing with an allocation of
labour between the two firms such thats at its maximum. This assump
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tion implies that there must be no surplus machine production on the

margin (i.e. the last machine produced is used to replace the last machine

used up):
(MPP), =1 [L4]
and that there is an efficient resource allocationMRTS, = MRTS,):
(MPPL)x / (MPP)x = MPP)m / (MPP)m. [L5]
Note that when [L4] holds with [L'bit gives:18
(MPPL)x = MPPy)y - MPP ). [LS]

If Xis not maximum, either [L4] or [Lbdoes not hold (or neither holds).

If we assume [LY holds because the two firms have somehow achieved
an efficient allocation of labour between them, that is, they have achieved a
Pareto optimum for the given amount of labdyrthen failure to maximize
X must imply that equation [L4] does not hold. If the failure to maxinfize
is the result of misallocating too much labour to the productiox, ¢fien
we can measure the extent to which [L4] does not hold by a scatar
follows:

(MPP), = 1+1. [L17]
Thisi is equivalent to what Lange calls a net ‘rate of real interest’. Note
that whenever this two-firm economyrist maximizingX but has reached
a Pareto-optimal equilibrium in the sense that neither firm can increase its
output without the other firm decreasing its outputannot be zerd® In
other wordsj is a measure of the distance the Pareto-optimal point is from
the global optimum of a maximud for the given amount of labour being
allocated between these two firms.

We can look at Lange’s real interest rate as a measure of increasing
returns if we assume the machine producing firm is a profit maximizer. In
effect equation [L17] can be the equivalent of my equation Tbatize we
recognize that the real price of capital in the production of machines is
P /Py thus [L17] is really:

(MPP ) = Pi/Pi)-(1+1).
Thus we can say that

[L171]

@+i)y=1/[1+(18).
Sinceeg is in general a measure of the difference between the marginal and
the averag® (and thus equal tB)—~we can determine the one-to-one
correspondence betweénand my measure of closeness to local linear
homogeneity as follows:

(1+)=1/[1-(1B)]

or, equivalently, we can say either that

—i=1/(1-p)
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or that
B=1-—-@h.

Other measures of disequilibrium

Let us now consider other, more familiar or more recent, models of
disequilibrium which claim to offer measures of the extent of
disequilibrium and see whether we can generalize the relationship between
those measures and either fyor equivalently the elasticity of demand.
We will look at Robinson’s [1933/69] measure of exploitation due to
monopoly power, John Roemer’'s [1988] more general measure of
exploitation, Abba Lerner's [1934] index of monopoly power, Michal
Kalecki's [1938] degree of monopoly, and Sidney Weintraub’s [1949]
index of less-than-optimum output.

Robinson’s measure of exploitation due to monopoly pawethe
difference between the marginal product of labour and the price paid for
the labour services. This index can be derived straight from equatiofj [5.2a
above. In effect her measure is merelysihce this fraction is the measure
of the difference.

Roemer’'s measure of exploitatianthe ratio of profit to variable costs.
Roemer's measure does not assume [C] holds. If we assume that his
disequilibrium model has only one input, then his measure is just

(price —AC)/AC.

If we also assume Roemer is presuming maximization in the sense that

price eqsthen his measure of exploitation is jugs. 2!
Kalecki's degree of monopolg based on an assumption that [A] and
[B] hold but [C] does not. Thus his measurdasetie dittwee AR
andR which again is
Lerner's index of monopoly powés defined as the ratio of difference
between the price avi€ as a proportion of the price, or sinsRis price:
(AR—MC) /AR
If we assume zero profit then his index isprani/if instead we assume
profit maximization MR = MC), then his index is the negative of.1f we
assume both conditions hold (i.e. an imperfect competition equilibrium)
then his index is equivalent to both my Bhd 1¢ (as | explained earlier).
Weintraub’s index of less-than-optimum outputhe ratio of less-than-
optimum output to optimum output where the optimum is the one where
[A] holds or, equivalently, wher®IC = AC. Thus his index is dependent on
the specific form of the production function or, equivalently, of the cost
function. To illustrate, let us assume the total c6€) ©f producingX is as
follows:
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TC=200 + 1X + 2X2
then AC= (200 + 1X + 2¢X2) / X
MC =10 + X
Now let us calculate the ratio of MC to AC using the given cost function:
MC/AC=X-(10 + &) / (200 + 1X + 2X2)
or MC/AC = (5X + 2X?2) / (100 + X + X?).

Note thatMC = AC whenX = 10 and thus Weintraub’s indeW() will be
(X/10) for the given cost function. SinddC =AC:[1 — (1f)], we can
calculate for the given cost functioifiwe are given aix:

B = (6 +WI+ 2WI2) / (212 6).

So, again, we see that the measure of distance from a perfectly competitive

equilibrium can be seen as a varianBair €.

A GENERAL THEORY OF DISEQUILIBRIA

In general terms, each of the models of disequilibrium | have discussed
here are combinations of the axioms | have presented in this chapter.

Which of the four axioms ([A] to [D]) is denied will be the basis for a

clearly defined measure of disequilibriumness. The opportunities for
criticism are limited to examining the reasons why the particular axiom
was denied. And since any measure of disequilibrium will be determined
by the denied axiom, not much will be learned by arguing over the nature

the social institutions that are needed yet taken for granted in neoclassical
explanations. The critics complain that until these two exogenous elements
are made endogenous, neoclassical theories will always be incomplete.
While some critics argue that such a completion is impossible, some
friends of neoclassical theory willingly accept the challenge. In the next

three chapters | will examine these disputes to determine the extent to
which they represent serious challenges to neoclassical economics.

NOTES

1 There have been some analyses of the stability of equilibrium models which
recognize the need to deal with conceivable disequilibrium states [e.g. Hahn
1970; Fisher 1981, 1983]. Also, in macroeconomics we find models which try
to deal with the disequilibria caused by ‘distortions’ such as sticky prices or
wage rates [e.g. Clower 1965; Barro and Grossman 1971]. Little of this
literature approaches the way equilibrium models have been axiomatized.
Besides, it is not clear what consistency and completeness mean when one sees
disequilibrium as a distorted equilibrium.

2 It might appear that by assuming all consumers are maximizing we are always
assuming that the only possible disequilibrium is one of excess supply, that is,
for disequilibrium prices above the equilibrium level. This does not have to be
the case if one adopts the Marshallian view of the producer where the given
price is a demand price and marginal cost represents the supply price. In this
way, prices on both sides of the equilibrium level can be considered.

Here ‘capital’ always refers to physically real capital (e.g. machines and
computers, etc.).

4 If all inputs are unrestricted then it is possible to double output either through

of the measure presented. In general, unless the same axioms are used to internal expansion (viz. by doubling all inputs) or through external expansion

build alternative models of disequilibrium, arguing over which is a better
measure would seem to be fruitless. Whether the disequilibriumness is the

result of assuming [D] or [A] in combination with either [B] or [C] will

determine which is the appropriate index. And as we saw in the case of

imperfectly competitive equilibria, either index will do. With the one

exception of Kalecki’s degree of monopoly which neutralized the role of

the production function by assuming linear homogeneity [A], all of the

other measures can be seen to depend on the extent to which the production

function is not linear-homogeneous (as measured bg)my

The questions of the pervasiveness of equilibrium and maximization are
fundamental and thus little of neoclassical literature seems willing or able
to critically examine these fundamental ideas. Outside of neoclassical lit-
erature, however, one can find many critiques that are focused on what are
claimed to be essential but neglected elements of neoclassical explanations.
There are two particular exogenous elements that have received extensive
critical examination. One is the question of what a decision-maker needs to
know to be a subject of the maximization assumption. The other involves

(viz. by building a duplicate plant next door). It should not matter which way. If

it does matter then it follows that not all inputs are variable. By definition, a
linear-homogeneous function is one where it does not matter which way output
is expanded. Some of my colleagues argue that, even in the long run, some
production functions cannot be linear-homogeneous. They give as an example
the production of iron pipe. One can double the capacity of the pipe without
doubling the amount of iron used — the perimeter of the pipe does not double
when we double the area of the pipe’'s cross-section. Unfortunately, this
example does not represent a counter-example as claimed. To test linear
homogeneity one would have to restrict consideration to producing more of the
sameproduct and 20-inch pipe is not the same product as 10-inch pipe.

5 It should be noted that equations [5.1], [5.2a], [5.2b] and [5.3] are formaliza-
tions of the statements (b) to (d) used to discuss Marshall's method (see above,
pp. 32-5).

6 Thatis, if [5.1], [5.2a] and [5.3] hold, [5.2b] must also hold.

7 ThatisMC=W/MPP, .

8 The calculation follows from the definitions of these terms:

€ = (0Q/Q)/(aP/P) = (P/Q)-(0Q/0P)

MR = d(P-Q/6Q = Q-(@P/IQ) + P-0Q/AQ)

and
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" P-[1+ Q/P)-(TPAIQ).

MR” P:[1 + (1€)]
and sincd® = AR the relationship betweekR andMR follows.
See above, p. 66.
The implausibility of the firm being a perfect competitor with regarmutput
prices does not necessarily imply an implausibility of the firm being a perfect
competitor with respect timput prices. That is, a few big firms in one industry
still may compete with many other industries for labour (or capital). This, of
course, assumes at least a minimum degree of homogeneity or mobility of
labour — that labour could easily move from one industry to another. If for any
reason this is not the case, then we will have to include the elasticity of labour
supply,x, in the calculation of Marginal Cost. If we do this, we will get (for the
short-run equilibrium):
MC = (W/MPR) [1+ (1K)]
But since | wish to keep things as uncomplicated as possible here | will not
develop this type of imperfect competition further.
The difficulties with combining the notion of imperfect competition with a
long-run or general equilibrium model are not new. Recent discussion [e.g. Hart
1985; Bonanno 1990] have complained that most attempts to do so [e.g.
Negishi 1961] usually have involved compromising assumptions that leave the
end results far from being an ordinary general equilibrium model augmented
with the assumption of imperfect competition. John Roberts and Hugo
Sonnenshein [1977] seem to be going further by arguing that such an
augmentation is impossible. In my simple-minded arguments which follow it
seems that the problem is not just a question of coming up with a clever
modelling technique but rather a fundamental logical obstacle.
That is, by analogy we can see that using equation [5.5] yields:
—b = (TQ/Q/(TAC/AQ ™ (AC/Q-(TQMAC)
and since MC” (AC-QIQ" Q:(TACNIQ) + AC-(TQMQ)
" AC[1 + Q/AQ-(TACAIQ)]
we get MC” AC:[1—(1Mb)].
Consideration of thimtermediate-rurequilibrium makes it possible to entertain
an alternative assumption for the goal of the firm in the intermediate run even
when the firm may wish to maximize profit in the short run. While it will be
easy to show that maximizing the rate of return makes sense only when
comparing equal amounts of investment (i.e. it is possible to make more profit
at a lower rate of return when the amount is not fixed), it is not uncommon to
find people bragging about high rates of return achieved as if this were optimal.
Consider the relationship betwedi?P¢ andANP. In particular, let us show
that
ANPx = MPPy wheneveANPy is maximum (with respect 1), and

ANP¢ <MPPy wheneveANP is rising aK increases.
By definition:

ANP¢ " [X—WI/R)-L] /K. [i]
Now let us determine the slope of th&NP¢ curve (ANR(/TK) by
differentiating equation [i]:

(TANR(/TIK) = [(TXATK) = OJK + [X — W/R ) L]-(=1)-(TKMK)/K .
Since by [i]:

Thus,

(il
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ANP¢-K” X—WI/R)L
we can transform [ii] into the following:

(TANR/K) = [(TXAIK)/K] — [(ANR -K)-(TK/TK)J/R
Since {X/K) " MPR and {[K/TK) = 1, we can further obtain:
(TANR( /1K) = (MPR¢ —ANR )/K. [iv]

With [iv] we can see that if the slopevés (pesibNPy rising) then
MRPx —ANP) > 0, which impliesMPPy >ANP,. And, if the slope is zero

(i.e. the slope is horizontal WNER is maximum) then
MPPy ANPy) = 0, which impliesMPPy = ANPk.

ii]

QED
15 Note that the marginal and averages @t shiort-run curves in Figure
5.2(b). I will not try to define an intermediada gerse it will not add much
to the analysis.
As Samuelson [1972] noted, for there to be a net profit for an entire economy
begs the question of whether there is a Santa Claus [see further Boland 1986a,
Chapter 2].
Lange uses to represent the output of machines but here | will Kis¢éo
maintain the notation of this chapter.
It should be noted here that Lange does not state equatibjsjhbe he derives
both [L4] and [L5] using Lagrange multipliers and thus implicitly assumes [L4]
and [L5] are both true. By recognizing [t | am making it possible to treat
[L4] and [L5¢] separately while still recognizing that Lange’s equation [L5] is
also a necessary condition of a maxim¥m
According to Lange, the real rate of interest is zero wh&maximum [p.
169]. It should be noted here that my representation of Lange’s model is
slightly different from what he explicitly states. Lange takes equation [L4] as
obviously true such that any disequilibrium canly be the result of my
equation [L®] not being true. All of Lange’s propositions still follow from my
representation of his model.
See note 8.
If instead we assume the profit-maximizing firm has two inputndK, then
the measure () is increased by the factor [1 BK)/(W-L)].
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6 Knowledge in neoclassical
economic theory

the economist’s advice to policy-makers must often appear crude and
be misleading ... he gives the impression that investment policy is a
matter only of millions spent per year, no matter on what. Efficiency is
for him a matter of best mixes, not of best shapes. He seems to treat
knowledge as a stuff, obtainable in measurable quantities for a known
expenditure, and guaranteed to produce effects knowable in advance;
he believes that we can know in advance precisely what it is, in all
essentials, that we are going to find out. Better a contradiction in terms
than acknowledge a chink, let alone a gaping rent, in the armour of

rationality.
George Shackle [1972, pp. 114-15]

Whatever assumptions about knowledge we may attribute to it, general
equilibrium does not seem to stand up well to a critical inquiry. In
modern Austrian economics, by contrast, we find the problem of
knowledge to be a matter of fundamental concern.

Ludwig Lachmann [1976, p. 55]

Neoclassical economic theory is often criticized for neglecting an essential
element of knowledge in models of economic decision-making. The most
common critiques would have us reject all neoclassical models because
they are claimed to be based upon ‘perfect knowledge’ and the like. Often
it is argued that neoclassical explanations are incomplete without a formal
treatment of uncertainty and information search. The distinguishing feature
of such critiques is the presumption that assumptions regarding
imperfections in knowledge can be recognized in the neoclassical world
without, at the same time, completely undermining other desirable
methodological properties of this framework, such as internally stable
equilibria, consistency with ‘rational’ decision-making and in general an
‘explicitness’ regarding explanation. Other more radical critics find such a
proposal for piecemeal reform untenable. Many neo-Keynesian thinkers,
among others [e.g. Clower 1965; Leijonhufvud 1968; Kornai 1971], argue
that any systematic programme to incorporate imperfect and incomplete
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knowledge into economic theory must sacrifice the traditional neoclassical
concepts of (general or long-run) equilibrium. George Shackle’'s [1972]

lengthy critique is even more uncompromising. He argues that such a
programme must imply the sacrifice of all the methodologically desirable

properties listed above.

Shackle’s critique is perhaps the most interesting (and dangerous) of the
above critiques and it is therefore of interest that the Austrian economist,
Ludwig Lachmann [1976], has argued that Shackle’s critique constitutes a
successful and decisive challenge to neoclassical economics. Lachmann
sees Shackle’s results as even grounds for rehabilitating Austrian views
which give a more fundamental role to knowledge and changes in
knowledge, notably the Austrian theories of Hayek and Ludwig Mises.

In this chapter | will focus primarily on the arguments of Lachmann and
Shackle and in particular on Lachmann’s overriding view that, since the
theories of Shackle and the Austrians give a more strategic role to
knowledge and its limitations, they possess a clear-cut advantage over
neoclassical economics in explaining economic phenomena. While one can
agree with both authors that no economic theory can be methodologically
complete without a careful specification of the knowledge considerations
lying behind all decision-making, their arguments are insufficient for either
the rejection of neoclassical economics or the resurrection of Austrian
economics. Rather, what Lachmann’s essay reveals is that neither the
neoclassical nor the Lachmann-Shackle viewpoint under discussion is
explanatorily complete with respect to knowledge. Specifically, neither
provides a satisfactory solution to what might be called ‘the problem of
knowledge dynamics’ — the problem of defining an explicit and non-trivial
role for changes in knowledge to play in the explanation of the transition
between short-run (temporary) equilibria and long-run (general) equilibria.

Before | begin discussing Lachmann’s and Shackle’s viewpoints | need
to explain why these critics seem to have an excessive concern for the
requirements of ‘rationality’ rather than the more mundane notion of
maximization that | discussed in Chapter 1. Once this distinction is clari-
fied, | will examine the failures of the neoclassical and Lachmann—Shackle
viewpoints to provide a satisfactory solution to the problem of knowledge
dynamics. In doing so, | will have to discuss two other important distinc-
tions. One is the methodological distinction between exogenous and
endogenous knowledge in decision-making. The other is the distinction
between epistemology and methodology which will play a major role in
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guished from methodological) features of a dkicigi@mvironment
to play a major role in determining the decisionrasgkerse to
knowledge ‘shocks’. At the end of the chapter | wila quusside
solution to the problem of knowledge dynamics wtitedoes of
knowledge (‘epistemologies’) as an autonomous foundation for any expla-
nation of an individual's methods or decisiaesbabketh @n histori-
cal observations or expectations.

MAXIMIZATION AS ‘RATIONALITY’

It is common to find economists using the term ‘maximizing’
interchangeably with ‘rational’.’ As Samuelson noted reaagoyea
[1947/65, p. 98], what most philosophers migirealityras a much
stronger concept than what is required for decigionFmaki
Samuelson, ‘consistency’ was sufficient — the Axiom lesf Revea
Preference is merely an expression of consisteneyanyhiases
one could substitute ‘consistent’ for ‘rationaf, be wusleading
when the stronger notion is intended. The stnorgferatiotial is
often a confusion between the mechanics of gjuimgranirafavour
of some proposition and the psychology afrttstgbiers the argument.
The psychology version is not what economistsarsbgllyatienal’
even though they sometimes refer to a failure ot s angdemn=e
of the ‘irrationality’ of the decision-maker. The afcusationality’
is but a left-over artifact of the eighteenth ceéomatisma which
Voltaire parod@sndide The eighteenth century rationalists would
have us believe that if one were rational onewepuhdike a mistake
and thus whenever we make a mistake (e.gestatpiméalt) then we
must be irrational [see further, Agassi 1963].
One does not have to take such a strong positioanth whderst
economists mean by a rational argument. All tHetl iss ithen
whenever one states an argument — that is, speoifiesxpliciet
assumptions — the argument will be rationallyf i&tdi® logically
valid. Logical validity does not require thainee &egytrue but only
that the assumptions are logically sufficienth#tahes conclusions
reached are necessarily true whenever the asserafitivne. But
why the concern for ‘rational’ arguments? One reasondemtlie
urtiversality and uniquenessprovided by rational arguments. The
promise of ‘rationality’ is that once the assumptixplEitlyestated,

this chapter. Using these distinctions it will be argued here that a central anyone can see that the conclusions reached are true whenever the

shortcoming of both the neoclassical and the Lachmann-Shackle view-
points resides in their failure to permit the epistemological (as distin

assumptions are true. That is, if the argument eveator@lvill
readanmeconclusions if they start with theameassumptions. It is

this universality of rational arguments that forms the basis of our
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understanding behaviour or phenomena. If the behaviour or phenomena can
be ‘rationalized’ in the form of a rational argument for which the behaviour
or phenomena are logical conclusions, then anyone can understand the
behaviour or phenomena if one accepts the truth of the assumptions.

In the nineteenth century this notion of universality was captured in the
notion of maximization since both notions involve similar mechanics. If we
can specify an appropriate objective function for a decision-maker who is a
maximizer then we can understand the choice made. This is because, if the
objective function (e.g. a utility function) is properly shaped so that there is
a unique optimum, then everyone using this function while facing the same
constraints will make the same choices. Thus, again, it is the universality
and uniqueness that form the basis of our understanding. Every
neoclassical theory is offered as an intentionally rational argument. The
explicit assumptions include those which specify the shape of the objective
function, the nature of the constraints and, of course, the assumption of
maximization.

The criticisms discussed in this chapter focus on how the decision-
makerknowshis or her objective function or the constraints. The question
asked by this type of criticism, which presumes that rationality is always
the stronger notion, is whether there is also a rational way to acquire this
essential knowledge. Many people apparently still think that one can
inductively acquire knowledge by means of an inductive logic — a logic
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Knowledge in neoclassical economic theo®p

in short-run models is a fixed and exogenousEaessiatgotion of
exogeneity guarantees that knowledge consideratdesnine short-
run choices, but not vice versa. The assumpticarahfeety that
any variation in economic choices can be fully explaateshdyn
objective factors (i.e. factors other than knowledge).
The assumption of fixity has often been defdrelbds of either
of two propositions:

(a) That there exists unlimited ‘perfect knowledge’ — that is, if knowl-
edge (of past, present and future) is perfect, then it follows trivially
that it cannot change, or

(b) That the time period being considered by the theory is too short to
permit any knowledge change whatsoever, the limiting case being
explanation at a point in time (‘statics’).

Knowledge, in the sense of (b), is thus analogous to capital in the short run.
But on either grounds, the assumption of fixity leads directly to
Lachmann’s (and Shackle’'s) major criticism of the theory. In a world of
actual uncertainty, knowledge cannot be stable but must inevitably be
volatile; thus short-run equilibria are extremely temporary. Of course, no
explanation of a short-run equilibriurper se is sufficient for the
determination of the eventual long-run equilibrium. Since a long-run
equilibrium is merely a special short-run equilibrium, the attainment of a

which uses singular observations as assumptions and reaches general,|ong-run equilibrium presumes the existence of the one state of knowledge

universally true conclusions. Trying to show how one acquires true knowl-
edge in this way always involves what is called the ‘problem of induction’.
Unfortunately, this is not a solvable problem since there is no inductive
logic that will meet the requirements of universality and unigqueness in
every case as implied by the notion of the ‘rationality’ of an argument.

Whether one thinks the ‘problem of induction’ is solvable or not, the
questions raised by Lachmann and Shackle do not require induction or
rationality in the stronger sense. Maximizing decision-making does require
knowledge of the objective function and of the constraints (e.g. prices) and
if we are to explain the choices made we must somehow deal with the
decision-maker’s knowleddk.

THE METHODOLOGICAL PROBLEM OF KNOWLEDGE

As Lachmann notes, identifying precisely what assumptions concerning
knowledge distinguish neoclassical theory ‘is anything but easy’ [1976, p.
55]. Nevertheless, it is still possible to identify the basic methodological

flavour of the neoclassical view of knowledge and this may be conveyed by
the proposition that, no matter how knowledge is characterized, knowledge

appropriate for that special short-run equilibrium.

The methodological problem which neoclassical economics presumes to
be solved is: How does knowledge change to that which is necessary for
the long-run equilibrium state, that is, to the one state of knowledge which
is appropriate for the special short-run equilibrium which holds in the long
run? A complete explanation of long-run equilibrium must provide an
explanation of knowledge dynamics [see Arrow 1959b; Gordon and Hynes
1970]. But, if the acquisition of the knowledge appropriate for long-run
equilibrium is explained, knowledge ceases to be exogehous. In the long
run, knowledge is an endogenous variable (like prices or capital) hence
knowledge does not play a decisive role — at least not in the sense of the
role played by individuals’ tastes and the current state of technology. This
means that, for the purposes of determining or calculating the long-run
equilibrium, (endogenous) knowledge is irrelevant.

Lachmann’s and Shackle’s criticisms of the above view may be seen to
be more than just a plea for ‘realism of assumptions’. First, if Lachmann’s
criticism of neoclassical theory is simply that it does not take knowledge
into account in any explicit form even though we clearly know that states
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of knowledge do determine the properties of short-run economic choices,
then it follows trivially that the neoclassical explanation must be incom-
plete and its predictions arbitrary (in the sense that neoclassical results
must vary indeterminately with an unspecified state of knowledge). This
would be an unfair representation of neoclassical economics and therefore
an unfair criticism. As suggested above, a better way to characterize the
neoclassical tradition is as one where, in the long run, knowledge is
explanatorily irrelevant and in the short run it is specified explicitly as
fixed and exogenous. We may then judge this specification against other
alternatives, specifically against those of Hayek, Mises and Shackle.

Shackle’s critique [1972] may be seen as an attempt to show that the
assumption of fixed and exogenous knowledge is unsatisfactory primarily
because it means relinquishing the explanation of economic processes over
time (‘economic dynamics’). Shackle reaches this conclusion in two ways.
His first argument, and the one he stresses, introduces an additional
proposition:

(c) That perfect knowledge is possildaly at a single point in time
[1972, p. 165].

It then follows directly that, in so far as neoclassical theory depends upon
the assumption of ‘perfect knowledge’ to explain the ‘fixity’ of knowledge,
neoclassical theory can only be rationalized for a point in time and not over
time. It is thus only if unlimited perfect knowledge could exist over time
that a neoclassical theory based on fixed knowledge could produce
meaningful dynamic explanations. Would the incompatibility between
neoclassical theory and dynamic explanation be removed if we settled for a
view of knowledge as limited, incomplete or otherwise imperfect (i.e.
‘expectational’) and in turn introduced the view that this knowledge was
fixed or rigid over an acceptable, yet small, duration? Shackle’s second
argument is that the answer to this question is ‘No’. Since Shackle [1972,
pp. 77, 180, 436] sees expectations as subject to moment-to-moment
instability and thus as perfectly volatile, even a neoclassical theory which
sacrifices the assumption of perfect knowledge is still limited to a point in
time. If Shackle is suggesting that neoclassical economics faces only two
alternatives, then it must choose to analyze either static situations or
situations of perpetual change and instability, but not both.

One can easily agree with the general spirit of Shackle’s criticism, since
it is easy to see that, if one wants to explain the properties of a dynamic
economy, it is methodologically much more interesting to do this within a
framework where knowledge is variable. Moreover, there is little reason
why knowledge needs to be fixed in neoclassical theory. Traditional
arguments that deny the potential variability of knowledge in neoclassical
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economics can be seen to be based on the unvearrahtéue fus
methodological problems connected with thekindtyledge and the
epistemological problems connected with tire gfekiectiledge.
These two types of problems are easily made hab&tinvguenever
one insists that perfect knowledge must haaesahlénglape in the
neoclassical framework — for example, whemédshasuithout it,
(complete) rationality is impossible. A commitmefsictodkagyveledge
assumption on these confused grounds thus nenstasisisal theory
to use an assumption involving the fixity of kivewtadgeonstraint
only exists because of the presumption that peridge ksnosvle
precondition for rationality — a view which hasibeérecgtid@isdell
1975]. In short, if we separate rationality frokmpeiésige, the way
is made clear for the introduction of ‘impettiest’ patehtially-
variable knowledge into neoclassical theory. A kpgssiblehis
separation is the rejection of the Marshallian loslgemtHmuws

dichotomy.

Shackle does not make these arguments. His critique is essentially in an

earlier tradition of showing that any explanation which requires the
assumption of perfect knowledge must be inconsistent with any theory

which incorporates dynamically-variable knibwsadgil also be
noted that while Shackle is especially wary gfisteenobogical
problems which are entailed by the perfege kassulegbtion, he is
notably lax on developing the epistemologicale rétiortdas own
viewpoint. This will be the major critical theme of ithge Selttians.
| discuss Shackle’s version of the Austrian argumentdétagome
here because, according to Lachmann [1976&ckleS7ar@iments
represent a convenient modern expression of much sftrigdhe Au
viewpoint and stand as a major source of critimstassical theory.
And the essence of this viewpoint is that kndsteetgepiscified as
an exogenous, yet highly volatile, item in oigreequiapations. Note
that from Shackle’s perspective the conflict betwdassital aedc
Austrian viewpoints involves only the vafi&bititylexlge over time;
it does not involve its exogeneity. While Laelfiensuta the possible
‘endogeneity’ of knowledge in Shackle’s thepiyifpinggdrtant to
recognize that this concept is interesting oidydefieadtrelative to
a dynamic process such as learning dynamics. The apprapriate relat
between changes in knowledge and adjustmemis rheamwis that
of lagged endogeneity since learning takesustneracelde decision-
making. On the other hand, a concept of ‘statieigndibge is, the
proposition that knowledge and economic choicedtaareoissigu
determined, is not relevant here since this wouldrieavihéargt let
alone neoclassical theory, undetermined and thath rtieda@ries
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equally incomplete or circular. data which is accumulating daily? If this were a problem in price theory,
Lachmann is correct in arguing that the Austrian assumption of exogen- and we were to ask for the impact of a price chandwidnabs

ously-variable knowledge is preferable to the short-run neoclassical consumption, it would be evident that we could prodisetoay sa

assumption of exogenously-fixed knowledge. Moreover, the Austrian answer only if we had a satisfactory characterizatiowliottiad's

assumption provides a vital starting point for examining the question of underlying tastes. The same point applies tonthatgrabte If we

how the stability of knowledge (viz. expectations) affects the stability of wish to determine the impact of a change irs'tha aavindividual's

the aggregate economy. However, one might implicitly disagree with expectations and thus on the pattern of his or her wecisigsts,

Lachmann over the calculation of the net benefits associated with this satisfactorily specify the theory of knowledge tlolough elrenged

specificational improvement. No matter how satisfactory the methodologi- news is fed. Lachmann and Shackle would appeas thahssim

cal role one assigns to knowledge in economic models, the benefits of this individuals respond to the news through a coynofidmdiadedge. It

will be nullified if one happens to pick, at the same time, an unsatisfactory is, however, easy to conceive of at leafferdmeeslstemological

characterization of the views of knowledge held by economic agents. viewpoints on the same change in the news and thfevethiree dif

decision-making responses.
Consider first individuals who follow Mises and thereby hold an

THE EPISTEMOLOGICAL PROBLEM OF KNOWLEDGE Apriorist theory of knowledge. Since, by definition, their expectations are

So far nothing | have said would require a commitment to any particular formed quite independently of the ‘data’ revealedelms, thieeir

views of knowledge which might be held by economic decision-makers. expectations and the pattern of their decisions canvariBnbéo

My concern has only been with the methodological role that knowledge, changes in the news. Consider next people who,flike im&émy past,

however defined, might play in the structure of economic explanations. In hold a Positivist view of knowledge. These indillidoatsally only

this section the central concern is explicitly with these alternative views look for new positive evidence to empiricaltytiseippgresses (viz.

and their implications for neoclassical and Austrian theory. In this light, it their inductive inferences). If a changeewstheveals predominantly

is interesting that nowhere in Lachmann’s essay does he tell us exactly ‘verifying facts’, then these individuals’ exp@diatiorere being

what constitutes ‘knowledge’. Implicitly Lachmann must hold that there verified) will change little and thus the patterm dédis@ns will

exists some ‘accepted’ theory of knowledge upon which all economic change little. It is only in the extreme case wherethesshsingveals

agents inevitably base their decisions, a theory which apparently is so well predominantly ‘refuting facts’ that thesenadeissbaxpectations will

accepted that it need not be stated. The implied claims about the be appreciably affected. Consider finally people whoeptidista Sc

homogeneity of viewpoint shared by all economic decision-makers are theory of knofvledge. These are people who are algyays thaokin

indeed comforting. However, they do not sit well alongside the facts that, news for indications that they should changedfagiorex Except in

in spite of Lachmann’s grouping of them, Mises is usually considered an the case where the changing news consistenthlyrévesddgingn

Apriorist3 while both Hayek and Shackle based their views of knowledge facts’ (which are irrelevant to the Sceptic), ittishevitleese people

on Inductivisnt (albeit of the sceptical kind). Lachmann is in fact prepared rarely have uniform patterns of behaviourfieod tfienew ‘refuting

to play down Mises’ Apriorism [p. 56] on the grounds that epistemological facts’ can often have a devastating impact ompeittaiiors and

differences are of little consequence to the matters at hand. My point is decisions.

simple. Such differences in views of knowledge are absolutely central to These alternative characterizations are of couetevambsh

the matters at harfd. assessing Shackle’s view that volatility and instability in the news imply
We need not be troubled with the many questions of overriding volatility and instability of the aggregate economy in geargyraf. alll

philosophy of science implied here. We only need a few simple decision-makers were Apriorists or the news revealed omlg ‘verifyi

characterizations of theories of knowledge which ‘ordinary’ economic facts’, Shackle’s argument simply could not hold. dbatifiegtiv the

decision-makers might hold. The importance of these theories may be news is consistent with perfect stability of decisionamgiaggte. In

directly brought out by considering a problem posed frequently in fact, it is only in the extreme case where most decisioarenaker

Shackle’s critique [1972, p. 180]. He asks, in what way do decision-makers Scepticists and the news contains mostly tesfutimeg fahackle’s

respond to an (exogenous) change in ‘the news’ — the new information or instability argument may prove interesting. And famerging
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extreme case are all the criticisms of the neoclassical presumptions of
rationality, economic stability and the fixity of knowledge.

The question, of course, is whether Shackle's extreme case is a
‘satisfactory’ characterization of the epistemological environment faced by
an aggregate of individuals. If it is not, in the sense that a weighted average
of the theories of knowledge held by all individuals does not reveal them to
be predominantly Scepticist and a weighted average of all new ‘data’ does
not reveal a high proportion of ‘refuting facts’, then criticism of the
stability and fixed-knowledge presumptions of neoclassical economics are
beside the point. Even if the news is perfectly volatile and unstable, this is
of limited interest whenever individuals show little responsiveness to
changes in the news. Moreover, the methodological comparative advantage
of specifying knowledge as a variable must be largely illusory under these
circumstances. However, even if Shackle’'s extreme case was a
‘satisfactory’ one, there is no way in principle in which this could
challenge the rationality assumption of neoclassical economics. Scepticism
is an eminently rational viewpoint for a decision-maker to hold and it
would be a mistake to confuse the very high elasticity of response to a
change in the news with non-rational behaviour.

THE INTERDEPENDENCE OF METHODOLOGY AND
EPISTEMOLOGY

Lachmann's efforts to stress the importance of knowledge in economic
theory in general are commendable. Nevertheless, neither he, nor Shackle,
nor any existing economic theory has gone far enough in stressing the
epistemological role of knowledge in particular. None of the viewpoints
considered here can be taken as both methodologically and epistemologi-
cally complete with respect to knowledge. This is primarily due to all
parties taking the answer to the question ‘What is knowledge?’ for granted,
and this presumption may in turn be explained by the common acceptance
of a very particular view of the role of ‘rationality’ in all decision-making
and in explaining all decision-making. This view is simply that the
‘adequacy’ of the assumptions about the role of knowledge in economic
explanations is to be judged only by whether or not they can ‘rationalize’
successfutlecision-making. Shackle and the Austrians are correct in noting
that a theory oBuccessfutational action does require some judgement as
to what constitutes adequate knowledge, although one may admit to a
variety of different notions of ‘success’ and ‘adequacy’. Where Mises
‘examines the elements of a logic of successful action’ [Lachmann 1976, p.
56], Shackle examines what kind of success (albeit limited) is possible
when we constrain rational decision-making by the limitations of necessar
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ily-imperfect knowledge.
This general concern with only successful rational actionigrestly |
the role of rationality in economic theories and methixloledy. It
known that logic or rationality can only telh wgewdan expect our
rational conclusions (predictions or expediatione. It cannot help
us predict whether our conclusions are fatsan3hisat true and
successful conclusions are logically possible @ve’s agsumptions
are ‘unrealistic’. This is because it is possible tor deduce true
conclusions from false assumptions even wheiotiseadedogically
7valid. Thus successful actions do not phevedebiion-maker's
assumptions were true. Moreover, if one follows \Sheckjdihg the
view that ‘rational success is only possibletwitiowpledge’, then
one could never explain a decision-maker’s asic@essesssary
outcome of a rational argument. Not only because true agsnotptions a
necessary for successful actions, but because evemwefettibg
decision-maker could never know for certain isvhethdrerh
assumptions were true — knowledge is always chaspmgseto the
news. It is for this latter reason that Shackleemesiiceplace the
rational successes of neoclassical economics (i.e. stable equilibria) with a
second-best kind of success — his ‘kaleido-statics’ or constantly changing
temporary equilibria. His concept of knowledge, he claims, is adequate for
that limited purpose. On this last point he may be correct, but what would
be the cost?
In this light, Shackle’s critique seems to haveoloat &glst one
important methodological virtue of modern necmfessical That
virtue is the requirement that we should be expliog edinoar
active assumptions. Any long-run equilibrium cannbéo stodiaw
logically from some specific set of exogenous sgivers, (re
technology, tastes, etc.). But if, as Shackle argietheogi®ens of
neoclassical theory is the fixed and exogeedge lamalvit is not
logically complete itself, then the explicitneassafah¢loebry turns
out to be the source of its alleged downfattuniédy, the insights
gained through Shackle’s focus on change and instatditgr dasm a
satisfactory compensation for the resultant lossioahexgl@itness.

CONCLUDING REMARKS ON THE LACHMANN-SHACKLE
EPISTEMOLOGY

| have stressed a number of key points in the abevé seatislead-
ing to claim that neoclassical theory is wroagidmesewnot give an
essential role to knowledge. To the contrary,saemcam Gaapter 4,
when examinitangiran equilibrium solution to any neoclassical
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model, knowledge does not playdaecisiverole. Specifically, the solution here, in any model where knowledge or time is supposed to be relevant, the

can be obtained without reference to the knowledge of the decision-makers. two questions cannot be regarded as independaenthef since

Thus any argument for the relevance of knowledge presumes the absence answers to the first must constrain answers émthecevensh.

of a long-run equilibrium. But the Marshallian tradition based on the long- Epistemology considerations should not be takentefr An

run vs short-run dichotomy is misleading. In the short run the decision- inductivist epistemology will always be an inadagdat®nf for

maker’s knowledge is necessarily fixed, but as Shackle also stresses, any discussions of knowledge dynamics. Logicalllet¢hsucorys of

knowledge which is fixed is also potentially unstable. It constantly needs induction requires an infinity &f time. Thisneagumsses an

updating. His conclusion regarding the inevitability of instability is based important problem. For a short-run equilibrisnalsm a long-run

unfortunately on his inductivist epistemology which presumes that all equilibrium, the appropriate knowledge must haveitezkrBatdithe

knowledge necessarily ‘rests on inductive inference’ [1972, p. 407]. Such attainment of a long-run equilibrium is to be ,psesucessiul

an epistemology by its peculiar nature is limited since it can only comment inductive inference must entail a sufficient oAntonat Such

on thesuccessfuacquisition of the needed knowledge. sufficiency is at least problematic; and this problem is the keystone of
While Shackle’s views can be criticized, there is much to learn from Shackle’s critique of neoclassical economics. He tamguasliéhdo

them. One can see that almost all relevant issues concerning the role of maintain the relevance of knowledge real timer nfhyséatfiatilly,

knowledge in modern economic theory can be reduced to two key the amount of time necessary for the attainment of theuiibgtrom eq

questions: must be denied. But this critique works only for an inductivist

epistemology. One could just as easily argue for the irrelevance of
decision-makincorocessif knowledae is taken to be an exodenous (successful) inductive inference in decision-making, even in the short run.
and/or fixed ele%;ent 1 this ex Iangtion’P 9 Thus without an argument for the necessity of inductive inference,

P ' Shackle’s inductivist epistemology will necessarily be an inadequate

held by any given decision-maker of our economic models? knowledge change.

The first question concerns theethodological rolef knowledge and calls In summary, it is only by attributing a questionable theory of knowledge
for judgements as to the explanatory adequacy of alternative specifications (Viz- Inductivism) to the economic decision-makers of neoclassical
of a knowledge variable in economic models. These judgements are to be economics that Lachmann and Shackle can successfully reach their critical
distinguished clearly from those on the second, which concern theories of conclusions. Once the importance of real time and the resulting
what knowledge actually is (as seen by economic decision-makers) or the interdependence between the methodological and epistemological roles of
epistemological roleof knowledge in economic models. The second knowledge are recognized, in conjunction with alternative views of the
question is irrelevant only for models where long-run equilibria are episte_mological role in particqlar, the sup_pose_d comparative advantage of
assumed to hold since such an assumption entails the (successful) Austriantheory over neoclassical economics disappears.
acquisition of adequate knowledge (however characterized). In so far as neither neoclassical nor Austrian theory provides a
As Lachmann suggests, historically it is trivially true that Austrian ‘satisfactory’ characterization of such epistemological foun_datiqns, _both
theorists have answered the first question better than those classical andtheories share a common defect. A most important part of this failure is the
neoclassical theorists concerned only with long-run equilibrium solutions. CoMmMon assumption that the objective of any economic theory is to explain
However, like most writers on the role of knowledge, Lachmann appears to only rationally-successful action, which then constrains all epistemological
assume that the second question is of little importance or, at least, that there theories to explain universal (rational) success or universal (non-rational)
exists an answer to it which can be taken for granted in any case. Such alack of success. While Lachmann wishes to establish a clear-cut
view would be acceptable only if (i) the first question could be answered Ccomparative advantage for Shackle’s Austrian economic theory over
independently of the second, or (i) the assumed answer to the second was neoclassical theory, there would seem to be little point in elevating the
satisfactory on its own grounds. Fortunately, Lachmann argues neither former simply on the grounds that it is less optimistic about rational

point (i) nor point (ii). Moreover, both points are false. As | have argued ~Success or that it suggests an extreme characterization of an
epistemological environment which leads to this conclusion. Any proof of

(1) What constitutes a ‘satisfactory’ explanation of any economic
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the ultimate superiority of Shackle’s foundations must be clearly
demonstrated for any and all epistemological specifications and it is indeed
fortunate that such global proofs are themselves largely precluded by their
own scepticism.

NOTES

1 The remainder of this chapter is adapted from Boland and Newman [1979]
which | co-authored with my friend and former student Geoffrey Newman. |
thank the editors of thAustralian Economic Papeifor giving me permission

to do so.

| have discussed the role of exogeneity in Boland [1989, Chapter 6]. Elsewhere
[in Boland 1982a, Chapters 2 and 6], | explained that in long-run models, where
appropriate knowledge is simply assumed to exist, any question about the time
needed to acquire that knowledge is beyond consideration.

Apriorism is usually of the form that knowledge is based on introspection and
in particular all knowledge is founded first anpriori assumptions such that
observations always are secondary.

Recall that Inductivism is a methodological doctrine that limits all claims to
knowledge to inductive proofs. | have explained this doctrine more fully in note
5 of Chapter 1.

It is thus ironic that Lachmann defends the view that expectations may be
divergent among economic decision-makers [1976, p. 58] without admitting
that epistemologies that decision-makers endorse could also be divergent by the
same arguments.

Scepticism is the rationalist view of knowledge that says that all attempts to
prove knowledge to be true will lead to an infinite regress. Thus, according to
Scepticism, all knowledge that is claimed to be true will always be
guestionable.

Philosophers call this the ‘fallacy of denying the antecedent’ [see further Bear
and Orr 1967; Boland 1982a, Chapter 9].

For example, is it Apriorism, Positivism, Inductivism, etc.?

One might say that this is the only way to ‘solve’ the problem of induction — of
course, if by ‘infinity’ we mean an impossibly long period of time, then the
problem is not solved [see further, Boland 1982a, Chapters 2 and 6].

[1 LAWRENCE A. BOLAND

7 A naive theory of technology
and change

Sometimes it may be natural to think ofy'teshaoteparate
input element, an extra variable in the production function... Suppose
we have a change that could be desblihess Bougncrease in
the productivity of labor. This could mean that there has been a change
in certain conditions upon which the productive effect of a certain
specified standard input of labor depéndsulBalso mean that
the units of labor have changed thein quality which is not
reflected in the kind of measure we use for labor input. The same
could be true for the input of capital..inGharidged of capital
used would be a time-requiring process. A chamgelomy tec
would permit a larger potential of cagatibaccum
Trygve Haavelmo [1960, pp. 147-8]

There is one aspect of knowledge that has always been explicitly
recognized in Marshallian economics, namely technical knowledge.
However, the knowledge recognized in Marshallian economics is about
production technology. While technology is thereby not a neglected
element in neoclassical models, it can be argued that changes in technology
have been ignored. Recall that Marshall defines the long run as the period
during which knowledge is fixed [1920/49, pp. 291 and 315]. Since long-
run prices are determined mostly by production costs, | think Marshall is
saying thattechnicalknowledge is fixed. In this regard, consideration of
the problem of knowledge dynamics discussed in Chapter 6 might lead us
to question the adequacy of neoclassical models to deal with questions
involving changing technology and particularly their adequacy when it
comes to questions of economic history.

In Marshall's day, technical knowledge was variable only over very
long periods such as between generations. Of course, historians are more
concerned with the big picture which involves inter-generational
comparisons. To the extent that history does involve inter-generational
comparisons historians must deal with changes in technology. But while
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knowledge can be acquired by anyone, technology is usually embodied in
machinery. Without the capital or machinery which embodies the current
technology, one cannot benefit from the current state of knowledge. So it
would seem that to study economic history one ought to examine
neoclassical capital theory. But unfortunately, neoclassical capital theory is
more concerned with adjustments of capital within the long-run period

where technology is fixed. When a firm changes from one industry to

another in the long run, it changes the quality or type of capital from what

was appropriate in one industry to that which is appropriate in the next. The
choice of industry is based on a given menu of technologies in Marshall’'s
long run.

When, as a new PhD, | first considered the matter of technology and
change | had an idea which | naively thought would be rather easy to work
out. That idea was that since a firm (i.e. a business enterprise) is
fundamentally a social institution, it would be possible to apply the
standard theory of social change to the analysis of the technology of a firm
with respect to changes in an economy. That was a nice idea, but it would
have failed for the lack of a standard theory of social change that could be
applied. This forced me to deal with social change as | dealt with
technology. It is my view now that this can be done by viewing them both
as interrelated aspects of social learning. This chapter presents my early
attempts to demonstrate just this viéw. In the last section of this chapter |
will briefly outline my conclusions regarding the simple theory of social
institutions developed between the lines, so to speak. In the next chapter |
will further develop this simple theory to deal with more general questions
of institutions in economic history.

The evidence of learning by an economic institution, such as a firm, is
any accumulation of (new) technology and any improvements in efficiency.
This suggests a view of social learning whereby there are two ways a social
institution can learn: (1) througthangesn the institution, and (2) through
institutional reforms And, while aninstitution might not learn through a
revolution, a society can learn by overturning some institutions. By
institutional changes in the case of a firm | mean the acquisition of new or
different machinery or personnel. By institutional reforms | mean
improvements in the methods of using existing machinery and personnel.
In each case the learning process takes time. The major learning process,
the accumulation of technology, is limited both by thecoveryof new
ideas and by thenplementatiorof them. One can stoically accept the lack
of discovery, but the lack of implementation of a known improvement can
be very frustrating. There is necessarily a disparity between the growth of
knowledge and the growth of technology, that is, between availability and
implementation. This disparity exists becaaieeconomic technology can
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A naive theory of technology and changd07

be seen to be embodied in capital and the accurapitdlotaleds

time. This would seem to mean that there can lmanbctignde in

our productive capabilities (i.e. our econonaigy)eahtiblve have
changed our capital stock (physical or human). It also wiad seem
changes in capital cannot be explained liy wrhmpésgy and that
changes in output of an economy can only be explaamegdync
capital (physical or human).

NON-AUTONOMY OF TECHNOLOGY

I now present my argument for why | think economic technology does not
exist by itself but must be manifested in the capita fisadob
industry. It is common knowledge that we haveamasitars/known
how to do something but it was not until much latecghmedvéne

technical capability to do it. In other words, knewiealgthé same
thing as technology. For example, technolgepndnay drowledge
but knowledge need not depend on technologiy 1966]Ag4sst is
it that stands between our knowing how aridnguthacqbility?
When after acquiring knowledge are we able? This wonuldeseem t
fundamental question for the historian of ecommitgyte®ioday in
this age of specialization | think the answee iar¢hable to
accomplish a technically difficult feadurce gpnew product, only

after we have accumulated the specialized capital in terms of either
sophisticated machinery or technical peritseifiehliBlie research
and development of a firm adds little to the ¢ecmoohogy of that

firm. The fruits of the research or development become part of the firm's
technology only when the firm invests in (or aoguiressary
machinery and personnel that are specificallpidesigeddo do the
new job. In other words, all technology éxidteinglyuilt into the
economic institutions, that is, by embodying it in the capital either through
specialized design or through specialized training.
To say we cannot obtain new technology without a change in capital
(mechanical or human) is to say that technblagipimous. Since
technology may not be autonomous, we need not expechthé growt
technology to appear to be continuous. Technoldlgygneeasssa
discrete jumps because before a new techrinligicapeaps,
institutional changes are required, that is, new specialized machinery must
be designed and constructed, and/or (new or old) personnel must trained.
In either case, the process of introducing a negy tedtesmtime; the
greater the change, the longer the time. Wt ehacuolatse, rule out
improvements in productive capabilities thatoagiseiniproving
efficiency. These improvements also take time but they would not account
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for the substantial changes in productive capabilities. Parenthetically, |
should point out that this latter kind of improvement, or institutional
reform, is assumed automatically in neoclassical economic theory. Not
quickly seeking and finding the most efficient means of producigiyen
quantity of output would be considered irrational. The neoclassical problem
has always been to find the most ‘efficient’ level of output of all those that
are technologically possibfe. And institutional changes, such as increasing
productive possibilities, is considered an outside question for neoclassical
capital theory — but not for the reasons | have laid out here. In neoclassical
capital theory it is merely a matter of havingpre of the sametype or
quality of capital rather than choosing a different type or quality of capital.
In terms of Chapter 5, neoclassical capital theory is concerned with the
achievement of an intermediate-run equilibrium.

CAPITAL AS EMBODIED TECHNOLOGY

A further extension of the idea of embodied technology is that future (as
well as current) advances in technology are limited bytiadity as well as
the growth of capital. For example, the exploration of space which made
new research and development possible was itself limited by the
development of technical capabilities. In other words, not only is the
growth of technology limited by the changes in capital, but so is the growth
of knowledge limited. This idea was employed by Arrow in his famous
[1962] capital theory article about the economic implications of learning by
doing.

| have said that changes in capital cannot be explained by changes in
technology. Stated another way, if we ask, ‘Why has the capital stock of a
large firm, an industry, or an economy changed?’ camnot answer
‘Because there wasmior change in the technology of that firm, industry,
or economy, respectively.” It might be asked, if we exclude changes in
technology as bases for explaining changes in capital, what does it leave?
Of course, neoclassical theory offers another explanation. The direct reason
why capital would be changed is that the entrepreneur or manager of a firm
seeks to increase profits. The assumption of profit maximization leads to
another question. Why should changing capital be more profitable? The
answer to this question can be that the output which only the new capital
can produce may now be more desirable. Increased desirability might be
indicated by contracts, by market research, or by rising market prices. In
any case, these would be treasonsfor profitability and ultimately the
reasons for changing capital, that is, for institutional changes.
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CAPITAL AND CHANGE

Recognizing capital as embodied technology leads to a consideration of
whether changes in output of an economy can be explaongd by
changes in capital. | am speaking here ofeth@ostrealization of a change

in output which would clearly be the case when there is a substantial inter-
generational change in the type of output — such as might occur when the
automobile industry changes from gasoline engines to electric motors. We
already know about the substantial retooling necessary to bring out a new
model of the present type of automobile oufput. To advance the argument
for a capital-based explanation of secular changes in output, we should ask:
Are there any other bases for the accomplishment of a change in output?
Clearly, we could say that desirability of a different output should affect its
being produced. Unfortunately, desirability would not be an adequate
explanation because desirability is neither necessary nor sufficient even
when it may appear that we have the theoretical capability. Clearly,
desirability is not sufficient when we do not have even the theoretical
capabilities of a different output. To see that it may not be sufficient we
need only observe one occasion where it is not, although we have the
‘know-how’. As long as one is willing to recognize real time, it is easy to
find such examples. The usual problem is not how to produce a desirable
good but how to mass-produce it. The American space shuttle programme
is replete with examples of goods that are produced as one-only items that
would be useful if mass-produced. Today, the most important is the fuel
cell that can produce electrical energy with virtually no pollution and a
very low cost of operation. The fact that such items can be produced (albeit
at an extremely high cost) only makes it frustrating that the means of mass-
producing them has not been found. Sometimes it takes decades before
such one-only items in the space programme see their way to the mass
consumer market. This is a problem of implementation rather than
knowledge.

TOWARDS A THEORY OF SOCIAL CHANGE

To many anti-neoclassical economists my naive arguments in this chapter
would not seem to be very amazing since much of it goes against the
neoclassical theory of the textbooks. Technology is always assumed to be
‘given’ in Marshallian models. The questions of capital theory are always
in terms of theguantity of homogeneous capital, and technology is always
something independent and exogenous. The role of capital in the growth of
technology and the development of new and different goods is central to
both economic theory and economic history.
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On the basis of what | have said here it could be argued that capital NOTES

theory should be the foundation for all future improvements in economic
theory and perhaps even economic history. This is simply because the
growth of technology today is probably the most important aspect of the 2
modern economic decisions of economic institutions such as firms. As
many already agree, technology can no longer be considered exogenous; it
must be endogenous, that is, any theory of the firm, as an economic
institution, must also explain the growth of technology. 4

Most neoclassical theorists are unlikely to heed the call for a rethinking
of neoclassical capital theory. It is all too easy to retreat to the view that 5
capital is merely a commodity like any other and thus it is subject to
Marshall's Principle of Substitution (i.e. to the neoclassical maximization
hypothesis) and thus explainable as discussed in Chapters 2 and 3. So what
can be learned from this elementary exercise in dealing with Marshall’s
secular or inter-generational run? What | have said so far can be
generalized into a simple theory of social institutions. This simple theory
says that society’s institutions are, like the firm’s capital, embodiments of
society’s social technology. Social institutions are social capital. The
evidence of learning in society is the changing of social institutions through
simple change, more elaborate reforms, or even through revolution.
Although a revolution in the case of a firm means going out of business, it
need not mean that for the case of the society as a whole. Since technology
can always be viewed as merely accepted solutions, it follows that social
institutions are merely accepted solutions to standard social problems.
Without new problems there need not be any social change. Even though
the problems solved by the current institutions are no longer interesting, we
may still have solutions for them.

This chapter constitutes the results of my early study of institutions and
technological change. In retrospect, it does seem rather naive.
Nevertheless, it suggests some interesting ideas concerning an analogy
between the neoclassical theory of capital and a more general theory of
institutional change. And the awkwardness of my naive early views did
prompt me to learn more about social change and social institutions in
general. In the next chapter | present the results of my later explorations
into a more substantial view of the role of institutions in neoclassical
economic theory.

The remainder of this chapter is based on a paper | delivered to the Society for
the History of Technology meetings in 1967 [see Boland 1971].

One could easily see supporting evidence in the high degree of specialization
prevailing in today’s economy.

3 This is considered a low-level criterion of efficiency and requires only that the

firm find its optimum poinbn its production function — that is, it is not wasting
inputs.

Except in the case where to produce the new capital the technology of the
production of capital itself may have changed.

Until recently, every time there was an energy crisis, automotive executives
would point out that it takes at least four years to introduce a new model.
Executives of the Chrysler Corporation are now claiming that the lead time can
be reduced to less than two years.
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8 Knowledge and institutions in
economic theory

Though economic analysis and general reasoning are of wide
application, yet every age and every country has its own problems; and
every change in social conditions is likely to require a new
development of economic doctrines.

Alfred Marshall [1920/49, pp. 30-1]

The failure of economists to appreciate the transitory character of the
assumed constraints and to understand the source and direction of
these changing constraints is a fundamental handicap to further
development of economic theory.

Douglass North [1978, p. 963]

Knowledge and institutions in economic theotyl 3

dynamics is even sometimes alleged to be the ‘fatal flaw’ of neoclassical
theory [Robinson 1974].

So much has been made of this criticism over the last two decades that
those institutionalists among the anti-neoclassical group have turned their
attention from a study of the nature of institutions to the study of the
evolutionary aspects of any economy. So far, the institutionalists’ critical
programme of study — called ‘evolutionary economics’ — has failed to
persuade neoclassical economists to drop their ‘paradigm’. To the contrary,
many neoclassical theorists believe that the evolution of an economy’s
institutional setting can be explainadthin the neoclassical paradigm [e.qg.
Buchanan and Tullock 1962]. However, it would be misleading to suggest
that this is only a methodological dispute over the ability to ‘explain
within’. Underlying this question is a more fundamental theoretical issue
concerning the nature and role of institutions in neoclassical theory.

Here | will argue that the essence of the methodological dispute lies not
in the depths of sterile philosophy, but in the apparently contradictory roles
played by institutions in economic theory. On one hand (viz. in
neoclassical theory), institutions are tacit or given staditstraintswhich
ultimately define various equilibrium positions. On the other hand (viz. in
economic policy analysis), institutions are explicitly dynamic or active
instrumentsused either to facilitate or to prevent change. Both aspects of
institutions are explicitly recognized in Lance Davis and Douglass North
[1971]. Following Buchanan and Tullock, Davis and North distinguish

For more than six decades, neoclassical economics has been criticized for hetween theinstitutional environmentwhich includes the ‘legal ground

neglecting the social institutions that form the framework in which the
neoclassical economy functions. In North America the criticisms have
come from those economists who huddle under the banner of ‘institutional
economics’ and focus on the problem of explaining institutional change.
This chapter discusses the role of institutions in neoclassical economics.
Whether there is a problem with how neoclassical economics explains the
evolution of institutions is a question open to debate. Proponents of
neoclassical economics argue that since one can explain any institutional
setting and its evolution as merely the consequences of the logic of choice
(i.e. of optimization facing given constraints), our understanding of
institutions is merely another example of neoclassical analysis (e.g. James
Buchanan, Gordon Tullock and Douglass North).

The primary concern of some opponents of the neoclassical economics
has been to show that the pro-neoclassical view is simply false. In

particular, they have seen that advocates of the neoclassical view presume

that neoclassical choice theory can easily be made dynamic. Some
opponents go so far as to argue explicitly that this presumption is
completely unfounded [Shackle 1972; Hicks 1976]. The question of

rules’ that constrain on-going political and economic business, and the
institutional arrangementwhich provides a workable mechanism either for
operatingwithin the ground rules or for changing them. It will be shown
that any appearance of contradiction here can easily be overcome with an
explicit recognition of the relationship between institutions and knowledge.

I will argue here that since the neoclassical conception of an institution
(i.e. a short-run constraint) is inherently static, all attempts to promote and
defend the pro-neoclassical view will necessarily result in methodological
failures. Moreover, if neoclassical economics is ever going to be able to
explain the evolution of institutions then a broader view of institutions will
have to be developed. | think such a broader view is possible within
neoclassical economics. But, unless the dynamic nature of institutions is
properly explained, no explanation (neoclassical or institutional) of
evolutionary economics can ever succeed.

I will begin by presenting the neoclassical view of institutions, namely,
the one where institutions are merely some of the constraints facing the
optimizer. Specific attention will again be given to the Marshallian method
of dealing with the dynamics of constraints. Next, | will summarize from
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Chapter 7 my criticism of the adequacy of any neoclassical programme for
dealing with questions of dynamics. Then | will present a theory of the
nature and role of institutions designed to overcome the inadequacy of the
neoclassical approach to institutional dynandics. It will be based on an
explicit recognition of the relevant epistemological questions involved as
well as the instrumental aspects of institutions. Finally, | will explain the
essential relationships among time, knowledge and institutions.

THE NEOCLASSICAL VIEW OF INSTITUTIONS

Within neoclassical theory, aindogenouwariables are explained as the
logical consequences of self-interested rational choice, whereby one’s
choice may be limited by the similarly motivated rational choices of others
through any activity in the market. This form of rational choice involves
maximization (or minimization) of some objective function while facing
some given constraints. The nature of the constraints facing any
individual's choice may or may not be explained as a matter of his or her
past or irreversible decisions or those of other individuals. Those
constraints which are not considered a matter of choice caneaplzned
within neoclassical theory. Operative constraints which limit individuals’
choices (e.g. anything which is naturally given or beyond control, such as
the availability of resources, technology, and so forth) are by definition the
exogenouwariables of neoclassical thecty. Also by definition, any fixed
or exogenous variable can be seen to play a determining role (viz. in the
determination of the values of the endogenous variablgg)if changes in
that variable necessarily result in changes in the endogenous vafiables.
Neoclassical theory, of course, recognizes many exogenous variables,
including institutional or socially determined constraints such as legal
limits and property rights. The constraints facing amjividual's choice
include some ‘endogenous givens’ which are determined in concert with
the rational choices of other individuals; for example, the givens of
consumer theory include market-determined prices. In this sense, some of
any individual's constraintsare explained as the consequences of (the
equilibrium or concert of)all individuals’ choices. Moreover, any
constraint the establishment of which requires the (implicit) participation of
many individuals is in some sense an institution. For this reason, some
economists might consider a system of all market-determined prices to be
an institution whose function is to provide the decision-maker with a
‘summary of information about the production possibilities, resource
availabilities and preferences of all other decision-makers’ [see Koopmans
1957, p. 53]. However, the view that a price system is a social institution is
true (if at all)only in long-run equilibrium, the attainment of which may

[1 LAWRENCE A. BOLAND

Knowledge and institutions in economic theoiyl 5

take an unrealistic amount of time. More impeotddt,bé very
misleading to focus on pricesoaly ihetitutional constraint. The
tendency to do so persists because many emnwassitsately on
normativeview that priceshouldbe the only institutional constraint. As
a matter of positive economics, dealing with pbakimena — which
must exist in the short run — there are ititiengsthich constrain
individual choices (see Coase’s theorem). Whether or stiigthe exi
institutions can be explained away by assuming there are no incentives to
change them, because they are optimum, is the moot point discussed in this
chapter. Given any neoclassical model of the economy, if there are many
exogenous variables involved in the explanation of one or more
endogenous variables, then formally there are nengayxssib
explanations for observed changes in the endogeriess The
explanations formally differ only to the extentcho chvainges in
different exogenous variables are recognized assthe cause
In these terms one can identify many types of neoclassical explanations
which are distinguishable in terms of the method used éaleaith to d
the multiplicity of ‘causes’. At one extreme, we fipdoteh aghich
follows Walras and William Stanley Jevons in being concerned only with
the logical and mathematical adequacy of theécabootaksd? At the
other extreme is Marshall’'s approach, whicimdatioa flor virtually
all neoclassical theories of institutions.
When there are many possible causes, (causal) explama®o@ beco
very difficult methodological problem. And ased disisapters 2
and 3, solving this problem was the central purpose of Marshall's
Principles of Economicddis solution was based on an explicit recognition
of ‘the element of Time’ and its relationship withcailedt the
Principle of Continuity. As | explained beford¢erthprelsimes that
anything that can be varied in the given amount of time must yield to the
Principle of Substitution, that is, can be explaiateras aptimizing
choice. His solution is built on two assumptions. &simes away
changes in all variables which are impossibléstzit@straveather)
or for which there is not enough time to change them (such as cultural
traditions). Such variables cannot be explained with his Principle of
Substitution hence they are unexplained gixegsnous variables.
Note again, such ‘exogeneity’ may depend on tietiaracumdey
consideration. The second assumption is titde itoisgrdserder the
changeability of variables such that those that sgedomoraquickly
are explained before those that are more rigid. \BpeEfisall’'s
method of duration-ordered periods depends mmptian absut
dynamics, namely, about the rate at whieh Waeiailes could be
expected to change. The rigidity of capital stock relative to th@wariabil
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of labour is, of course, the hypothetical and only basis for the distinction
between the long and short periods.

Although many variables are to be objects of choice in Marshall’s long
period, that period is not without some givens. He specifically noted that
‘there are very gradual ... movements of long-run equilibrium prices caused
by the gradual growth of knowledge, of population and of [available]
capital, and the changing conditions of demand and supply’ as well as
changing social conditions ‘from one generation to another’ [Marshall
1920/49, p. 315]. There is nothing in Marshalfethodwhich prevents
any neoclassical economist from attempting to explain inter-generational
changes in such variables as long-run prices or the long-run distribution of
resource$. But, if the changes in the long-run variables are to be explained
as the results of changes in institutions (as elements of the ‘social
conditions’), the question is begged as to whether changes in the
institutions are themselves the result of additional applications of
Marshall's Principle of Substitution, that is, have the existing institutions
been chosen in the way that other endogenous variables are chosen (as
objects of optimization)? In other words, by including social conditions
among theendogenousvariables (i.e. among the objects of choice),
neoclassical economists are merely modifying Marshall’'s concept of a long
period without changing his neoclassical method. Whereas institutions (as
‘social conditions’) are among the exogenous givens in Marshall's long
period, they are considered endogenous variables in the modified long-
period analysis. In this manner, the modified long run forms the starting
point for the neoclassical view of institutions.

In all neoclassical analyses of endogenous institutions, the prevailing
institutional constraints are viewed as the outcomes of attempts to
minimize costs or maximize benefits for those individuals or groups who
are in a position to alter the institutions in the modified long run. Once the
institutional arrangement (or environment) has been established, it becomes
the set of ruling constraints on individual choices — at least in the short run.
In terms of the logic of choice, institutions are like capital, which by
definition is fixed in the short run and is the basis of the cost functions
facing the decision-maker. In the modified long run, when equilibrium has
been reached, the optimum institutional constraints as well as the optimum
amount of capital must have been chosen. The ultimate modified long-run
equilibrium values of all endogenous variables, including the institutional
constraints, are logically determined (for any given set of behavioural
assumptions) by the values of thecognizedexogenous variables that
cannot be considered the results of optimization (either because they are
difficult to change or their changes are beyond conérol).

As implied early in Marshall's book, every explanation requires the
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recognition of something exogenous [1920/4ClExuikr]3]. Since
Marshall's long-run explanation (of prices) assumes that institutions (as
‘social conditions’) are exogenously given, any apypcbantekes
them endogenous requires the recognition of slsmethisug exogen-
ous variable. For example, the primary exogdteous auglass
North’s neoclassical theory of institutional change e vdadis
‘ideology’. In particular, the evolution of inssttdidreseaxplained as
the result of ‘a fundamental change in ideologictivgejs9és, p.

974]. North adds that he sees ‘no way to account for this transformation
without the systematic study of the sociologydufekipwdg4]. Al-
though | can agree with this courageousitstedeidesteate method-

ological problems for the pro-neoclassicahigdewnbw turn.

A CRITIQUE OF NEOCLASSICAL THEORIES OF
INSTITUTIONAL CHANGE

Marshall cannot be blamed for the more recent tegdency amo
neoclassical economists to take institutions tbrlgraigetheory of
market prices, he did allow for the role of changing social conditions
(including institutions) in the explanationtofttad hiseconomy, that
is, of the inter-generational changes of loag-amd pitocations.
However, it must be recognized that to explain tb afypeods or
allocations, one musiveytiesrsocial conditions have changed. This
is because when changes in social conditione i@ exngenous (as
in the Marshallian long run), they are thereby deemed unexplamable
the economic model. However, if the only reasemnhenkbogenous
variables (such as long-run prices) tlmagsesocial conditions
changed, thematigesin the long-run endogenous variables remain
unexplained. It would seem, then, that déquaa adplanation of
long-run prices, the evolution of instituti@iats c@@rs short-run
optimization) must be explained. In othénemaadsnt concern for
institutions among neoclassical economists isynatlenenelbsity (nor
more neoclassical ‘imperialism’). It is a fuhdaeeoEological
requirement for a complete explanation of the alyloagriosn prices
and allocations.
There are two methodological aspects of neocdassic#] e
evolution of institutions which deserve criticedte@ First, as noted
in Chapter 6, every neoclassical explanation pegs(subgdh to
constraints) individuals always get what they want, that is, all individual
decision-makecsemsul As North observes, ‘Neoclassical theory
simply ignores the losers.” Although the presumption of successful
decision-making may seem plausible in most neoclagsies| ianal
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should be recognized that it implies that the individual decision-maker's A SIMPLE THEORY OF SOCIAL INSTITUTIONS
knowledge is always correct (or otherwise, how the required true
knowledge was acquired must be explained as well [see Hayek 1937/48]).
In Chapter 1 and elsewhere | noted that, since there is no inductive logic,
there is no way to guarantee that the knowledge which is essential for
successful decision-making is always true. Moreover, an induction-based
knowledge involves a very static (since it is timeless) concept of
knowledge, one which begs the question as to why there should ever be a
change inlong-run variables. This methodological problem can be
overcome by explicitly recognizing the role of the decision-maker’s
knowledge and by recognizing that changes are usually the result of
systematic failures due to reliance on false knowledge, rather than of
systematic successes based on necessarily true knowledge.

Second, if the ultimate basis for any explanation of the changes of the
institutional constraints i®utsidethe neoclassical explanation, then the

pro-neoclassical view cannot be sustained. As noted before, to avoid : . .
. . ) . ; - the knowledge available to a decision-maker and the methodological role
circularity every explanation of any set of variables requires the recognition L . S
of institutions are not independent. The reason is simple. One of the roles

of one or more exogenous variables. It should be obvious, then, that L . : :
. ) . . . . that institutions play is to create knowledge and information for the
without a change in at least one exogenous variable (e.g. in an ideological .

L , . ; - individual decision-maker. In particular, institutions provide social
perspective in North’s theory), the long-run neoclassical economy is static,

. . . . knowledge which may be needed fimteraction with other individual
since there is no reason for a change in the endogenous variables (such as

institutional constraints) once the optimum values of the institutional decision-makerS. Thus, the following theory of institutions emphasizes the

‘constraints’ have been successfully established. If, for example, the primary role of social institutions, namely, to institutionalize social
L : TR ’ knowledge. However, for an adequate dynamic theory, | will avoid the
optimizing changes in the endogenous constraint variables are to be

) : : . presumption of successful decision-making; thus, in particular, 1 will not
explained as the result of changes in the exogenous ideology variable, then ; : :
- ) , : L . assume that the social knowledge is correct, even though it may be durable.
by definition of ‘exogenous’ (not explainedithin), that change in

ideology must be explainedutside the neoclassical explanation of But | go too fast. Let me proceed very deliberately by putting my theory in

institutions — an exogenous ideology cannot be an object of optimizing the form of explicit propositions.

choice. But even worse, if one wishes to make ideology an endogenous  Proposition 1 All sociological acts are based on expectations of
variable in a neoclassical model, then another new exogenous variable expectations. Specifically, all interactive decigionohadsnthe
must be invented. Of course, having to invent a stream of new exogenous actor's knowledge of the other individuals’ Kdowledge.
variables as the neoclassical programme progresses merely means that on
is marching down the long road of the infinite regress.

Although | can agree with the view of North and others that the evolution
of institutions can be explained, | cannot agree that a neoclassical
programme by itself is methodologically sufficient. An adequate
explanation of dynamics must recognize all limitations on successful
decision-making as well as the essential role of knowledge. More
important, an adequate explanation of the evolution of institutions must be
based on a theory which explicitly gives institutions a broader role than is
allowed by seeing them as merely static constraints on the choices of any
individual decision-maker. | will outline a theory of institutions which will
form a basis for an adequate explanation of institutional dynamics.
Although my theory will not necessitate giving up the fundamental
assumption of rational decision-making, it will show that all neoclassical
theories of institutionathangeare very special cases.

To begin, | would like to note that the critical issues of the adequacy of

rhe significance of this proposition lies primarily in the conceivable alter-
natives, such as the actor’s direct questioning of the other indivitluals.

These methodological considerations reveal, | think, the inherent
poverty of every neoclassical programme for explainingetaution of Proposition 2  All social problems result from conflicts over
the organizational structure (institutions) of an economy as the dynamic expectations (or knowledge), which in turn rethdt frokn of
consequences of constrained optimization. Specifically, these acceptable limits on the range of expectations (at either source).

considerations call into question the adequacy of the decision-maker’'s
knowledge by questioning the presumed success of the intended
optimization. They also question the neoclassical view of the nature of
institutions which, for methodological reasons, views themstadic
constraintsfacing the short-run optimizer.

The significance of this proposition is dependent on the first and would
mean little without it. Since most of our everyday experience involves
previouslysolvedsocial problems, it would be fairly difficult to give a pure

description of any social problem apart from its assumed solution. Thus, |
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turn directly to solved social problems.

It should be clear that, based on the second proposition, all solutions to
social problems involve the limits on expectations. There are basically two
different ways of limiting expectations: (1) narrowing the range of possible
options (with prohibitions, taboos, and so forth), and (2) increasing the
likelihood of particular possible options (with norms, standards, guides,
conventions, and so forth). This brings me to my third, fourth and fifth
propositions.

Proposition 3 All social institutions exist to solve social problems.

Proposition 4 All social institutions can be divided into two categories:
consensus institutien which exist as socially accepted solutions to
specific problems (or to a set of problems), aodcrete institutions
which exist to solve social problems resulting from relying on consensus
institutions (e.g. common agreements) to solve problems.

Proposition 5 All concrete institutions are attempts to manifest the
extent of a society’s learning, that is, they are a society’s social
knowledge.

And, as a corollary of the fifth proposition, | note:

Proposition 5a The sole job of a concrete institution is to represent a
given particular consensus institution (or system of institutions).

There are many examples of concrete institutions; the American
Constitution is the most obvious, and legal contracts are the most common.
Consensus institutions are much less obvious, but one can identify all
‘unwritten laws’ and ‘gentlemen’s agreements’ as common exarmples.

Propositions 1, 2 and 3 form a static theory of institutions. That is, one
can explain the existence of an institution by explaining the problem for
which the institution was intended to be (or accepted as) a soldtion. Such
problems include those discussed by North and others. One can also
explain the continuance of the institutions by explaining the current
problem for which the members of the sociétynk the institution is a
solution. In both cases the individual members may be mistaken, either in
terms of the competence of the solution (as it may not do the job) or in
terms of the realities of the problem (it may be a false problem or an
impossible one to solve).

The addition of Propositions 4, 5 and 5a allows for a dynamic theory of
institutions. More technically, these propositions form what has been called
‘institutional individualism’ [see Agassi 1974; Boland 1982a, Chapter 2]. If
all institutions are considered to lessentiallyof the consensus type, it
would lead to the view which Agassi called ‘psychologistic individualism’.
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If all institutions were viewedsagntiallyconcrete, it would lead to the
view called ‘institutional holism’ (sometinieslleitisism’). 14
The theory formed here views institutionscas\siains which
can be influenced by individual members oétthdwgoaihich also
extend (in terms of time or space) beyond tladsiadidithereby can
influence the individuals either as constraimétramasts of change.
How the institutions can be influenced depends on the institutions designed
to deal with that problem (such as election rules). This theory can best be
understood in terms of a sequence of events or steps.

Step 1. A society faces a problem for which there is at least one
conceivable solution.

Step 2. A consensus is formed around one particular solution, thereby
establishing a consensus institution.

The establishment of the consensus may depend on a political process.
In the modern urban world, a consensus is virtually impossible to achieve.
One can easily see that the institutions of political parties and platforms are
parts of a solution to the problem of forming a consensus. Specifically, a
platform ties together a set of problems for each of which a consensus for a
particular solution cannot be obtained. To construct a consensus, every
party member agrees to support all planks in the platform, even though he
or she may not be interested in every plank.

Step 3. It is recognized that the solution of Step 2 has inherent
methodological difficulties because a consensus institution is limited in
terms of space and time.

In particular, the solution of Step 2 will be limited to the members that
form the consensus in terms of both their life-span and their number. For
example, in this semester’'s seminar, everyone may know what to expect of
one another in terms of operating rules, but next semester (or in any other
seminar at the same time) there will be a new set of students who may not
know what to expect. Thus, every semester a new consensus will have to be
reached. The fact that there is no carry-over from one period (or place) to
another is in effect another social problem for which some form of
durability is the only solution.

Step 4. The society establishes a concrete institution to represent the
consensus of Step 2; however, the durability or concreteness of the
institution is merely another consensus institution.

Durability is the essential ingredient for a truly dynamic model, even if the
durability is not exogenous.
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Step 5. In the future, the succeeding consensus is formed partly as a
result of the existing concrete institutions and partly as a result of the
existing social problems, and so forth.

In other words, when Step 4 has been reached, the succeeding generation

are taught how to solviheir social problems by teaching them about the
existing (concrete) institutions. Of course, the process involves to a great
extent teaching them what their problems ‘are’. Note that concreteness may
present other social problems, which in turn are solved by a higher level of
concrete institutions (e.g. an ombudsman). Some societies may wish to
prevent any further changes. Others may design their institutions so that
they can be easily altered in order to be able to adapt to changing
circumstances. Whether a concrete institution actually possesses the
intended durability is an important question of dynamics, but the form of
concreteness is still only a consensus institution. In other words, concrete
institutions continue to exist only because we allow them to exist. As
individuals, we can choose to ignore them or persuade others to ignore
them. There may be certain social or personal costs involved in such a
stance, but it clearly is an option open to every member of a society.

Clearly, with this theory the question of social change becomes very
delicate because of the seemingly indeterminate nature of the structural
relationship between problems and solutions at both static and dynamic
levels. The structural relationship at issue is an instance of ‘circular
causation’. Simultaneously, in the process of teaching (or socializing) new
members of a society, the prior existence of an institutionalized solution is
used as evidence of the importance of certain social problems, but the
existence of the solution is in turn justified on the basis of the prior
existence of the social problem. Such a symbiotic relationship may lead to
a very static society if the ‘elders’ are skilled at socializing. It also raises
certain difficulties with regard to the concept of a change in ‘social
conditions’, including the existing institutions. My presentation of a
hypothetical sequence which would lead to a concrete institution presumed
the existence of a consensus institution. But, given the symbiotic
relationship, can the consensus institution be changghdut a change in
the concrete institution?

This methodological problem for the explanation of social change is
usually avoided, but not solved, in one of two ways. The first way to avoid
‘circular causation’ is to view all concrete institutions (such as the laws that
constrain individual choices) as tloaly real institutions. Although this
view has the advantage of being clear-cut and more appealing to common

sense, it also has the methodological disadvantage of leading its proponents

to view all matters of social change as mattersrdy power politics. But
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more important, this view of institutions is inheren@ncstatie
institutions have been established, there ealnnstitadional change,

hence changes in other endogenous variables cannot be explained within

the given institutional structure. This view's static nature, combined with
its emphasis on power politics, leads its proponents to make political
mistakes. For example, this view's proponents often oppose the
establishment of an undesirable (concrete) institution because they fear the
rigidity of its concreteness even though it can usually be shown that a
concrete institution (such as a written rule) is easier to change than a
consensus institution (an unwritten rulg).

The second way to avoid the problem of ‘circular causation’ is to say
that consensus institutions (which underlie any concrete institutions) are
the only real institutions. Moreover, there may be more than one way to
represent a consensus institution; thus, changes in concrete institutions do
not imply changes in consensus institutions or social conditions. This
alternative has the advantage of avoiding collectivist dogma, but the
disadvantage of viewing all social change entirely as a matter of persuasion
(such as ‘Madison Avenue’ advertising techniques). Of course, with this
view, changes in social conditions are very slow whenever communication
is very controlled (e.g. ‘one should not talk about such things’). But there is
a more serious methodological problem. It is virtually impossible to know
when a consensus institution has changed, and thus an operational
explanation of social change becomes impossible. Any theory (such as
Marshall’s) which explains long-run changes in prices as the consequences
of changes in social conditions (consensus institutions) is inherently
untestable!

Neoclassical theories of institutional change can be seen to be variants
of the theory represented by Propositions 1 through 5a. But being basically
concerned with the individual decision-maker, every neoclassical theory
would have to view real changes as those in consensus institutions;
however, such changes may (have to) be brought about by changes in
concrete institutions. It should be clear that most modern societies provide
specific institutions which make orderly changes or the creation of other
institutions possible. The legislative bodies of most Western democracies
are an example. In fact, the changeability of any institution is a problem for
which the rigidity of other institutions provides the solution. It should be
noted that those institutions whose role is to provide information (such as
norms, guidelines and legal limits) are effective only to the extent that they
are stable. Thus, the changeability of such institutions compromises their
knowledge role [see further, Newman 1976].

The critical issue with any neoclassical variant, as noted earlier, is
whether a chosen concrete institution is, in fact, a successful representation
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of a given consensus institution (e.g. whether it adequately represents the
given ideology). Kenneth Arrow’s (im)possibility theorem [1951/63] might
easily be seen as an argument against the possibility of (complete) success
in every social situation. Specifically, one cannot guarantee a successful
social decision mechanism (a concrete institution) which will always
represent the society’s welfare function (a consensus institution).

Similarly, there is the critical issue of the adequacy of the solution over
which the consensus is formed. Does the given ideology, for example,
solve the social problems that exist? People thank the market system
can solve all social problems, but that does not prove that it can. Itis only a
conjecture, the truth of which is neither proven nor provable. For example,
Arrow [1974] has argued that one essential ingredient for social interaction
(which includes doing business in the market as well as within the firm) is
simple trust but the existence of a market for trust would be a virtual
contradiction.
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response variations but only cover up tiséefadticalgy to explain
them accurkely.
In this chapter | have extended this dyridaigeikeoaviedge to
the question of institutions. | have arguédtitives prsvide essential
knowledge to individual decision-makers. If thatnaskiutieledge is
false, there is another reason for change. The ooy lubtigemm
institutional knowledge and knowledge in gbagrdieidormer (like
capital) takes longer to change. In other wordsalinstdutiedge
may be durable, and its durability may create problems. Even though an
institution may successfully represemsiecigelkthat is true for one
period of time, its durability may extend tbfar pehich it is false.
Thus, since institutional knowledge is digalikelyitto be false.
Moreover, the existence of false institutioealgknisnd reason for
change and, because change takes time, false &reowtatgeriing

reason why the success assumption of neoclassical explanations is often

unrealistic.

TIME, KNOWLEDGE AND SUCCESSFUL INSTITUTIONS

The neoclassical programme for explaining the evolution of an economy’s
institutions is quite compatible with my simple theory of the epistemologi-
cal role of institutions. However, once one recognizes that neoclassical
programmes (Marshallian or otherwise) presuswecessfuldecision-
making and hence, for continuing success over time, that every individual
must possess correct knowledge (which includes accurate representations
of relevant consensus institutions), it becomes clear that a neoclassical
theory is a special case of my version of institutionalism presented here.
That is, in my theory, when the consensus institutions do succeed in
accurately representing those solutions, then (and only then) are my theory
and a neoclassical theory of institutional change completely compatible.
Neoclassical theories are incompatible with my theory whenever any
individual’s knowledge is not correct (i.e. not true). But, incompatibility is
not the important issue here. As has been argued elsewhere [e.g. Hayek
1937/48; Hicks 1976], the existence of false knowledge is an essential
ingredient in any dynamic theory of economic decision-making. If all
knowledge were true (including knowledge about the future), then there
would be no reason for (disequilibrium) change without changes in one or
more exogenous givens. If one is going to explain change, the source of the
change cannot be exogenous. Thus, it has been argued, dynamic theories
must recognize false knowledge (and explain why it might be false).
Furthermore, a theory of dynamic behaviour must specifysyiseematic
way each individual responds to the discovery that his or her knowledge is
false. Stochastic theories, their popularity notwithstanding, dextin

In this part | have discussed three widely recognized but allegedly

neglected elements in neoclassical economics. To the extent that these

elements are essential, proper consideration ofuhadyn icgrove
neoclassical explanations. In the next three khaptediscuss
additional ways by which new elements might béeaatiudkethem

represents a major departure from neoclassical methodology but it will

remain an open question whether they reprebémivepossi for the
possible repair of neoclassical theory. | will Kkegoestltdearly
wished to recognize missing elements in Manshait's wbich
would make long-run equilibrium explanatiomscatbes.pAnd as
always one can find lurking about proponents of thecafisijyedo
give neoclassical economics a transfusionogy psychake it
realistic. Into these murky waters | will venagd theaddress the
methodology of the individual decision-maker on the lyobunesew
introduced in Chapter 6. Each chapter inelairagtzat there is one or
more missing elements in every neoclassical explanation.

NOTES

1 This theory of institutions was developed in an undergraduate sociology class
that | taught in 1968. It was subsequently reported in Boland [1979b] and is
partially reprinted here by special permission of the copyright holder, the
Association for Evolutionary Economics.

2 Exogeneity is, of course, defined as the purported intrinsic property of certain
variables of a modekithin which they cannot be explainéice. they are not
influenced by changes in endogenous or other exogenous variables of the
model).
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For a more detailed discussion of the methodological role of exogeneity and the
requirements of determinant explanations, see Boland [1989, Chapter 6].
Consequently, in terms of the logic of solvability, it does not matter whether a
formal constraint is socially given or is a parameter of nature (e.g. available
resources).

To avoid circularity, it must be remembered that there still have to be some
givens which do not endogenously change within or with the generation.

For the given values of the exogenous variables, if the current choices of values
for the endogenous variables are such that there exist incentives for changes in
any endogenous variables, then the (modified) long-run equilibrium has not
been reached.

For more on the methodological question of explaining dynamics, see Boland
[1982a, Chapter 6] and for a discussion of the technical requirements of
explanation as distinguished from description, see Boland [1989, Chapter 6].

| say ‘methodological aspects’ to distinguish them from empirical aspects, such
as the truth of the assumptions about the relative variability of the givens used
to distinguish the short run from the long run.

The equilibrium price system is one instance of such a social institution; other
institutions include the laws governing trade and advertising practices and tax
laws. The extent to which the social knowledge provided (such as norms,
guidelines and legal limits) is necessary is directly related to the power of the
institution.

Such a situation was recognized by Plato in his dialogue ‘Laches’. It is
observed at the beginning that ‘some laugh at the very notion of consulting
others, and when they are asked will not say what they think. They guess at the
wishes of the person who asks them, and answer according to his, and not
according to their own, opinion.’

Clearly, it does not attempt to be relevant for the explanation of the observed
behaviour of a hermit or anyone else who opts out of a society (although it
would apply to a group that opts out). In other words, it does not attempt to
apply to an asocial situation.

In correspondence, Ludwig Lachmann noted to me that he offered a similar
theory of social institutions in his 1970 book. His illustration of the differences
between consensus and concrete institutions is the difference between ‘the
market’ and the stock exchange.

Of course, not all solutions are invented or designed — some may be
‘discovered’.

Let me define these two different views of éixlanatoryrelationship between
institutions and individuals. Psychologistic individualism is the methodological
requirement that says all explanations of institutions must recognize that only
individuals can make decisions and that the only exogenous variables allowed
are nature-given, including the psychological states of the decision-makers.
Institutional holism would allow other exogenous variables such as the ‘destiny
of the nation’, class interest, etc. In the extreme, institutional holism would
deny a role for the individual in determining the social outcomes [e.g. Sraffa
1960].

It is commonly thought that if an explanation is not psychologistic-individu-
alist then it is ‘holist’ (or ‘collectivist’). This is a mistake. The distinctions to be
drawn are between individualism and holism and between psychologism and
institutionalism. This means that there are four distinct views. Economists since
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Schumpeter use the term ‘methodeidgiabidrimdio actually mean the
stronger psychologistic individualism. It wouldobeedmse the term
‘institutional individualism’ to irtdc&tert of individualism that allows
exogenous variables beyond the limits gfveaturahd psychological
states of the individual.
15 Similarly, when in power, this viewehigreyasie much time or many
resources on superficial changes, that is, on thdmngehi@toncrete)
appearances without altering tigeconderigins.
16 For a more elaborate discussiondufltigécaigitablems with stochasti-
cism in economic models, see Boland [1982g, Bigpt&h@pters 1, 7
and 8].
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9 The foundations of Keynes’
methodology

By ‘uncertain’ knowledge ... | do not mean merely to distinguish what
is known for certain from what is only probable... Even the weather is
only moderately uncertain. The sense in which | am using the term is
that in which the prospect of a European war is uncertain, or the price
of copper ... twenty years hence... About these matters there is no
scientific basis on which to form any calculable probability whatever.
We simply do not know...

| accuse the classical economic theory of being itself one of these
pretty, polite techniques which tries to deal with the present by
abstracting from the fact that we know very little about the future.

John Maynard Keynes [1937, pp. 214-15]

Liquidity is freedom. When a firm takes action that diminishes its
liquidity, it diminishes its freedom; for it exposes itself to the risk that
it will have diminished, or retarded, its ability to respond to future
opportunities. This applies both within the financial sphere and
outside. | have myself become convinced that it is outside the financial
sphere (very inadequately considered, in relation to liquidity, by
Keynes) that liquidity is potentially of the greater importance...
Liquidity preference, for the financial firm, is a matter of marginal
adjustments, as Keynes very rightly saw. But the liquidity problem of
the non-financial firm is not, as a rule, a matter of marginal
adjustments.
John Hicks [1979, pp. 94-5]

Generality pursued too avidly leads to emptiness. As scientists we
must be willing to live dangerously. What we must seek is no
inadmissible specialisations and no unnecessary generality.

Paul Samuelson [1950, p. 374]

Keynes said that the readers of his book would have to endure a ‘struggle
of escape’ if his critical assault upon them was to be successful. This
chapter is about his ‘assault’ strategy, its comportment relative to common
views of what Keynes was trying to do, and its logical possibilities of
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success.
Marshallian neoclassical method of economic analysis, we will have to also
give some more time to considering the essentials of Marshall’s methods in
order to determine where Keynes might have thought he was placing the
most telling blowst

GENERAL VS SPECIAL CASES

The claimed thrust of Keynes' assault was to show that ‘classical

economic theory was merely one special case on a more general continuum
of possible cases. Unfortunately, this way of presenting his assault can be

very misleading. Whenever we are dealing with formal models we are
always dealing with arbitrary frameworks defined in terms of specified sets
of variables. What may be a special case in one framework of given

exogenous and endogenous variables can often be seen as the general case

in another merely by rearranging the allocation of those variables between

being considered endogenous or exogenous. | think the arguments of

‘Keynesian’ economists such as Patinkin [1956] demonstrate this. As long
as the only variables allowed are natural givens and the aims of individuals
(i.e. no social variables are allowed if they are not reducible to the logical
consequences of individual choices), their interpretation of Keynes’

‘general vs special’ case argument will always see Keynes’ assault as a

failure.

For Keynes, generality refers to a methodological-cum-historical
continuum. On this continuum any current state of equilibrium is a special
case, as it is merely one point on a historical-time continuum. Similarly,
any realistic state of disequilibrium is also just a specific point on that
continuum. A state of disequilibrium is more general in the sense that there
are many more possible states of disequilibrium than there are possible
states of equilibrium.

In the other camp, which includes followers of Marshall and the so-
called Keynesian Counter-revolutionaries [see Clower 1965], generality is
seen differently because they are referring to a different continuum. It is
different because Marshall's method of explanation uses a logical
continuum of time periods which runs from a zero point at the left end
representing an infinitely small instant to a point at the right end
representing an infinitely long period of time. In between the extremes are
his various temporal perspectives — ‘market periods’, ‘short periods’, ‘long
periods’ and the inter-generational ‘secular’ periods. For Marshallian

advocates of neoclassical economics, whenever one is considering points

further to the right one is automatically considering periods of time which
allow more and more variability — that is, which allow for more time for all
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Since Keynes was arguing against the then predominant
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variables to change. When we are discussing Keyneshasstarit it is

for us to keep the Marshallian logical contimdusinicenit is directly

relevant to the significance of the ‘genesdloasspdebate and it is

indirectly but more fundamentally relevant to thel ibtslleround
against which Keynes was directing his assault.

Since a longer time period is being considered whenever one adopts a
methodological perspective further to the right on Marshall’'s continuum,
more and more variables can be made endogenous instead of exogenous —

that is, more variables can be considered to have beby chosen
maximizing individuals whenever there has beemre etiougtd tto
make any needed adjustments or ‘substisaibia’sfialls term).
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Figure 9.1 Observable levels of employment

If we leave aside the long-run temporal aspects of Marshall's
continuum, and instead maintain a market-run perspective, then we can
appreciate a different continuum. Specifically, the typical labour market
can be seen to form a continuum of prices (see Figure 9.1). At any point in
time a wage-rate and a level of employment will be observed. Observable
points (i.e. points representing levels of actual employment at the going
wage rate) will be located on the demand curve whenever the wage rate is
above the equilibrium rate and they will be on the supply curve when it is
below that rate. Along the continuum of observable levels of employment,
the maximum observable level of employment (without exploitation) will
be that one point where demand equals supply. Thus, there is then a
continuum running from high wage rates to low rates with just one rate
being the equilibrium rate.
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GENERALITY FROM KEYNES' VIEWPOINT

Keynes’ argument was more than a petty dispute over historical vs logical
time-continuum viewpoints. He argued that there are important non-
individualist, non-natural givens facing the real-time individual decision-
maker. A main thrust of Keynes’ argument is that these short-run ‘macro’
variables are necessary for adequate explanations even in the usual
neoclassical micro model. In particular, there are ‘aggregate’ variables such
as GNP, the general price level and expectations which do not depend on
any specific individual's psychological state but on the behaviour and
expectations of all other individuals. At any point of time these are
contemporaneously determined variables which the individual cannot
choose, yet they are variables whose states affect the decisions made.

Keynes' concept of generality seems to rest, then, on the methodological
position that considers a model with maeogenougyivens to be more
general. Any methodological strategy that restricts the list of permitted ex-
ogenous variables would be considered a ‘special case’ in Keynes’ classical
framework. This is contrary to the usual neoclassical perspective which
measures generality by the numbeenflogenousariables explained.

Whenever enough time is allowed in any neoclassical model, all
variables, including ‘aggregate’ variables, can be shown to be the ultimate
result of individual choice. But it is also important to realize that in
Keynes’ argument no amount of realistic time would ever be sufficient to
explain ‘aggregate’ variables away as the neoclassical methodologists
would have us do. So it is important to keep Keynes’ arguments restricted
to the Marshallian ‘short run’ since the definition of that time period
requires the needed exogeneity of variables.

NEOCLASSICAL METHODOLOGY AND PSYCHOLOGISTIC
INDIVIDUALISM

It is a central methodological feature of any neoclassical theory that the
only exogenous variables allowed are those natural constraints such as
resource availability and naturally given psychological states of individuals

such as their tastes or preferences. This limitation on acceptable exogenous

variables is much stronger than mere ‘methodological individualism’ which
requires only that neoclassical explanations be individualist — that is, be
based on the notion that only individuals make decisions. As | noted in
Chapter 8, the stronger version, which is called ‘psychologistic
individualism’, should not be confused with individualisper se
Individualism per se does not require any commitment to reduce all
economic explanations to matters of psychology as John Stuart Mill [1843]
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would have us d8.

Neoclassical economics can accommodate psychologistic individualism
only in long-run explanations. In the neoclassical short run, according to
psychologistic individualism, all non-natural variables may be considered
‘exogenous’ only temporarily as an arbitrary matter of methodological
perspective. For example, in a short-run model one will see many variables
that cannot be changed in the short run (e.g. available capital, technical
knowledge, the income distribution, the interest rate, the market structure,
etc.) and that are thus exogenous constraints for the individual decision-
maker. Such a short-run perspective can never be an adequate neoclassical
explanation since neoclassical methodology requires that all such
temporary, non-individualist variables be transformed into endogenous
variables by simply broadening one’s logical-time horizons. As a
consequence, the only acceptable neoclassical explanation will be a long-
run model in which it is logically possible to reduce all endogenous
variables to matters of individual choice guided by psychologically given
aims [e.g. Lucas 1980].

In any Marshallian long-run model everything will be in equilibrium
because there will not be any non-natural constraints artificially preventing
the individual from adjusting his or her situation to its optimum. Often any
short-run constraints that are neither non-natural nor non-individualist will
be explained away as being the results of past (optimizing) choices. In
neoclassical methodology, disequilibria caused by intervening constraints
are either temporary states of affairs or they are illusions [see further,
Archibald and Lipsey 1958]. In any neoclassical model, a disequilibrium is
temporary merely because enough time has not been allowed to pass for the
relaxation of the intervening non-natural constraits. As | discussed in
Chapter 5, a disequilibrium will be an illusion in Coase’s sense whenever
one can show that it is really an equilibrium and that its reality would be
apparent if we were to properly perceive that the intervening constraints are
the logical consequences of the natural givens (viz. of externalities).

It is unfortunate that most neoclassical economists confuse psychologis-
tic individualism with methodological individualism and the situation is not
helped by Keynes’ reliance on such things as subjective probabilities.
Referring to his theory of the consumption function, he says, ‘This psycho-
logical law was of the utmost importance in the development of my own
thought’ [1937, p. 220]. But perhaps Keynes' insistence on taking a
psychologistic view of decision-making is only because he wants his criti-
cism accepted. In particular, he wants to avoid its being automatically
rejected by proponents of neoclassical economics. He surely realized that it
is all too easy for them to think his view might entail the abandonment of
neoclassical theory.
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KEYNES' MACRO-VARIABLES VS NEOCLASSICAL
INDIVIDUALISM

Keynes implicit insistence on a necessary role for macro-variables in the
explanation of individual decision-makers could create methodological
problems for any ‘counter-revolutionary’ Keynesian model. Macroeco-
nomic variables (those whose values depend on the behaviour of all
individuals in the economy) do not present a problem if we restrict our
analysis to long-run equilibria. But this requirement supposedly leads to
highly unrealistic models (‘in the long run we are all dead’) and thus the
need to look at short-run models. The important question here is whether
restricting economics to short-run models necessarily violates the require-
ments of methodological individualism.

To say that Keynes insists on a short-run perspective for economic
explanations is not to criticize Keynes for not being individualistic. In a
very important way he was more individualistic than typical neoclassical
economists. As Spiro Latsis [1972] has argued, the neoclassical
maximization model suffers from not truly allowing free choice by the
individual decision-makers in question. If an individual in the long-run
equilibrium is given a utility function by nature and the constraints are also
given by nature, the choice option which maximizes utility is
mathematically predetermined and only needs to be found by the
individual. There is no free choice in long-run equilibrium. The only
question is whether the individual is smart enough to know when his or her
utility is maximum. Of course, the concept of ‘constrained maximization’
has always had its methodological problems.

THE MARSHALLIAN BACKGROUND OF CONSTRAINED-
OPTIMIZATION METHODOLOGY

Latsis’ view of neoclassical methodology may be too severe. Nevertheless,
there is a difficulty with any neoclassical framework which makes
‘constrained maximization’ the keystone, and this difficulty is a concern of
Keynes' assault. The difficulty is that with a neoclassical model one cannot
explain the existence of ‘liquidity’. In neoclassical maximization models
all optima are necessarily points on a boundary formed by the natural
constraints, much as the textbook Production Possibilities Curve (PPC)
forms the upper bound on the possible mixes of output combinations
limited only by the available resources and technologies (see Figure 9.2).
We are to explain the state of an economy by showing that the economy is
at a pointon such a boundary (poif®) and that theshapeof that boundary

(viz. its slope) at the chosen point explains prices. Why would anyone want
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to be on the boundary of their capabilities? This question, we shall see,
reveals the importance of Keynes’ idea of ‘liquidity’. What if an individual
chose some degree of ‘liquidity’? By choosing to have liquidity individuals
deliberately choose not to operate on the boundary of production
possibilities. But, most important, there is no way to rationalize the choice
of liquidity in a neoclassical framework since the existence of liquidity
itself is inconsistent with maximization (as maximization requires being on
the boundary).

Yi

PPC

= xY

Figure 9.2 Production possibilities curve

Before | examine the idea of liquidity | need to reconsider Marshall's
world without the phenomenon of liquidity — namely, the textbook world of
Marshallian-neoclassical maximization where all predictions and
explanations are based on one or more boundary functions. | will do so by
briefly looking at the object of Keynes’ assault: Marshall's methodological
approach to economic explanations. As | discussed in Chapters 2 and 3,
Marshall's methodology is quite straightforward and involves the
application of the Principle of Substitution subject to the requirements of
the Principle of Continuity in his economic explanations. Recall again that
the Principle of Substitution merely says that every individual makes a
choice between options by selecting the one option which maximizes a
given objective function. The Principle of Continuity is co-requisite with
the other principle because deliberate maximization presumes that the
options lie on a continuum. Any finite endpoint usually represents one of
the constraints facing the individual decision-maker. The chosen option
must not be at one of the endpoints of that continuum — that is, the chosen
(maximizing) option must be somewhere between the endpoints. If the
optimum were at an endpoint it would not be clear whether the chosen
option was the most desirable or simply accepted.
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While Marshall’'s methodology of explanation can easily be based on his
two principles, the task of using it runs into some procedural difficulties.
One cannot explain everything in the universe all at once. Every
maximization situation involves constraints of which some are irrelevant
endpoints and others merely define the situation. For example, in the
consumer maximization model, the budget line is a constraint but is not
always an exogenous variable. Given enough time, the individual consumer
chooses it, too [cf. Clower 1965]. So, as | have noted before, Marshall’s
strategy is to lay out a continuum consisting of ever longer time periods in
which more variables become endogenous. Again, it needs to be pointed
out that when discussing long-run decisions — those which require a lot of
time — the firm will always be in a position where it has been able to
optimize with respect to the shorter-run variables. One might say that
Marshall's explanatory methodology is all a matter of peeling the temporal
onion.

Available capital

Available labour
Figure 9.3 Edgeworth—-Bowley box

The Marshallian Principle of Substitution methodology always
considers the decision-maker to be facing something like a short-run
production possibilities curve. The curve forms a continuum and its
position is limited by given constraints. Note that the PPC represents the
Pareto-optimal allocations of fixed resources which can be represented in a
two-factor world by the height and width of an Edgeworth—Bowley box
(see Figure 9.3). Specifically, it is a one-to-one mapping between the points
on a locus of tangency points between two opposing production iso-quant
maps and points on the PPC representing the (maximum) output levels
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point on the PPC, the corresponding point on ttengpensies in the
Edgeworth—Bowley box must have been chosem.optirbena point
on the PPC, the slope of the PPC must equal the ratiesofathther
two goods illustrated and at the point on the langeriaythe
Edgeworth—Bowley box the slopes of the respectigenmsigbath
equal the given ratio of factor prices. Theseessag}l cenditions for
an equilibrium alfocation.
Now, if a point interior to the PPC were chostatjotiship
between prices and marginal productivitiesakodowor since the
shape of the boundary will be irrelevant. If ainnigcbopen, all of
the neoclassical marginal productivity thear@weofligtribution
would be in serious jeopardy if not completelyelantlifitiuals did
not operate on their respective boundaries. | diedbvartiae this
breakdown is the importance of Keynes’ intrddiliqtiatity. The
usual neoclassical assumptions and results cannot be maintained if
‘liquidity’ is to be accommodated.

The foundations of Keynes’ methodolodg9

THE KEYNES-HICKS METHODOLOGY OF OPTIMUM
‘LIQUIDITY’

Let us now turn to the matter of Keynes’ concept of liquidity. As a student

| was once taught that ‘liquidity’ was the key contribution of Keynes. Later

| was taught that liquidity was only important in terms of the effectiveness
of monetary policy. In these terms, Keynes would seem to have little to say
except in a severe depression where interest rates were so low that further
monetary stimulation of investment would not be possible. These views of
Keynes’ liquidity are quite unsatisfactory. Nevertheless, the concept of
liquidity is the source of all the alternative views which say that Keynes
introduced one particular variable or another. For example, there is the
claim that all that matters is Keynes’ assumption that the labour market is
not in equilibrium (and hence the employment is less than maximum — see
Figure 9.1). It was sometimes claimed that all that matters is the ‘liquidity
trap’. And, of course, many still claim it is just the recognition of
‘expectations’. All of these can be seen to be merely instances of what
Hicks now recognizes as a general form of liquidity, as I will try to show.

Hicks’ theory of Keynes’ liquidity concept

indicated by the two iso-quants that are tangent. The correspondence A more general view of the concept of liquidity is the key to the

between Figures 9.2 and 9.3 shows that the position of the PPC is limited
by the available amounts of the two factors. If the size of the box is
increased, then the PPC will be located further from the ovigin. To be at a

methodological strategy of Keynes. In his 1979 boGlgusality in
EconomicsProfessor Hicks has carefully explained his view of the concept
of ‘liquidity’. While Hicks is more concerned with the quasi-Austrian
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aspects of real-time decision-making, he reveals the importance of why clear the market, there is excess supply. Suchlexcags/supwell
there may be good reasons for an individual to be choosing an amount of represent a desirable state from the standpgifdyartiieoe some it
liquidity. Here the importance of an individual’'s choosing an amount of is always desirable to be able to expand produdiateiynwigenever
liquidity would be that the individual is choosing to be inside his or her necessary. Similarly, whenever the wage is belavkehelearing
possibilities boundary. wage, a thirty-five-hour work week may be optimum for an individual even
The point raised by Hicks is that in a world that is either static or moves though he or she could work a sixty-hour wegkotdaviree time to
in a sequential fashion (step-by-step, as in Marshall’s world of comparative pick up some emergency side money when it nsaydesledore
statics where there is always enough time allowed to make any desirable than working to one’s limits according to arcarftexdble
adjustments), there really is no need for liquidity. However, in a world Good business may also require the ability to elsogiseednof ad-
where many things are happening simultaneously, the presumption of justment to changing conditions. Sometimes a quick lvetiportisari
optimization is usually misleading. Every decision involves an actual a slow response and at other times it is the relgliseid-the key
decision situation (a set of relevant givens — income, prices, technology, here. But it is not a variable that can belehsseneinvay one would
availability, etc.) and a time lag. Since every decision takes time to choose a quantity of food or a quantity of capéeadta gisten current
implement, during that time the original givens (which depend on the objective. The reason is that one’s choice of liqitidihgnioeal as
actions of other people) might have changed and thus the implemented Keynes discussed or non-financial as Hicks noteghenbigays de
choice decision might not actually be the optimum for the new gi¥ens. variables which cannot be easily determined. Howiedeye kifidlaem
For example, if one thinks the future will favour large fuel-inefficient would be essential for the usual neoclassical @xplanati

personal automobiles and that there will be an unlimited amount of fuel,
then specializing in the production and marketing of such autos might be

the optimum choice regarding one’s production technology. If the market THE CONSEQUENCES OF "LIQUIDITY IN GENERAL

should suddenly shift in favour of small efficient autos or if the availability While Keynes focuses his idea of liquidity oarrbwer concept of
of cheap fuel disappears, then one’s profit potential would be drastically financial liquidity, it is easy to see thaofHigjuddity can be extended
altered. The same would be true in the less dramatic case where a certain to all situations where the decision-makaisidegthecdoundary of
size of market is anticipated but there is a sudden increase in demand due his or her capabilities. The classic exaropléeisetsmtcapacity’
to a strike at a competing firm. If the previous level of output was the usual which is a position where the firm has erntalgto daprease
neoclassical long-run optimum (price equals average cost) then the firm production without raising unit costs (i.e. it tiewitfimtely rising
would not be able to respond competitively by producing more unless there cost limit at the absolute boundary of prodbditces)capaenever
was more production capacity. To increase capacity would take time and the firm operates with ‘excess capacity’ the ecomemgsidasthe
might not even be the optimum after the strike is over. It would seem that PPC and, being inside, small adjustments im theinthosey not
zero excess capacity for the firm in the Marshallian short run — that is, no affect the costs or productivities.

liquidity in the non-financial sense — would not be an optimum situation. To understand the significance of stressing litiey desliGuidity
However, the appropriate optimum (with regard to excess capacity or we need also to see why it is not part of the usuedln@odabks
liquidity) may not be knowable by the firm since knowledge of it depends Consider again the textbook PPC of Figure 9.2akepftltiscussion,
on unknown contemporaneous actions of other people as well as on the let us think of a firm producing two differeXtagmbdswith two
unknown future. factord, andK, such that the firm’s production decisions include deciding

on an allocation of the available factors between the two production
processes and thereby a point within the production possibilities set. The

Keynes' use of liquidity boundary of this set is the PPC. So long as more is always better, any

Allowing for liquidity as a deliberate choice variable is central to Keynes’ individual facing the limitations representeti hycsuve will want to
assault. From Keynes’ viewpoint, such liquidity is simply good business. be producing on the boundary of possibilitieeatedepyethe curve.
For example, usually, whenever the labour market is in a state of To produce on that boundary, all available resourcemvié ndid

‘disequilibrium’ where the current real wage is above the one which would employed by definition of the PPC. If one doeslimeisaseces fully
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then necessarily the chosen point will be inside the boundary.

Whenever the firm is producing on its PPC optimally (i.e. maximizing
its ‘profit’ or net revenue) we know that the relative marginal productivities
of those resources in the production %fwill just equal the relative
marginal productivities of those resources in the productiohsifice both
ratios must be equal to given relative prices of those inputs. Similarly, for
any resource, the ratio of its marginal productivity in the productiofitof
that in the production o¥ must just equal the same ratio for any other
input since these ratios will all equal the given relative price for the two
products. What is significant about all this is not that these well-known
equalities are achieved but that the individual's decisions must be
responsive to changes in the given prices. Note that this is why the issue of
‘stickiness’ of wages is so important since whenever any price is artificially
restricted from changing in response to different market conditions, that
price no longer provides useful information for any decision-maker.
Generally speaking, prices are easier to change than quantities. A fixed
price only slows down any adjustment process. Although it may take much
longer, in the usual neoclassical model it is at least logically possible to
find values for the quantities such that all of the equations can be restored
as equalities.

What is most important here is that whenever the given prices change
there is an explainable shift from one point on the boundary to another on
that boundary since we can calculate the point on the boundary at which all
the equalities are satisfied. And almost always there will be a shift
whenever one of the prices changes. The whole importance of the
competitive market is that everyone should take prices as the appropriate
signal concerning what to produce or buy. That the price of fuel-inefficient
autos should be falling relative to efficient autos is important social
information. In responding to such a price change by reducing the output of
inefficient autos, the firm is doing what society wants — just as indicated by
the change in relative prices.

Let us now consider a firm that is not on the PPC defined by its amounts
available of the two factors. Note that there are two ways to be at an
interior point. One way is by not maximizing with respect to all the givens
— such would be the case if the allocation pain Figure 9.3 were
chosen since the slope of at least one of the two iso-quants cannot be equal
to the given ratio of factor prices. The other way is by not using all of the
available factors, perhaps for the purpose of providing flexibility (i.e. room
to maneuver).

Now what happens when the firm is not operating on its possibilities
boundary — that is, when, for example, it is deliberately providing liquidity
in the form of excess capacity? For one thing, except by accident, not all of
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the above equalities between relative prices and relative margina
productivities will be satisfied.VPPainFigures 9.2 and 9.3 represents
the misallocation of fully employed fact@svighato consider a case
where not all of the available factors are being employed then we need to
determine a different PPC for the under-employed case. So, | have
reproduced the PPC of Figure 9.2 in Figute that sue under-
employment PPC (PRfg) will be inside the full-employment PPC of
Figure 9.2. Il illustrate the relationship in Figure 9.¥wdhareinterior
point for both PPCs and may correspond to cationsaifo the
employed factors in each casé.r@miesents an output mix that is
optimum for the given prices but still implies an uoyglaermpt
factors. AW poofit (or net revenue) is not being maximized with
respect to all inputs (see Figure 9.3). IAsha resome distribution
will not likely reflect the indirect demand fdiveredungces. Since
there is more than one way to be at an interior oice<e.gapital,
excess labour or any combination of these),yahdisinteete the
firm may not be maximizing profit with respest mnat dézhe inputs,
predicting where the firm will be if it hasocresgnd to any change
in the prices would be difficult. Similarfirmfhias chosen a point
inside the boundary, restricting any input may not have immediate effects
on the individual firm’s output level. For these reagoissthere no
guarantee that individual firms (or individuars)ongiirbe doing
what society wants, but any attempt by goedtantéeirtbehaviour
by changing tax rates or by manipulating interest patas riea be
quite ineffective in the siort run.

Y

<Y

Figure 9.4Under-employment PPC

Keynes’ discussion of expectations (when exprassets of
methodological and epistemological questiGisiileaisssues. In his
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1937QJE article about th&eneral Theonhe explicitly identifies decision
processes which are not optimizing. Collecting all the available information
to make an investment decision may be uneconomical even if it is logically
possible. Simple rules-of-thumb (‘conventional judgement’) may be
adequate but may not be optimizing even for the state of limited
knowledge. Follow-the-leader behaviour may be easier to justify than
maximization. Since all investment decisions involve estimations about
future states of affairs, relying on the going interest rate as an indicator
about the appropriate relative price for future-vs-present consumption
decisions (following Irving Fisher) presumes that it has been determined in
a free market of buyers and sellers with perfect foresight. If buyers and
sellers are, instead, using information from sub-optimizing decisions, what
does the market interest rate indicate to an individual decision-maker? High
interest rates may only reflect the current state of optimism rather than
known investment possibilities.

ON EFFECTIVE CRITICISM

It is unfortunate that the so-called Post-Keynesians as well as the counter-
revolutionaries consider th&eneral Theoryo be a ‘blueprint’ for an alter-
native to neoclassical economics. Such a viewpoint leads readers to miss
the sophisticated criticism and challenge that Keynes offers neoclassical
believers. Despite what many critics of neoclassical economics might like
to believe, the introduction of liquidity or excess capacity into an otherwise
neoclassical model does not always conflict with the usual assumption of
maximization. For all we know the individual firm may have inadvertently
chosen the optimum amount and thus have all its marginal productivities
equal to their respective factor prices. That is to say, whenever there is
excess capacity, maximization is not logically precluded. What Keynes
argued was simply that there is no good reason to think that firms have
consciously chosen the optimum amount in accordance with neoclassical
models. Furthermore, to say firms may not be optimizing does not deny
any conscious attempt on their part to choose the optimum amount of
liquidity — although, in the face of uncertainty it is unlikely that they could
ever succeed. In other words, all the usual elements of neoclassical choice
theory and methodology are here since only individuals are making choices
and those choices are intended to be optimizing.

For many objects of immediate choice (consumable goods, direct
services, etc.) there is no good reason to doubt neoclassical maximization.
However, for objects of choice involving judgements about the future state
of the economy (such as investments, capacity, etc.), it is difficult or
impossible to see the decision process as that of straightforward
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maximization. In the face of uncertainty, liquidity is a means of avoiding
the difficult determination of maximizing dimiseshen it comes to
liquidity (which, in the face of uncertaintydsaefienecessary short-
run endogenous variableGandral Theory there may not be any
good reason to doubt the presumption that liquidity hassdreen ch
optimally — except one. If liquidity could be chosgrother aariable
there would be no need for liquidity! So, | am aguegnts’
primary assault lies in the empirical claiamyhadinidualist model
of an economy liquidity (or excess capacity) isyaohgeetsshchoice
and thus all long-run models must be emgiic@lhe fiadason why it
is necessary is that so many of any individoaksdépeiad on the
status of what we might now call ‘macro-variabiables which
depend on the contemporaneous actions of niadiyidothst
Stressing the aggregate or macro aspect oéshenlyaeafphasizes
this dependence.
The point of Keynes'’ assault is that he wishes to challenge the advocates

of neoclassical economias their own terms- namely, in a world where
only individuals make decisions. If he were to try to criticize them on

radically different terms, his views couidhieadsasissed as being
irrelevant for questions addressed by neoclassical economics. In this case it
is not clear that Keynes was successful; thenbohaagpan main-
stream economics since the publica@ienavbtiitheonhas been the
introduction into the curriculum of a course calkzbmaics and
with it the implicit claim that Keynes waswigalquestions that are
different from those addressed by microeconorsi@s. ekéyely to
blame for this means of avoiding his criticismheéHenis who stresses
the necessary role of macro-variables in the teeandiatidal
decision-maker. Perhaps he only introduceddhiesrdeeause he
accepted the psychologistic version of individuairstertiest all of
neoclassical methodology, yet the introduction avialsesh was
against the neoclassical methodological individiitdidthellavoided
psychologistic individualism he would not have had tihestre
‘aggregate’ variables — that is, had to emphasizelhefacttables
which cannot be explained as being refleotibnthe aims of individ-
uals in réhl time. But of course, this cosjigturad he not
followed psychologistic individualism, as me#taleébelassts do, he
would have been dismissed on these grounds alone — without ever dealing
with his criticism. Until mainstream neoclassical economiiss drops
dependence on narrow psychologistic indivegnaksrasdault will
not be much of a struggle for neoclassical leeonstic t
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NOTES

1

10

11

The arguments presented here were those | gave in a conference at Cambridge

University in 1983. Most of the proceedings of that conference were sub-
sequently published in Lawson and Pesaran [1985].

As a form of individualism, institutional individualism still maintains the view
that only individuals make decisions yet allows Keynesian-type macro-vari-
ables to play a role in the individual's decision process.

All other variables are just ‘independent’ endogenous variables with respect to
the individual decision-maker but ‘dependent’ endogenous for the system as a

whole [see Chapters 2 and 3 above]. Note also that in a broader sense (e.g.

general equilibrium theory) only the variables which are exogenous in the long-
run models are truly exogenous [see Hicks 1979].

But not all of the problems are usually discussed [see Chapter 1 above].

For an explanation of the relationship between PPCs and the Edgeworth—
Bowley box, see Samuelson [1950].

In the special case of the price-taking individual consumer with no market
power, the possibilities ‘curve’ will always be a straight budget line since that
individual does not affect the given prices. The location of the curve is
determined or constrained by the limited available resources or income. The
constraints may not be naturally given but only difficult to change in the time
period under consideration. But what is most important here is that the chosen
option must be a point on the boundary formed by the ‘curve’. In a set-theoretic
sense, a possibilities curve is the positive boundary of a convex set of available
options.

Specifically, he refers to ‘financial’ and ‘non-financial’ liquidity [Hicks 1979,
94ff].

This may not have been what Hayek [1933/39] intended but one can certainly
find it a plausible interpretation, see further, Boland [1986a, Chapter 6].

The convexity of the possibilities set is logically provided in the usual
Marshallian model by simply assuming that the two production functions are
different and exhibit diminishing marginal returns to all factors and that there
are no increasing returns to scale in any production process.

Note that this is a very different alternative from the current arguments against
governmental intervention of the Rational Expectations school. Their argument
is that if you allow for a sufficiently long time period, the government could not
really change any givens by fooling everyone. In the long run, supposedly,
everyone can learn the true nature of the world [see further, Boland 1982a,
Chapter 4].

An alternative would be to recognize non-individualist, non-natural exogenous
variables [see Boland 1982a, Chapter 11].
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10 Individualism without psychology

[Mathematical Psychicsvolved] considerations so abstract it would
of course be ridiculous to fling upon the floodtide of practical politics.
But they are not perhaps out of place when we remount to the little
rills of sentiment and secret springs of motive where every course of
action must be originated.

Francis Edgeworth [1881/1961, p. 128]

All human conduct is psychological and, from that standpoint, not
only the study of economics but the study of every other branch of
human activity is a psychological study and the facts of all such
branches are psychological facts.

Vilfredo Pareto [1916/35, sec. 2078]

Neoclassical economics is often thought to need an infusion of social
psychology. There are two reasons for this. One is that economics should
be able to recognize the social interaction between individual decision-
makers; the other is that economics should recognize that the nature of an
individual's utility function is essentially psychological. Both of these
reasons involve the methodological requirements of the individualism that
is at the foundations of neoclassical economics. In this short chapter | wish
to explain why the requirements of individualism do not necessitate an
infusion of social psychology.

INDIVIDUALISM VS PSYCHOLOGISM

As | have been insisting in the previous chapters, it is important to avoid
confusing methodological individualism with psychologism. Individualism

is the methodological view that all social events must be explained as the
consequences of choices made by individuals — things do not choose, only
individuals do. Psychologism is the view that in any explanation
(individualist or otherwise) thenly exogenous givens other than natural
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constraints allowed are those representing psychological states of either
individuals or groups. As | noted abo¥e, individualism is distinguished
from holism and psychologism is distinguished from institutionalism. This
means that in addition to psychologistic individualism and institutional
individualism, which | discussed previously, there are two versions of
holism: psychologistic holism and institutional holism. Explaining an event
as a case of ‘mass psychology’ would be an instance of psychologistic

holism. Explanations based on such things as ‘class interest’ are examples

of institutional holism.
Individualism as a methodological view or doctrine about how social

events and situations are to be explained does not require us to base

individualism on psychology. Before | can discuss the social and
psychological aspects of an individual's choice situation, | need to present
the explanatory problem confronting any methodological individualist.

INDIVIDUALISM AND THE LEGACY OF EIGHTEENTH
CENTURY RATIONALISM

There is more to (methodological) individualism than an explicit
commitment to individualist explanations. Since the eighteenth century, for
any explanation to be acceptable it must be ‘rational’ and thus, as |
explained in Chapter 6, it must be universal. Being rational means that the
explanation forms a logically valid argument such that if the premises of
the argument are all true then the conclusions logically derived will also be
true. By universal, we mean thathyonewho accepts the truth of the
premises of a logically valid argument will also accept the truth of its
conclusions. The tradition of compounding rationality with individualism is
problematic in two ways which together represent the classic intellectual
dilemma between unity and diversity [see Agassi 1969]. On the one hand
the universality of rationality undermines individualism by making all
individuals identical in a significant way. On the other hand, the
nineteenth-century tendency to view rationality as a psychological process
also undermines individualism by making individuality exogenous and thus
beyond explanation.

To illustrate these methodological problems, consider the following
hypothetical situation. Our closest friend has been caught robbing a bank.
Demanding an explanation, we ask, ‘Why did you rob the bank?’ Before
we allow our friend to answer, we must recall that, to be an acceptable
explanation, any explanation given either by us or by our friend must be
rational and conform to the requirements of methodological individualism.
Individualism only precludes choices being made by things. Rationality is
established by examining the logic of the situation facing our friend, the
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bank robber. By asking our friend for an explanatamking him to
give a description of the logic of his situatifinalBpaee ask him to
give reasons which represent (1) his aims ando(Bfrénets that
restrict the achievement of his aims. If he cam testodic of his
situation such that we would agree that anyone yfiacexkdlctt same
situation (aims and constraints) would alsdaok, tHen we would

say tmadevstandvhy he robbed the bank. For example, he may tell

us that his child needs a very expensivedberatosams child to
have that operation but there is no legal way he could afford it before it
would be too late. Robbing the bank was the only wease thisietin.
If his description of the situation is true (ally ikame mther way
possible), then given his aim (to save his child) it aibohélder him

to rob the bank — in fact, it might be catsidetddrianyonewith
that aim and those constraints.

The logical requirements of an explanation of individual behaviour are
the same whether we are discussing our friend the bank robber or the
individual consumer choosing to spend his or her money on tomatoes and
cucumbers. In the case of the individual consumer, the aim is supposedly

the maximization of utility obtained from consuming whatsone ha
purchased while facing the constraints of egyeagivpricpurchasing
power (one’s budget or income) and a given utititySucictidility-
maximizing behaviour is rational in the sey$edhintviduals with
the same utility function and same income faaing fhees will
choose to consume the same quantities tirgpadseach individual
aims to maximize his or her utility.
Rationality assures such universality and uniqclesiess Dhe idea
that rationality assures universality is charamterighteenth-century

‘Rationalism’ and thus is fundamental to thé¢ edgimsmic theory.

The identification of rationality with utility maxkinigzati late-
nineteenth-century perspective and the foundatiorias$icadoeco-
nomics. In terms of modern economics, the quantitiestiog gudids

vidual consumes are considered endogenou®nigrididestility

function is unambiguously exogenous. Income ard peegsd as
constraints for the individual but not for the economy as a whole, so
whether they are endogenous or exogenous dependstion tihwe situ
choose to model. In neoclassical economicssoty tagkain
individual choices in order to explain how pricesnaffieicsal¢hat we

can explain how demand influences prices in timeotherketords,

prices and incomes (which depend on factoremieszoes.

From a logical point of view (and contrary to whagogenthink

[e.g. Mason 1988]), a single individual's chsigets eglain than a

market's demand curve. This is because in censumverdan treat
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the prices and income facing the individual as exogenous variables, leaving
only the consumer’s choice as the endogenous variable to explain. Any
explanation of a market's demand curve requires us to explain all
consumers’ choices as well as all the other market prices that these
consumers face. Of course, we would also have to explain the supply curve
in every market in question.

UNITY VS DIVERSITY IN METHODOLOGICAL
INDIVIDUALISM

Neoclassical economics, nevertheless, claims to explain all prices and the
allocation of all fixed resources. How is it possible for one theory to ex-
plain so much? The particular value of prices (or state of resource alloca-
tion) depends, of course, on the nature of each individual’s utility function.
In this context methodological individualism allows both diversity and
unity. Diversity is promoted by recognizing that some people will spend
more of their income on tomatoes than other people do. Unity is promoted
by the claim that all individuals are maximizers. This means that all people
face falling marginal utility curves (a necessary calculus condition for
maximization). Does this mean all people are identical and thus deny indi-
viduality? No; so long as everyone faces downward sloping marginal utility
curves, the absolute position of that curve (relative to other goods) need not
be the same for all individuals. For the same amounts of tomatoes and

cucumbers, some may get more satisfaction from tomatoes, others get more

from cucumbers. Also, some people may have steeper marginal utility
curves than other people do. We see that on the one hand individuality is

preserved since, even facing the same prices and incomes, two maximizing

individuals may choose different quantities if their exogenously given util-

ity functions are different. On the other hand, universality is provided by
the common nature of utility functions if it can be shown that as a matter of
human nature all utility functions exhibit diminishing marginal utility.

This is the methodological dilemma of individualist-cum-rationalist
economics. If the (equilibrium) values of prices depend only on the
different utility functions which are exogenously given, then prices are
actually determined outside of economics. Whatever determines the nature
of the given utility functions ultimately determines prices. Does this mean

that economics must surrender to psychology as has often been suggested

[e.g. Scitovsky 1976]?

Identifying the individual with his or her psychologically given utility
function is a rather sophisticated and subtle type of psychologism. A more
blunt and obvious use of psychology would be for us (or our friend the
bank robber) to explain the event by claiming that our friend has a
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‘criminal mentality’. But such a crude psyeimittjiseem to be our
only recourse if we are to avoid the moral dilemathsnirthelv
explanation based on the logic of the situation. If shehoitdeo rob
the bank was a rational one, how can we object?
Crude psychologism also avoids an intellectualVtligemaona
friend (as a bank robber or a consumer) provides an ‘acceptable’
explanation, one which says that anyone facing that position would choose
to do the same thing, the individuality of the situation is revealed to be
empty. If any individual would do the same, then there is nothing
individualistic about the choice made. Crude psychologism (i.e. the view
that behaviour is predetermined by exogenousiyatities) as an
explanation of individual choices may seem tayb¢o gpramote
psychology. It is not — it only begs more WYlestidatermines who
gets which mentality? How many differentenaralthere? In the
extreme, crude psychologism may even lead us tcsylibcdodypin
favour of sociobiology.
If we thus reject crude psychologism, we aravithenuefiwo
dilemmas. The moral dilemma (the rationdbtgldioado commit a
crime) is not easy to overcome and in the end igumstienaof
philosophy than of psychology. The intellecnalisileenfoundation
of attempts to promote psychology in the develomo@mbmic
explanations of individual behaviour. Ifauesali®g to assume that
psychologically all individuals are given differeatisexdijen
functions, then individuality will seem to bdrpmgeexpthnations
of rational choice. However, whenever psychologisthas adoptns
of promoting individualism, it is a defeatisbgiethstioice.
Individualism is in trouble here only becausalnecatessics
misleadingly identifies the individual's aimsthevitindividual's
psychologically given utility function. Two mdivating the same
prices and with the same income will usuaidiifidreas consumption
bundles if they have different utility functions.rIfprablem as
economists is to explain a wide diversity of choices peebipn the
same income class, then the psychological reasonsdple viiaywee
different given utility functions would certainly beearpromising line
of inquiry. But it is not a necessary line afideqoimy say just as
easily presume that the individual’s utility isisota@lly determined.
The traditional emphasis on individualism seam®todssoe
concern for diversity to the point that economists (as opposed to sociolo-
gists) tend to overlook obvious social circumstareresdiviersity is
more conspicuous by its absence. Specifichlgnttiegbrshould be
of concern to individualist economists is to exgiaieadidenformity
whenever considering consumption patterns. In mostachltsoe&l



150 Principles of economics

role is closely associated with a specific consumption pattern. Accountants
or lawyers in similar income brackets will usually have consumption
patterns much like their colleagues’. Non-conforming individualism is
more the exception than the rule in organized society. For example, corpor-

ate lawyers tend to dress alike, belong to the same social clubs, acquire the
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same ostentatious goods such as expensive automobiles, houses, etc. More-

over, their conspicuous consumption is not a psychological phenomenon
but rather it shows how profoundly one’s preference ordering is dependent
on social structure [cf. Veblen 1899/1934]. In short, one’s consumption
choices may be determined more by one’s social position than by one’s
personal tastes [see Newman 1972; Hayakawa and Venieris 1977].

UNNECESSARY PSYCHOLOGISM

I do not wish anyone to think from my recognizing that utility functions
(or, more generally, personal aims) are matters of sociological inquiry that
I am thereby rejecting individualism. Such is not the case. As | have
already argued in Chapter 8, social situations and institutions are the
consequences of individual choices. All that | am arguing here is that there
iS no necessity to see deviations from narrow-minded neoclassical
economics as expressions of irrationality and hence a demonstration of a
need to study the psychology of the individual. Irrationality is easily
interpreted as merely an expression of the incompleteness of the descrip-
tion of the logic of the situation facing the individuglage Stigler and
Becker 1977]. Perhaps a more complete description might involve
psychology but psychology is not a necessity here. An individual whose
utility function is completely determined by social conventions is no less
capable of making a rational decision than the individual whose utility
function is psychologically given. In summary, a successful methodologi-
cal individualist explanation of the behaviour of a rational decision-maker
is a matter of establishing the logical completeness of the decision-maker’s
objective situation. It is not necessarily a matter requiring the recognition
of a possible role for the decision-maker’s psychological predisposition.

NOTES

1 Peter Earl invited my comment on some papers he was publishing about
‘psychological economics’ [Earl 1988]. This chapter is based on my contribu-
tion [Boland 1988]. Those parts repeated here are copyrighted by Kluwer
Academic Publishers and reprinted with their permission.

2 See Chapter 8, note 14.

if a man had sufficient ability to know everything about the market for
his labour, he would have too much to remain long in a low grade. The
older economists, in constant contact as they were with the actual facts
of business life, must have known this well enough; but partly for
brevity and simplicity, partly because the term ‘free competition’ had
become almost a catchword, partly because they had not sufficiently
classified and conditioned their doctrines, they often seemed to imply
that they did assume this perfect knowledge.

It is therefore specially important to insist that we do not assume
the members of any industrial group to be endowed with more ability
and forethought, or to be governed by motives other than those which
are in fact normal to, and would be attributed by every well-informed
person to, the members of that group; account being taken of the
general conditions of time and place.

Alfred Marshall [1920/49, p. 449]

there is something fundamentally wrong with an approach which
habitually disregards an essential part of the phenomena with which
we have to deal: the unavoidable imperfection of man’s knowledge
and the consequent need for a process by which knowledge is
constantly communicated and acquired.

Friedrich Hayek [1945/48, p. 91]

While it is one thing to recognize the role ofj&riovdemtkeoclassical
explanation, those few who do will usually fail to deal with how the
knowledge is acquired. Unfortunately, almost all neoclassical models
which do recognize the state of the decision-maker’s knowledge either
ignore the decision-maker’s methodology or implicitly adopt Inductivism,

a methodology that was refuted two centuries ago. What is missing in
neoclassical models which do recognize the state of the decision-maker’s
knowledge is an explicit discussion of the decision-maker's methodology
for learning or otherwise acquiring knowledge.

Traditionally, methodology has been of interest primarily to historians
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of economic thought or to those few economic theorists who view no significant role in the economic process because thigprmmEsMI
methodology as an instrument to help them explain their theories to other is concerned with economic problems which anaegéenn csuch
economists. In effect, we might say that methodology has always been things as tastes. If tastes continue as before, othalfecationn
‘meta-theoretical’. This instrumental view is in contrast to that which | problems to be solved. In the absence of new prebdewsld be no
wish to present in this chapter. Here | argue for a necetissoyeticalrole need to make new decisions or thus to learn anything new. For Hayek,
for methodology, a role implied to a certain extent in some of Hayek’s scientific knowledge is knowledge of general rules iaridhérently
papers. To be more general, we could say that any economic theory which static. In effect, scientific knowledge is irpalgi@anardy when it is
recognizes a need for knowledge in decision-making must in some way considered true and certain. Thus, the recognitilyrfaispgssittical
imply a role for methodology because, as Hayek explicitly said, to explain knowledge is essential if we want to understamgletiizec market

any decision the economist must also explain the ‘acquisition’ of the process.

knowledge needed to make that decision. In my 1982 book and elsewhere | This leads Lachmann to conclude that, if knowlplige as to
have argued that while we must recognize the importance of knowledge explicit role, Hayek’s two types of knowledge mugtreeadaared.
acquisition, or learning, we must also avoid predisposing our conception of Moreover, we need to see that what the Austsaymgvés that
knowledge and its acquisition in favour of only one view of learning ‘practical knowledge’ (or ‘knowledge how’) is what nmexgilibdy
methodology — namely, inductive learnihg. My plan for this chapter is to recognized in the explanation of an individuabs geoiess.
begin by presenting Hayek’s views, which, though they are often employed According to Lachmann, logicians only recognizgekwbwetedt is

in recent literature, are frequently misunderstood. | will end by presenting certain. Thus, he argues, whenever ‘strist dogilyiae the decision-

my alternative viewt making of market participants they miss the point because, according to

Hayek, the market overcomes the problems of (potentially) uncertain
EPISTEMICS IN HAYEK'S ECONOMICS practical knowledge.
Ludwig Lachmann [1982] has argued that one of the neglected contribu-

tions of the Austrian School was their view that ‘the dissemination of The importance of the Hayek—Lachmann knowledge distinction

knowledge plays a prominent part in the process of competition’ [p. 636]. Recognition that any individual's knowledge cse ibecéaitral to

Hayek’s [1937/48] argument in favour of capitalist competition depended Hayek's argument in favour of focusing on markeatiidsemi

on the assertion that this competition only requires a minimum amount of knowledge that is potentially uncertain ratheicetam atientific

knowledge consisting primarily of easily available private knowledge (of knowledge. For Hayek, scientific knowledge is tirredevaur

one’s personal aims and limitations) and augmented only by the public understanding of the market economy. Whenever alis individua

knowledge disseminated by the market. This view later led Hayek knowledge is false, the empirical evidence generated iat thg mark

[1945/48] to argue that adequate private knowledge is obtainable in prac- actions based on false knowledge actually ledls tovtlarabout the

tice; but ‘scientific’ knowledge, even if available, is usually inadequate market. For example, over-estimating market sheptyragnt price

without the individual decision-makers’ private knowledge. Specifically, leads to some individuals having to bid the pricé tyereioy

the virtue of making decisions based on market-disseminated information inadvertently to reduce the shortage. That is, oactiiadseup

arises because even though the day-to-day information from the market can (‘disequilibrium’) prices unintentionally leadsreatidhe of true

be wrong (e.g. disequilibrium prices), the process that leads to an equilib- (equilibrium) prices which can be the badigabde mans to

rium necessarilygenerates the correct information. Hayek thus distin- maximize profits or utility. A competitive market economy thussreates it

guished between possibly false practical knowledge (Lachmann’s ‘know- own adequate practical knowledge. Still, this vieadexfutiey of

ledge how’) and true ‘scientific knowledge’ (Lachmann’s ‘knowledge that’ market-generated information presumes that all arerketsrently

or ‘propositional knowledge’). stable. | shall argue that it is the presumption of stability as well as the
Hayek complained that practical knowledge has always been considered presumption of the necessity of induction for cextlja radvgives

inferior relative to scientific knowledge. More important, Hayek implied ‘scientific’ knowledge a less significant role #tarapkaowledge.

that if scientific knowledge were actually true and certain it would still play To understand the importance of Hayek’'srdaar two possible
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states of one market from the perspective of contrasting the acquisition of
‘certain’ knowledge with the process of ‘learning by doing’ which, as
Lachmann notes, underlies Hayek’s viewpoint. Let the market be charac-
terized by quantity discount selling. That is, both the supply and the
demand curves are downward sloping. Following the traditional
assumption of Walrasian market behaviour, excess demand at a quoted
price always leads at least one buyer either to offer a higher price to attract
more of the scarce supply or to give up trying to maximize his or her utility
for the quoted price. Whenever the supply curve is steeper than the demand
curve, the usual conception of the competitive process logically leads to the
elimination of the false (disequilibrium) quoted prices. In this Walrasian
stable world, Hayek’s practical knowledge is provided coincidentally with
the convergence to an equilibrium. However, whenever the demand curve
is steeper than the supply curve, Walrasian price competition would only
aggravate the situation. Whenever there is excess demand, raising the price
causes an even greater excess demand. Nevertheless, if an auctioneer in
charge of the market could ‘scientifically’ calculate the respective demand
and supply curves and thereby ‘scientifically’ calculate the price at which
they intersect, then he or she could simply start the transactions at the inter-
section where demand equals supply. Thus, even though the market might
embody an inherently unstable Walrasian competitive process, all plans
would still be realized — that is, everyone could maximize their utility or
their profit whenever the price was correctly setdvance (Note that |

could have presented all this with upward sloping demand and supply
curves or with excess supply situations.)

This example suggests that Hayek’'s [1945/48] view meant that true
scientific knowledge (when attainable) was like the knowledge that the
successful Walrasian auctioneer would require. While capable of achieving
an equilibrium, true and certain scientific knowledge is unnecessary if the
market is stable. In a stable market, piecemeal or trial-and-error bidding
will always tend towards the equilibrium and never away from it. That is, if
the market is stable, then the participants will always learn correctly from
their mistakes. As my example shows, Hayek must be presuming the
market to be stable — which it would be whenever the demand curve is
downward sloping and the supply curve is upward sloping. Furthermore,
given the common presupposition that the only method for acquiring the
certain knowledge which the auctioneer needs to set the correct price
would involve induction, such certainty requires too many observations to
be a realistic view of any economy whenever there is the potential of an
unstable market. In short, either the market is inherently stable, in which
case in Hayek’'s view adequate practical knowledge is provided in the
progress of the competitive process, or the market is inherently unstable
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and thus a viable (equilibrium) price will bé qiyvid someone
(such as an auctioneer) can acquire certain knowledge.

The methodological problem of the Hayek—Lachmann distinction

It is all too easy to criticize neoclassical econofugiadqgeractical
with propositional knowledge. Neverthéléseedes appreciate a
major difficulty with this Hayek—Lachmanriadistirias distinction is
based on a mistake about ‘scientific’ or pkopediidge. This type
of knowledge cannot be distinguished fronpaaigaldynowledge.
Both ‘types of knowledge’ can be true or faleeekdary to recognize
the role of methodology in decision-making premiseiye bthe
knowledge of the individual decision-maker — wheathestificior
otherwise — can be false.
If one is not careful, the Hayek—Lachmammeliatzestipractical
and propositional knowledge can be used tdigrerpetnatefatse
theory of knowledge — Inddctivism. For exarekle, ckay that
certain scientific knowledge will always beableat@irbe otherwise
inadequate) presumes that for anyonesstarimmmrdyit must have
been acquired by some inductive process. Thdhéspthstemption
that since the knowledge needed by an individuabKecisianore
intimate and less general, it can be more athaldayBk and
Lachmann have implicitly recognized that, simply stated, knowledge can
be false and that, in the absence of induction,teedetcs comsider
‘scientific knowledge’ any more reliable than private knowledge. But such
a recognition need not imply an endorsement of Inductivism.
Today, few would so easily espouse any obviousdus#i®mf in
Rather, most would argue that we can make daenethdowra
approach that replaces inductive proofs or lealudtige with
knowledge based on convenient acceptabibtychrisridnose found
in econometric practice. The problem of knowdedgigom which
Hayek discussed in 1937 can be too easilyedransfoanstandard
Conventionalist theory-choice 4problem. Specificallyptings tdem
think that all individuals participating in the m@dmeteatenalists
who are able to participate simply through adoptiegcaigeizguso
determine the equilibrium price so that they cato pnecgede as
usual. That is, even with insufficient evidencestil dacisisn-
makers have supposedly employed adequate lotesga ciorrectly
between imperfect theories. This Conventionatisktioeadasdge is
only a marginal improvement over the oldesrndApipdaling as
choice-theory may be to economists, it would be a thistakieat
only one theory of knowledge would ever be ohgsaintah dime
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and hence that the decision-maker’s theory of knowledge and methodology
can be taken for granted.

THE METHODOLOGY OF DECISION-MAKERS

Economic theorists must recognize many different views of knowledge and
methodology since the decisions based on them will usually lead to
different patterns of behaviour. | will try to demonstrate this proposition in
the narrow context of the typical neoclassical theory of decision-making.

Demand depends on the demander’s theories

Consider textbook ordinal demand theory. According to the textbooks, the
demand curve for any individual is merely the locus of all price—quantity
combinations at which the individual’s utility is maximized for the given
income and prices as well as the given utility function. How does the
individual know all the givens? Prices and income may be sufficiently
objective that it does no harm to argue that the individual knows them, at
least momentarily, when making planned purchases. On the other hand,
assuming that the individual knows his or her private utility function begs
far too much. A particular bundle of quantities of goods actually can be
said to be better than any other (in order to explain the choice of that
bundle) only if the individual is presumed to compare that bundle with all
other conceivable bundles. Of course, given a typical utility function and a
little calculus such a choice can be justified. But knowledge of the utility
function is equivalent to comparing all pairs of bundles. Like any other
universal statement, this one cannot be shown to be true in real time since
such a demonstration would require an infinity of evidence (and time). But,
of course, such an inductive proof is actually unnecessary.

In ordinal demand theory all that the individual needs is an assumption
about the nature of his or her utility function. Like any other assumption,
we assume that it is true only because we do not know whether it is
actually true. In the case of the consumer, the plans for purchases must be
made on the assumption of a particular utility function. The assumed utility
function can be true or false. How does the individual actually know that he
or she is maximizing utility with his or her latest purchase? That is, how
does the individual learn what the true nature of his or her utility function is
except by making purchases? It is precisely the ‘learning by doing’
situation that Lachmann mentions [1982]. The individual's pattern of
purchases must over time reflect his or her approach to learning the true
utility function. Thus, methodology must play an integral part in our
explanation of demand.
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Market demand depends on the consumers’ methods of learning

Several alternative methodologies might be employed in the process of
interacting in the market. In addition to the methodological doctrines
identified in Chapter 6, namely Apriorism, Inductivism and Scepticism, |
will now include the Conventionalist methodology mentioned above and
the well-known methodology of Milton Friedman which | have elsewhere
called Instrumentalisrh. Using these alternative methodologies, let us now
consider various types of consumers facing the same static market
situations (in which all exogenous variables are fixed). Assume that all
consumers have identical incomes and identical true utility functions.
However, let us also assume consumers neither know these furations
priori nor do they share the same opinions about their utility functions.

An inductivist consumer If one has to learn whether one is actually

maximizing utility by comparing actual bundles ahnsomeloes

one decide the issue? Some believe that you shqutd nob@lum

sions and thus that you never know the correcictitlityufuih you
provide an inductive proof — all done withokireyenynassump-

tions. Such a consumer will always be forced to kemp trying

bundles. Although facing a static situationctasistinchhnsumer
would appear never to be satisfied.

A sophisticated inductivist consumerFew would think today that
anyone just collects the facts without thinking ahead. But, even if one
arbitrarily adopts a theory of the nature of one’s utility function, one can
still never be satisfied until that theory is proven true. This approach can
also lead to the appearance of unstable buying patterns. Nevertheless, if
the theory is true, over time we should expect to see the buying pattern
converging to a stable point.

An Apriorist consumer Since Apriorists begin ‘knowing’ the true utility
function (either by assumption or introspection), no market evidence
could ever cause them to change their mind. The pattern is not only
stable but invariant.

A conventionalist consumerGiven the many conceivable utility func-
tions, how does one pick one to start with? If one gives up the require-
ment of a complete proof, various criteria can be adopted to appraise
one’s theory of one’s utility function. In effect, the consumer need only
be a good econometrician. No claim is made that the true utility function
is found, but only the best available according to the evidence and the
adopted criteria. The pattern of consumption behaviour will depend on
themethodusedto processlata. Foexample how manytestsof current
theory are required before concluding one knows or does not know the
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true utility function? Competent conventionalist consumers might test
their theory every third trip to the market and still be able to explain

away numerous refuting observations before being forced to change
their pattern of behaviour.

A scepticist consumerAt the other extreme there are consumers who
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inductive learning for granted. The same thing caddldobethea
traditional neoclassical theory of the consumercohviidy of
preferences is usually explicitly asserted or assumegjonoislisc
provided to indicate how the individual learns which bundle will actually

maximize his or her utility. If the individual's preferences are actually

are always sceptical about proving any theory true. These consumers convex, then I would suggest that the individual’s learning process is taken
will change their mind about their personal utility functions the first ~ for granted because neoclassical theorists also take inductive learning for
time some purchased bundle does not meet their expectations. While the granted. If they do not, then there is no reason to believe that the individual
conventionalist consumers can tolerate occasional disappointments and Will €ver be maximizing his or her utility. If my claims are correct then we

thus seldom alter their consumption patterns, the scepticist consumers can safely predict that much methodological work still must be done even
will be jumping all over the map. within the otherwise successful neoclassical theory of decision-making.

An instrumentalist consumeit is not always clear what instrumentalist
consumers might do since the truth of their theories of their utility func-
tions supposedly does not matter. They mightaacif they liked their

purchases when indeed they detested them. As long as their social role
does not change, one could predict that the instrumentalist consumers

might continue to buy the bundle of goods that is most useful for their

chosen careers. Any change in career will be accompanied by a change

in the consumption pattern [see again pp. 150-2].

These crude examples should be sufficient to demonstrate the potential

role for methodology in the explanation of decisions within the domain of
neoclassical theory. When it is recognized that one’s utility function is not
known a priori and must be learned, it must also be understood that an
appreciation of methodology is necessary to explain the pattern of
behaviour in the competitive process of Hayek and Lachmann. In the
typical neoclassical model two individuals with identical utility functions,

identical incomes, and facing the same prices, would choose the same
bundles of goods. The examples above show that this conclusion fails to

hold if they try to learn their (identical) utility functions usidgferent
learning methodologies.

The methodology of stable markets and convex preferences

If it is now recognized that Hayek’s view of the competitive process gets to

the heart of the neoclassical market then it should also be easy to see that

his view runs parallel with my alternative view of the decision-maker.

Hayek’s view, unlike neoclassical economics, does not depend on the

actual achievement of an equilibrium. It depends on the progressive
learning that must take place by virtue of the presumed stability of the
market in question. Hayek did not actually try to explain how individuals

learn what is necessary to make a market decision. Instead, he took

a b w

NOTES

1 The view that people learn inductively is a variant of the doctrine of
Inductivism which | discussed in Chapter 1, note 5. According to this view
whenever one collects any fact needed to obtain the required inductive proof,
one is learning. Over three centuries ago this view of knowledge and learning
was considered the essence of enlightenment since it countered those who
required religious authority for knowledge claims. Unfortunately, the logical
foundation for the enlightened view was undermined by the late-eighteenth-
century arguments of David Hume and others who noted that such a view of
learning leads to an infinite regress. If all knowledge must be based only on the
facts, then it calls into question how we learned that knowledge must be
inductively proven. Whatever our answer, it begs a question of methodology
which must also be inductively proven but this leads to a further question
requiring an inductive meta-methodology, and so on. But worse, given this
infinite regress, even when the knowledge is true, there may be no way to prove
it true. Failure to prove its truth, inductively or otherwise, does not prove the
knowledge is false [see further Boland 1982a, Chapter 11].

2 lIsrael Kirzner invited me to contribute to a book of essays honouring Professor

Lachmann [Kirzner 1986]. The remainder of this chapter is based on my contri-
bution, parts of which are reprinted here by permission of New York University
Press.

See again the discussion of Inductivism in note 5 of Chapter 1.

I discussed this view of knowledge in note 20 of Chapter 2.

Instrumentalism, as it is practiced in neoclassical economics, views theories as
useful instrumentsither for understanding the economy or for assisting policy-
makers. The key element of Instrumentalism is the view that theories should not
be judged on whether they are true or false but on whether they are useful for
the purposes at hand. Policy-makers are only required ssaftheir theories

are true. See further Boland [1979a; 1982a, Chapter 9].
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Part IV

Some technical questions
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12 Lexicographic orderings

[Economics] should have that delicacy and sensitiveness of touch
which are required for enabling it to adapt itself closely to the real
phenomena of the world ...

Alfred Marshall [1920/49, p. 635]

The questions of the pervasiveness of equilibrium and maximization are
fundamental and thus little of neoclassical literature seems willing or able
to critically examine these fundamental ideas. This does not mean that
neoclassical writers do not venture criticisms. There are many critiques but
they are almost always about technical modelling questions such as what
way to formally represent the consumer’s utility function. As | noted in
Chapter 1, the question of whether to assume a consumer is a maximizer is
never put into question, only the assumptions about the nature of the
function. | now turn to an examination of some of the technical disputes
surrounding neoclassical theory to see if they are worth while criticizing. In
the next three chapters | will examine key ideas employed in neoclassical
demand theory that have acquired a status that puts them beyond criticism
even though that status is unwarranted.

While it may be reasonable to put maximization beyond question along
the lines discussed in Chapter 1, it is not obvious thabtheof the utility
function should be limited priori. Nor is it obvious why the infamous
Giffen good (i.e. the case of an upward sloping demand curve) should be
acceptable in any demand theory which is used in conjunction with supply
curves to explain price determination in the market. While a ‘generalized’
demand theory might be more convenient for mathematical model-builders,
those neoclassical economists who wish to use their theory to deal with
practical problems will not find such models very helpful. For example,
economists who try to evaluate public policies by calculating net gains or
losses in terms of ‘consumer surplus’ (which is represented by the area
under the demand curve but above the horizontal line representing the
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price) will be stymied by an upward sloping demand curve. Similarly,
economists who see merit in a government’s ordering its priorities before
ordering alternative projects of a similar priority will find it difficult to
form a sensible social utility function over all conceivable projects. That is,
some economists consider lexicographic orderings to be a reasonable
approach to public policy decision-making [see Encarnacion 1964] but,
unfortunately, most neoclassical demand theorists are taught to believe that
the concept of a lexicographic ordering is not plausible. The purpose of this
chapter is to examine the issue in demand theory concerning the difficulty
of using lexicographic orderingsL-prderings) in lieu of ordinary
monotonic utility functions. In the next two chapters | will examine the
issue of whether demand theory can or should preclude the possibility of
upward sloping demand curves.

L-ORDERINGS

A formal preference ordering represents how a given consumer would
rank-order two or more bundles of goods (where a ‘bundle’ specifies a
quantity for each good being considered). A monotonic utility function can
form the basis for such a preference ordering in a direct way. Obviously,
when comparing any two bundles, the preferred bundle yields the most
utility according to the utility function. The process whereby the individual
goes about determining the utility for any bundles is seldom considered.
The lexicographic ordering seems to appeal to those who thinkdbess

of ranking or assigning utility should be apparent.

The paradigm of ar-ordering is the dictionary and its ordering of
words. It says that the order in which words are listed in the dictionary is
alphabetical. And those words with the same first letter are sub-ordered
according to their second letter, and so on. [iwdering in the case of
bundles of goods might say that the preferred bundles are those which give
the most nutrition. And of those bundles which give the same nutrition,
those which give the least calories are the most preferred; and so on.

Years ago, any advocacy bbforderings was commonly criticized since
such orderings cannot be represented by a utility function [see Georgescu-
Roegen 1954; Newman 1965; Quirk and Saposnik 1968, Chapter 1]. Rarely
today are such orderings mentioned and this, of course, is quite apart from
the lingering suspicion of some economists that the consuprexcessof
deciding on an optimum choice is better presented bly-amlering. The
commonplace rejection df-orderings on purely methodological grounds
may be a mistake based on a confusion concerning Wwbederings are
and how they differ from the existence of multiple criteria. If there is a
confusion here it needs to be cleared up and a good starting place would be
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a clear understanding of the conckepiroiang.
One way to understand the conteptdsriang is to consider it to
be a solution to the methodological problenddrgdte recognition of a
multiplicity of relevant criteria for compaoilg To the extent to
Lvanddrings solve a problem they must necessarilgdhocin the
sense that they are invented to do the intended @teniptwe
eliminate the ‘ad hocery’, we merely creae(rtrethsawlogical)
problem at a ‘higher level’, which meanestaiftherderings as a
means of explaining any consumer’s choice eannéadeaegress.
But this is not a sufficient reason for rejectirgrderings since to the
extent that they represent the reasons why anl indosduane
particular bundle over any other affordable byfioltey ef/erdering
aid hocand if questioned would lead to an infinite regress.

THE DISCONTINUITY PROBLEM

If there are good reasons for rejecting thelueedefitigein demand
theory, perhaps we will find them by examihingdeowgs might be
used. There is one classic problem where tihas ttiesr ardormal
problems with the notidrastiaring. This classic problem (not to be
confused with the methodological problems belowgcHyisebetir
ever it is assumed that the consumer is usithgmseties as an index
in hisloofdaring. Namely, if a person always prefers a commaodity
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bundle with more of gooX to any bundle with lesX regardless of the
quantity ofY in either bundle, and if (and only if) the two bundles being
compared have the same quantityXpfthen those bundles which have
moreY will be preferred. For purposes of illustration let us assume points
have thickness such that the consumer’s ordering looks like Figure 12.1.

Here there is only one point on the boundary between the ‘worse than’ and

the ‘better than’ set, namel, the point in question. One problem is that
for a continuous set represented by any positively sloped line which does
not pass through poim, such aZ—2¢ in Figure 12.1, whenever we attempt
to represent the consumer’s preference ordering with an ordinary utility
function there is a jump in the utility index as we ‘move’ al@r@¢ across

the boundary between bundles with less and rXotfean pointA. This is
because all bundles with the same amounx béit with a different amount

of Y will have a different utility index value. Those points on the vertical
line aboveA have a higher index than those bel&awr he result is such that

Utility

UX.y)

Z VA
Figure 12.2Utility along Z—-Z¢ line

there is no point with the same utility AsIn Figure 12.2 this situation is
represented by a utility function which assigns different levels of utility for
each point on th&-Z¢ line. Here all bundles on tt#&-Z¢ line to the left of
point A have a lower level of utility and all bundles to the right have a
higher level. There is, however, a discontinuity since all bundles with the
same quantity of gooH but different amounts of have to have a different
level of utility. This discontinuity may not be considered a serious problem
but the following type of discontinuity always is.

When we directly use the quantity of gasds a proxy for the index of
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the utility, the real numbers used foririttex of the utility (or of the
implied ranking) turns out to be insufficient. If we assiguiabealfor
every point in Xa& space, there will not be enough numbers. For
example, all those bundles which have the same ¥usntityirdh,
that mijll be represented by the same number, narXgly even
though the consumer has ranked a sub-set dirigegmtheopuantity
YofThat is, there exist an infinity of points for which there does in fact
exist an ordering, but they all appear to benéfstqoalthey havé,
as the index of ulility. This ‘discontinuity’ problem can also arise for more
sophisticaiederings [see Georgescu-Roegen 1954]. The formal
problem here is that we can never use one of the multiple criteria of any
L-ordering as an index for the effect of thmtire ordering on the space
which represents all conceivable bundles of goods.
Neoclassical theoristd rejelerings as #orm of the utility function
typically assumed in the theory of demand. This rejectieorddrings
does not seem to recognize the question of grecessby which a
consumer determines the best bundle and it is not clear that the neoclassical
concept of a utility function is adequate for that purpose.

ORDERINGS AND CONSTRAINED MAXIMIZATION

Before considering multiple criteria as a basis for an explanation of the
choice process let us examine the only accepted way to use multiple
criteria in neoclassical demand theory. In the case of constrained
maximization, the choice of a best bundle involves two orderings: the
unobservable preference ordering that is usually represented by an
indifference map and the observable expense ordering as represented by the
family of parallel budget lines where each budget line represents a different
dollar value. Clearly an expense ordering by itself is insufficient to explain
a consumer’s unique choice since there are many points along the budget
line which (by definition of that line) are ranked equally (i.e. they cost the
same). Why does the consumer choose one rather than another? The
consumer is thus thought to use these two orderings in a two-step manner.
The consumer is thought to narrow the choice to the chosen bfirsile by
excluding all those points which he or sheffmdn@e. points beyond
the given budget line) asecondpicking the best point among those that
are affordable according to the preferenceZorderingnofhésllg a
choice process since it is more a ‘static’ ichaicdywaquires that the
individual be able to find the optimum bundle by correctly calculating
utility levels for each point along the budget line
Whether we can correctly represent the consumer’s choice this way
depends on what we assume about the unobservable preference ordering.
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We could assume that within the consumer’s affordable set of points there
is a conceivable ‘bliss point’, that is, a point where the consumer is
satiated, as illustrated with poiM in Figure 12.3. If the consumer has a
relatively large budget or income (e.g. the budget line furthest from the
origin in Figure 12.3), then the consumer’s choice is immediately narrowed
to point M since the consumer will not want more of either good even
though he or she can afford more of both. While assuming that the
individual can afford his or her bliss point would allow us to narrow the
choice it does so by making the prices irrelevant. Since one reason for
developing a theory of the consumer’s demand is to explain how prices are
determined in the market, a theory of the consumer which makes prices
irrelevant will not be very useful. For this reason, orderings which allow
‘bliss points’ are usually ruled o8t. A more common assumption is that the
consumer faces a ‘strictly convex’ preference ordering. Technically
speaking, a strictly convex ordering is one for which, if we draw a straight
line between any two points of equivalent rank, all other points on that line
will be preferred to the end points. In Figure 12.3 there are two indifference
curves that would be ruled out by an assumption afrigtly convex
preference ordering, namely, the indifference curve through Band the

one through poin€.4

Yi .
Budget lines

-—-— Indifference curves

Figure 12.3Alternative budget lines and indifference curves

Since neoclassical consumer theory claims to be able to explain why an
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in this sense is not considered a problene begtaathtibn of strict-
ness is criticized for being ‘too strong’ becaitshét iwé do not need
‘uniqueness proofs’. For example, we may be able to narrow the choice to a
set of points on the flat portion of the higieeshdeddurve but the
choice within that set is quite arbitrary (sbetwpesn& andH in
Figure 12.3). Accepting arbitrariness (so as to avoid ‘strotigha¥sump
may be a helpful method for avoiding arguments ovesnthef ‘reali
assumptions’, but it certainly will not help uUaitovexy theone point
was chosen over all others. Such willingnessaiogaasstimptions
merely leads to arbitrariness without explaeatien c&irsumer can
only choose one point at any single point in tisiealneactasner
theory must be able to explain not only why dirt @res ghosen but
also why all other affordable points were ndtlchgsba lines of the
two-step procedure noted at the beginning of thisesassamjition of
a strictly convex preference ordering appesmsetaidlesince it does
help solve the problem of assuring a unigi@ béttopt making
prices irrelevant.

AD HOC VS ARBITRARY

A slight digression on these wordad' ho¢ and ‘arbitrary’. Thead hoc
characteristic of any assumption is not necessarily a criticism since
assumptions are usually conjectures or guesses as to the nature of the
universe. If the purpose of constructing any theory (i.e. specifying a set of
assumptions) is to attempt to understand some aspect of our universe, then
any ad hocassumption which would insulate our understanding (viz. our
theory) from criticism or from critical testing is to be avoided unless it too
can be open to criticism. An assumption is arbitrary if we are unwilling to
give reasons for why the assumption might be true independently of the
purposes of the theory itself. Arbitrariness often occurs when the
possibility of an infinite regress arises, such as when we ask for reasons for
our reasons for our reasons ... , then arbitrarily stop to say that we will give
no more reasons in this chain. Such arbitrariness is problematic only when
we are expected to go on, for example when our reasons are suspect and are
to be criticized. These methodological concepts play an important role in
the understanding of the dissatisfaction viitbrderings.

MULTIPLE CRITERIAVS L-ORDERINGS IN A CHOICE

observed point on the budget line was chosen, the assumption that there PROCESS

exists a strictly convex ordering may merelydaehoc(since it is sufficient
for the intended job — to explainuaiquepoint). But of course, ad hocness

Since all creations of human beings can be considered to be solutions to
specific problems, we can ask, ‘What is the problem solved by such and
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such tool or assumption?’ Of course, it is sometimes necessary to
conjecture the problem since the creator of the tool (or idea) may not have
been successful in realizing his or her intention. And, regardless of success,
the unintended consequences may still be interesting. It turns out that the
L-ordering is usually seen to be an attempt to solve a problem created by
the mere existence of more than one relevant non-economic ordering for
any choice (among bundles or points in goods-space). While multiple
criteria are sometimes necessary to ‘narrow the choice’, as noted above, if
the goods-space in question contains an infinity of points (such as when
assuming infinite divisibility) we cannot always narrow the choice to one
point in the two-step manner of neoclassical theory.

Yi
(? set)

Eo C§

A

‘worse-than’

B

Figure 12.4Incomplete ordering

To understand more clearly the problem thought to be solved by
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the ordering is incomplete, another type of discortghilty more
general case is illustrated in Figure 12.corwménecompares any
two points by means of two separatearritesia bgthmounts of the
goods themselves.

|
Y Criterion |

Figure 12.5Multiple criteria

In Figure 12.4, without in some way ordering the two goods themselves
the consumer cannot compare poi€tandD. Similarly, in Figure 12.5,
without ranking the criteria themselves the consumer is unable to compare
similar pointsC¢ andD¢. Now, in either case, if the consumer ranks the
criteria lexicographically he or she can compare these points. For example,
in Figure 12.5, if the consumer first orders by Criterion I, then by Criterion
I, the consumer would say that is preferred teC¢. So we can see that, at
least,L-orderings can help do the job of narrowing the choice to a single

assuming that any consumer’'s preferences can be represented by anpoint (on the given budget line). However, they do so at the cost of

L-ordering, let us consider a situation where a person has multiple criteria
that are not ordered in any way — that is, a situation only slightly different
from the example of Figure 12.1. Specifically, in Figure 12.4, the consumer
claims to be better off if he or she has more of either good. This would
mean the consumer cannot compare pAimtith points not in the ‘better
than’ or ‘worse than’ sets (the cross-hatched areas). With such an
application of this non-ordered criterion, we have ‘holes in the map’ since
there are large areas where there are many points (sichral~) which
represent more of one good and less of the other. Without introducing more
criteria, points in these ‘holes’ cannot be compared with peiand thus

(possible) arbitrariness. If Criterion 1l were given priority over Criterion |,
the consumer would then prefer poi@¢ to point D¢. In other words,
changing the ordering of the criteria changes the ordering of the points in
guestion.

To explain completely the rank ordering of the points we must explain
the consumer’s rank ordering of the criteria. Should the ordering of
orderings be lexicographic, or should we opt for saade hoc utility
function over the criteria such as the higher-level utility function that is
integral to Kelvin Lancaster’s well-known characteristics approach to
consumer theor§, we could try to order the criteria lexicographically.
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Opting for the exclusive use &forderings in our explanation in order to
avoid thead hocassumption of a monotonic utility function (as in either
Lancaster’s or the ordinary neoclassical approach to the explanation of
consumer choice) leads, however, to an infinite regress.

THE INFINITE REGRESS VS COUNTER-CRITICAL ‘AD
HOCERY’

This observation leads me to another digression. When does the possibility
of infinite regress indicate that an explanation may be inadequate? The
answer is clearly that any model which involves a continually self-referring
infinite regress cannot be considered an adequate explanation. For
example, we cannot say that we ‘leamly from experience’ because we
can always ask the self-referencing question ‘How did we learn that we
learn from experience?’ and to be consistent we must answer that we
learned that by experience. This leads to an infinite regress which is
impossible to stop except by violating the original proposition. In such a
regress nothing new or different is brought into the argument regardless of
how many steps we go back in the regress.

In contrast to this extreme example we can have an infinite regress
which puts more and more at stake with each step of the argument. The
latter type of infinite regress is typical of any theoretical science. One
begins usually with some proposition (e.g. a policy recommendation) and
attempts to rationalize this with some set of theoretical propositions. If
these are in turn questioned, then broader theoretical propositions are
brought up for support (e.g. neoclassical theory). If questioned further we
begin to examine our basic concepts which were brought in for support
(e.g. of information needed for profit maximization, the sufficiency of
utility as a measure of the intrinsic quality in goods, the ability to
rationalize social welfare functions, eté.). Each step is offered as an
explanation of the previous step in the regress — but in no way is each next

step necessary in the sense that there is no other possible explanation. But

to say it is not a necessary step is not to say thaiai isocor arbitrary.

We can always turn to our independently established views of the matter at
hand which may be broader but which may not have been seen to be
important for the original issue. This progressive type of infinite regress in
effect makes our original proposition more testable by allowing us to
examine more and more. Aad hocstopping of such an infinite regress
may be against our best scientific interests.
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UTILITY FUNCTIONS VS L-ORDERINGS

Now the importance of this digression is to argue that, when viewed as
alternative to a static utility function, amyordering may only be slightly
better than a self-referring infinite regress as opposed to a jeopardizing
infinite regress. It is difficult to see how anything new can be brought into
the infinite regress of ar-ordering method of explaining consumer
behaviour in the two-step manner of neoclassical demand theory. That is,
nothing new may be put at stake except the next higleedering in the
regress. This criticism of-orderings, however, cannot be considered an
argument in favour of any utility functions which are cleasly hoc
Counter-critical ‘ad hocery’ cannot be any better than the infinite regress of
‘learning only by experience’.

Casual empiricism might indicate that lexicographic behaviour is more
prevalent than utility maximization primarily because, as a multi-step
process an L-ordering is easier to learn or teach than a static utility
function. Utility maximization may even require more introspective, more
self-reliant individuals than is allowed by modern, highly structured
societies where self-reliant individualism is not always appreciated. The
neoclassical theorist’s rejection bforderings and the assumption of the
existence of utility functions have only been supported by the assumption
that the neoclassical theory of the consumer is true (i.e. that consumers act
to maximize their utility in a two-step manner using a static utility
function). To have a maximum in a calculus sense requires a static
monotonic utility index or function or something sufficiently similar which
a staticL-ordering can never be. The assumption that such a static utility
function exists is necessaribd hocunless there can be constructed an
independent test of its existence — that is, independent of the theory in
guestion. Since such a test has yet to be devised (let alone applied),
lexicographic orderings need not be rejected only because they cannot
formally represent a usable utility index.

While one can recognize that a choice can be made with multiple
criteria (e.g. Figures 12.4 and 12.5), such an ordering can never be
complete (there are always ‘holes in the map’) until one orders the criteria.
A strictly convex preference ordering (such as one implied by a utility
function) over criteria performs this task. But there is no reason why the
assumed preference ordering is the only conceivable ordering. This
consideration of the non-uniqueness of utility functions then leads to an
infinite regress since a complete explanation must explain why one utility
function was chosen over any other conceivable alternative. This line of
criticism will lead to yet a higher-ordered preference ordering which must
implicitly recognize alternative higher-ordered preference orderings
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between which the question is begged as to why one was chosen rather than13 Revealed Preference

any of the others. And so on. .
A lexicographic ordering is always a conceivable alternative but only if VS Ordlnal Demand

it is seen to represent a process rather than the preference ordering used in

the second step of the neoclassical explanation of demand. Since

neoclassical economics is more concerned with representing choice in a

manner analogous to the calculus-type constrained maximization,

neoclassical economists will always choose convex preference orderings

that can be represented by ordinary utility functions. What is the basis for

this choice? The only reason lexicographic orderings are rejected is that

they cannot be represented by formal utility functions even though they can

perform the task of eliminating arbitrariness or incompleteness for the

purpose of explaining a unique choice. It is clear to me that neoclassical Instead of dallying in the theory of consistency tests, an older writer

economists put methodological considerations of mathematical formalism on demand theory (one, that is, who was writing before Samuelson)

before even casual empirical questions whenever it comes to choosing an would have proceeded at once, having laid his foundations, to the

) 1 i . derivation of a much more famous principle — the principle that the

assumption to represent the non-economic basis of consumer choice. demand curve for a commodity is downward sloping. We, in our turn,
must now consider this basic proposition, which remains what it
always was, the centre of the whole matter.

NOTES John Hicks [1956, p. 59]

1 Note, however, that this ordinal ranking does work for theZirg of Figure

12.1 so long as we do not attempt to say anything about points off that line. .
2 Technically, this procedure constitutes a rudimentary lexicographic ordering. In 1938 Samuelson offered what he thought was a clear alternative to the

Goods are first ordered by increasing costs, then by increasing utility. However, Unobservable static utility functions needed in the two-step procedure
this is not usually the aspectloforderings that is put at issue in the criticism of inherent in the neoclassical demand theory. Rather than having us assume
such orderings. ) o the individual faces a preference ordering that is assumed to have the
3 Note that we would also have to rule out incomes so low that an individual = .4 rect shape (convex, no bliss points, etc.), Samuelson would only require
could not afford the minimum level of utility that is necessary for survival. In . . .
us to assume that the consumer makes well-defined, consistent choices.

this sense it could be said that neoclassical economics is middle-class ) g . . . A )
economics since we are thereby ruling out both very high and very low Choice will be consistent and well-defined if the individual will (a) choose

incomes. _ _ _ the same bundle whenever he or she faces the same prices and income and
4 The curve through poiiit would allow us to pick two points such @sandH (b) never choose any of the other affordable bundles except when prices
where all points on the line between them are not prefer@diwlH (they are and incomes change to levels that make the first (or preferred) bundle

equivalent). In the case of the indifference curve through @iat pointC the . . . . .
curve is actually concave to the origin, that is, we can draw a line between unaffordable. Armed with this notion of consistency and well-defined

pointsD andE such that point® andE are preferred to all other points on that choices, Samuelson claimed we could dispense with assumptions about

line (e.g. poinf). utility functions. Moreover, he claimed that everything necessary for a
5 Accepting stochasticism has similar consequences [see Boland 1986a, Chapter gemand theory was observable (we can observe when a consumer makes an
8]. inconsistent choice).

6 In his approach [Lancaster 1966], the consumer can order points on the basis of At first it d that S | had fully d | d
intrinsic characteristics such as vitamin content, salt content, or other criteria Irst It seeme at samuelson had successiully developed an

for which the content is proportional to the amount consumed. The consumer @alternative to the neoclassical Ordinal Demand Theory of Hicks and Allen
then forms a utility function over the amounts obtained of the characteristics to  [1934] which was based on the two-step procedure with static utility
determine the best point and works backward to determine which bundle of functions being represented by indifference maps. Samuelson eventually
goods provides the best characteristics point. reintroduced the notion of ‘preferences’ by claiming that consistent choices

7 Such an infinite regress as this may seem risky and undesirable to some | th \ f . the ch int i led to b
theoretical economistsecausemore and more is put at stake at each step. reveal the consumer's preierences since the chosen point Is revealed to be
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preferred to all the other affordable points. Unfortunately, it never seems to
have been asked why it is sensible to think of individuals being slaves to all
of their past choices. Moreover, such consistency in behaviour is
indistinguishable from individuals who are slaves to static utility functions.

It seems now that everyone agrees that the Ordinal Demand Theory of
Hicks and Allen, which is based on assumptions concerning ordinal utility
functions or preference orderings, and Revealed Preference Analysis,
which is based on Samuelson’s early work, are in some sense formally
equivalent. The primary evidence for this equivalence is that the famous
Slutsky equation can be derived either from conditions placed on ordinal
utility functions or from some version of Wald’'s or Samuelson’s Axiom of
Revealed Preference, as applied to price—quantity situdtions. Samuelson
[1953, p. 2] and Hicks [1956, p. 139] even went as far as establishing what
is called the ‘generalized law of demand’, namely tfatnhormal goods
the quantity demanded varies inversely with the pfice. Consumer theory,
whether based on the Ordinal Demand Theory of Hicks and Allen [1934]
or on Samuelson’s [1938, 1948] Revealed Preference Analysis, is a major

part of the neoclassical theory of prices and, as such, has as its purpose the

explanation of demand in general and the Law of Demand in particular.
The Law of Demand is the commonly accepted notion that the demand
curve for any commodity is downward sloping. This ‘basic proposition’,
says Hicks [1956, p. 59], ‘remains ... the centre of the whole matter'.
Unlike ‘the generalized law of demand’, the Law of Demand is not
restricted only to ‘normal goods’.

The essentialness of the Law of Demand will not be put at stake in this
chapter. | will take up that matter in Chapter 14. Here | want to critically
examine the alleged equivalence of Ordinal Demand Theory and Revealed
Preference Analysis with regard to the Law of Demand.

It is well known that necessary and sufficient reasons for the Law of
Demand have yet to be established using Ordinal Demand Theory with a
set of conditions or specification that are placed on preference orderings
(except, of course, by ruling out inferior goods). Contrary to the popular
opinions concerning equivalence [e.g. Samuelson 1950; Houthakker 1961],
in this chapter | willattemptto provide necessary and sufficient reasons for
the Law of Demand by showing how the Axiom of Revealed Preference
can be interpreted as sayingre than Ordinal Demand Theory about the
Law of Demand. The approach taken here is to examine consumer
behaviour without first specifying aex antepreference ordering (such a
specification would not be directly testable anyway) and | will not be
requiring that we must have observed all possible points in goods-space so
as to construcex posta preference orderirfy. | shall develop the primary
entailment of consumer behaviour that is directly relevant for the Law of
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Demand: the price—consumption curve (PC@Bjieflyialiscussed in
Chapter 4.
Unlike Gustav Cassel [1918] or Henry Moore [1929] theenis no
tion here to eliminate utility or preferenogordsuch orderings will
always be assumed to exist. On the basis of maxigmiaind) store-
what like Cassel, the basic empirical assumpkien® witinjecture
specific demand curves directly. However, where @Gasiseplyoul
assume that they are properly shaped [1918, pp.il6®uB8hat w
assumption at stake since it is the moot pdintsahdtvisll examine
the explicit or implicit conditions that musidokbsatiaf giversetof
demand curves rather than just examine as usulitithemaitions
based on properties of metaphysical utility fliketiblzore [1929,
pp. 5-10], here it will not be presumed thay tbé cbasumer

behaviour can beducedfrom observations — statistical or otherwise.

CONSUMER THEORY AND INDIVIDUALISM

As one half of a neoclassical theorgrefymieesheory is a particu-
lar conjunction of ideas that is intended to explaén qubptity
demanded is what it is at thargetngice In neoclassical economics
it is usually taken for granted that no individuigtynsboald have the
power to influence (substantially) the goidgewilseget together (in
conjunction with supply) large groups of individuals dameldtermi
prices of all the goods that they buy. Althougmetbessitythat this
determination involves only downward sloping makeudersaill
not be examined until Chapter 14, in thistaiagguitement will be
assumed to hold. Moreover, it is a sufficient argusiientdividuals
have downward sloping demand curves for any particulzergbed,
market demand curve will be downward sloping for thahegood
neoclassical notion of demand curves is always inpderats of
equilibrium — that is, nothing is required adgardidiyiduals, other
markets, etc. Particularly, we do not requiterthraarkets be in
equilibrium. This is the basic feature of boths MadsHadlteto’s
approaches to economics [Pareto 1916/35, footnote to Section 1978;
Marshall 1920/49, Book V]. This approach reveals thewhagévs of
‘scientific’: omgstbegin with the smallest element and work up to broad
generalities [Pareto 1916/35, Section 2078; Marshall 19%@/40, foot
315; see also Schumpeter 1909, pp. 214-17]. If in our theory we allow any
individual to have an upward sloping demand curvefives mxsiain
why the net outcome for the whole market avifistitiveard sloping
demand curve as required. This would in turn require some theoretical
statement about consumers as a group (perhbpsdistoituttion of
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people with negative sloping demand cufves ). That everyone has a does limit the shape of the consumer’s preferenceseinahe thequ
downward sloping demand curve is not merely sufficient but also desirable the individeapbasiveo changes in his or her constraints — without
for the maintenance of strict methodological individuallsm. For the responsiveness we could not say that prices in anyenes tind
purpose of this chapter, tirecessityof downward sloping demand curves consumer’s choice. The only place allhef¢he consumer’s constraints

will continue to be accepted without question as well as the necessity of are influential is on the boundary of his omnlele ‘sgd, that is,
maintaining the strict methodological individualistic view of economics. So where the consumer is spending all of his @mkegoinicudget) on the

I will thus assume that we must explain why every individual's demand goods in question.

curve is negatively sloped. This, | think, is the meaning of Hick’s statement The questieteimhinatenessf the choice situation facing an opti-
that the Law of Demand is ‘the centre of the whole matter’ and that ‘centre’ mizing consumer leaves open several diffefentthreayiseorist to

is focused on the individual's demand curve as the outcome of the approach the explanation of the consumer’s behaviour.owéheould
individual’'s behavioural response both to his or her economic constraints one hand, begin with a consumer’s fully specifgedi.erdeith ex
(going prices and income) and to his or her disposition regarding the goods ante specified properties) and then examine the expected logical conse-
bought (i.e. tastes). quences of that consumer facing different price and income situations. On

the other hand, we might avoid the requirement that the consumer in ques-
tion be able to specifgx antehis or her preferences, and instead attempt to

THE LOGIC OF EXPLANATION deduce the nature of those preferences from observed coincidence of

Let us then begin with a general look at the two-step logic of explaining all different price—income situations and actsahelgeion the basis of a
individuals’ behaviour regarding their choice of the quantities of goods that static preference ordering. We could therdedsecede preference
they buy. We say that consumers are maximizing when they buy the best ordering as a basis for our ‘prediction’ of the dmtawivents
quantity combination subject their economic constraints and subject to On the basmuotheorythat the consumer wishes to maximize his or
their criterion as to what is ‘best’. We say, in effect, that their choice of her utility (or, equivalently, pick the ‘best’ qeoiai)) logical require-
quantities is optimallydetermined conjointly by the state of those ments must be satisfied either by the unobsexxabite preference
constraintsand the nature (shape) of their criterion. We say that their ordenindpy the revealedex postbehaviour in observable price—
choice is optimal, hence it can be rationalizedamyonewhenever the income—choice situations. Because afdterminatenessf our explana-
consumers can clearly state the nature of their tastes. That is, given a tions raspahsivenessf the consumer’s behaviour to all aspects of
specified preference ordering, if the choice is optimal, then we can the price—income situation, satisfaction by one isfigdigsnshy the
independentlydeterminewhat that choice would be. In that manner we say other. That is to say, the theoretical and philosophical necessity of
that we can explain the consumer’s choice. Te&erminatenesss the determinatenessnd responsivenesss what gives rise to the apparent
crucial element in this theory of explanation. To summarize schematically, equivalence between Ordinal Demand Theory addPReeestee
we have the following elements in our explanation of the consumer’s Analysis. | say ‘apparent’ because it is only truesénvilereathe
choice of quantities af goods: Marshallian requirement of being able to rationalize the Law of Demand is
Directly observable Obse’}‘\?;bl R not imposed upon the_ optimal f:hoice dete_rmi_nation. As yet, the recogn_ized
A A conditions for an optimal choice determination that is placed on ordinal
/ _ N preferences are either insufficient or unnecessary for the exclusion of
[A] [ Xy X0 X ] <Opt—'_maj_ [R. P, ...P,, Income, Tastes ] ‘Giffen goods’. _I will try to sh_ow here that the Axiom of Revealed Prefer-
Choice bundle  CE&rmInation ., o raints/Situation | Criterion ence can be interpretecbnsistently with the above dual approach to
of quantities (objective) (subjective) consumer behaviouo show that it does seem to say something more than
(objective) the assumptions of Ordinal Demand Theory can and also try to show that
whereX; is the quantity of gootpurchased at pride,. some well-known interpretations of demand theory are contradicted by this
That the consumer optimally picks the best point (or bundle) in no way interpretation of the Axiom of Revealed Preferersgedifiosdly, |
requires that the tastes as represented by a preference ordering be of any will attempt tdeiserimateness specifyindirectly the nature of

particular shape whatsoever, except that the ‘best’ be well defined. What the preferences which allow inferior goods whdkiditily Giffen
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goods. This indirect specification will be based on the properties of price—
consumption curves.

PRICE-CONSUMPTION CURVES (PCCS)

To compare the assumptions of Ordinal Demand Theory with those of
Revealed Preference Analysis | need to identify something that they have
in common. The one thing that they do have in common is the behavioural
consequences entailed in the assumptions. The Slutsky equation, for
example, is entailed in both sets of assumptions, and both seem to be
insufficient to deal with the Law of Demand — they only describe the
behaviour at one point, and do not help us to explain it in relation to other
points. My approach here will be to examine the behaviour by first
examining the families of the PCCs which can be considered either the
logical consequences of using any preference ordering (map) or the
implications of any set of observed choices. The properties of these PCCs
arethe central concern of the theory of consumer behaviour. To examine
the properties of a PCC family or grid, | will lay out all the conceivable
options which must be dealt with and then try to explain the significance of
the various options with respect to either Ordinal Demand Theory or
Revealed Preference Analysis. To keep this task manageable in two-
dimensional diagrams, | will deal only with two-good cases. And to assist
in the task, | am again going to enhance the usual representation of a PCC
by adding an arrowhead to indicate in which direction (along the PCC) the
price rises for the good in question.

Yi Budget line Yi
Indifference curve

Budget line
| / Indifference curve

B/ Py

(@ (b)

Figure 13.1Possible slopes of price—consumption curves

In Figure 13.1(a), | have drawn a PCC for gobdepresenting all five
possible slope8. At poirtthe implicitdemand curvevould be positively

sloped since as theXprisesothe consumer will move from pognt
towaty and thus we note that the consumer must buy more of X§¢ad
Giffen good situation). At poirth the demand would be perfectly inelastic;
relatively inelastic at point; at pointd it would have ‘unit’ elasticity; and
at pointe it would be relatively elasti€? Similarly, in Figure 13.1(b), |
have represented the possible cased fbhigondans that (ignoring
collinear configurations) there are five casapéat whath in turn
can be combined in twenty-five different ways,es#8.ZEidiince
passing through every point on a consumer’s indiftbeneceilinag
gne PCC anq,one PCC (each with its own slope)1®ithl Frigue
catalogued each point as being one of the twenty}lve cases

N = N

'
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X
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Figure 13.2Possible relative slopes of PCCs
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Now, before examining the logic of the situation, we need to get a clear

idea of what is meant by ‘responsiveness’ and ‘determinateness’ in our

explanation of behaviouResponsivenesaeans simply that whenever the
consumer faces significantly different price—income situatidns, the
consumer will choose to buy different combinations of quantities of goods.
That is, no two different price—income situations determine the same
goods—quantity combination. In other words, the mapping from goods-
space into situation-space ugsique Determinatenessneans that for any
particular price—income situation there isnly one particular
goods—quantity combination that will be chosen — thapping from
situation-space into goods-spaceuisique (i.e. ‘well defined’). To keep
within the Hicksian tradition, my concern here will be only with preference
orderings which are representable by indifference mdaps. A particular

indifference map may (when used with neoclassical behavioural assump-

tions) allow for more than one of the choice situations of Figure 13.2, but at
any given point in goods-space, only one choice situation. By considering
all possible price situations, a particular indifference map will give rise to a
family of PCCs, that is, one sub-family for all PCC s and implicitly one for

all PCG,

(ICCs) which are merely generated from the P&Es. This relationship

between the curves is illustrated in Figure 13.3 where representative curves

are drawn in the form of a gri%.  Any particular PCC for g¥q®CGC,) is
drawn by definition only on the basis that the income (or budget, expend-
iture, etc.) is held constant and the price of géaglheld constant.

Yi

Figure 13.3 An implicit ICC
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As the major concern of this chapter is thedahilgythe Law of
Demand and hence explain price behaviour, | wiisainwaytha
income or budgeis fixed and thus the same for all PCCs considered.
This is only a minor concern since all income chargepEsehted
(inversely) by proportional changes in all pritasesusly. This
leaveB,ptite fixed price ofY, to be the identifying feature of any
particular PCC foft.dbaet change the fixed and givér we will get

a different PCC . Simildply the price oiX, is the identifying feature of
any particular PGCIf we assume the budget or income is fixed, then to be
on any particular PGC , the consumer is faced with an imp|jeshd thus

the PGC is labelled with the gifgn Figure 13.3 thereby represents a
grid of PCCs or more important a grid of isogsrichére at each line
there is,a PCC angd a PCC for the givep aiteg, Armed with
such a grid we can say what the prices must bgufoethe cboose
any point in the goods-space (given a fizedficoanse). The usual
income—consumption curve will be generated saothetéosecting
PCCs with the labels in a constd?/Pgtidn Figure 13.3 the line
representing the ICC has an arrowhead indicditiegtiin of increas-
ing income. The map formed for all the implicitaR¢ @arfamular
indifference map will be called the ‘PCC grid’ forffdranaedimap.
On the basis of either responsiveness endstetn@rais a one-to-
one correspondence between PCC grids and indifference maps.
Assuming income constant, note that if we parigidlzr #CC as
a vector function on goods-space into price-9paagX), or an inverse
function on price-space into goods-spa¥e; ¢~}P), then its projection,
X; =@~YP;), is the individual's demand function but the projection need
not be ‘well defined’ even though the PCC itself is. The PCCs can be
interpreted in other ways: as a mapping from all-goods-space into one-
price-spaceX - P;, such as Wald's demand functdén  or a mapping from
all-price-space into one-good-spade-~X; such as Cassel's demand
functions [Cassel 1918, p. 80]. But the entire PCC grid is not in any way an
indirect utility functionl?

The importance of PCC grids here is that the PCC grid is the one thing
that Ordinal Demand Theory and Revealed Preference Analyséssarily
have in common. Conditions placed on preference orderings of demand
theory ultimately must be reflected in the nature of the consequential PCC
grid. Likewise, ‘axioms’ of Revealed Preference Analysis are direct state-
ments about the nature of the implicit PCC grid.
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CHOICE ANALYSIS WITH PREFERENCE THEORY
ASSUMPTIONS

It would seem that the alleged equivalence between the Revealed Prefer-
ence Analysis and Ordinal Demand Theory should be apparent in the cat-
egorical logic of the consumer’s situation that has been outlined in Figure
13.2. In particular, the logical significance of the assumptions concerning
preferences or choices is always in terms of which PCC situations (of Fig-
ure 13.2) areuled outas impossible by those behavioural assumptions.

The primary tool in this section will be the array of cells illustrated in
Figure 13.2. Let me be clear about what that figure shows. Each cell is
drawn for one point with the two PCCs intersecting as shown. Note that at
each point of an indifference map there is a PCC for a given pricarud
a PCG for a given price of and implicitly a specifi®,/P,. Relative to
this P, /P, | have identified the cross-hatched areas (points) wRgif,
would definitelyhave to be higher for those points to be chosen. Similarly,
there are shaded areas (points) whecemewould definitely have to be
greater for those points to be chosen. With Figure 13.2 in mind, | will now

examine the consequences of some of the usual assumptions concerning the

shape of preferences. Throughout this examination | will be referring to the
various cells in Figure 13.2 by identifying the row with a capital letter and

a column with a lower-case letter, (e.g. the lower left céligs Each cell

in Figure 13.2 represents the possible relative slopes of the two PCCs at the
point of intersection and corresponding to the points labelled in Figures
13.1(a) and 13.1(b).

Greed (dominance, non-satiation)

The most common neoclassical assumption is to rule out ‘bliss points’. The
effect of ruling out bliss points is that people will always prefer more of
any good if none of any other has to be given up. The major implication of
this assumption is that indifference curves are always negatively sloped.
For my purposes here, this assumption rules out those situations in Figure
13.2 where the ICC is positively slopbkdt has the arrowhead (increasing
income) pointing ‘south-west® Such cases as those represented by the
dotted lines inAa andEe become problematic here if we require that the
slope of the PCCguaranteethat this assumption is fulfillet?

Hicksian assumption of diminishing MRS (convexity)

Next let us consider the effect of utilizing the Hicksian assumption that
indifference curves should be convex to the origin. Convexity is assured by
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an assumption about the ‘marginal rate of substitution’ (MRS) — that is,
about the slope of an indifference curve. Since the PCC grid is based on
maximization, we can easily determine the value of the marginal rate of
substitution. Specifically, a necessary condition for maximization is that
MRS equals the giveR,/Py. To see what the Hicksian assumption of a
diminishing MRS means, consider any indifference curve drawn through
the point of intersection of two PCCs. If the MRS is diminishing then (1) at
all points along the curve that are ‘north-west’ of the intersection point, the
slope of the indifference cur¥® must be higher (i.e. steeper) than the slope
at the intersection point and (2) at all points along the curve that are ‘south-
east’ of the intersection, the slope most be higher. In Figure 13.2 there

are a few cells which would contradict this requirement. This is most
clearly seen in situatioBb where below and to the right all points (whether

or not they are on the one indifference curve in question) must necessarily
have a steeper MRS  which contradicts directly the assumption of
diminishing MRS. Note that so long as indifference curves are negatively
sloped (which is the only way we would ever use ti#@m) and they are not
straight lines, indifference curves must be drawn in a direction which lies
in the angle formed by the arrowhead of one PCC and the tail end of the
other PCC. That is, as one moves along a curved indifference locus, MRS
is changing (diminishing or increasing). Now, in the context of diminishing
MRS along a negatively sloped indifference curve, one can see that more
situations are ruled out. In addition Bb, situationsAb, Aa and Ba are
clearly seen as logically impossible. Recognizing that ‘greed’ implies
negatively sloped indifference curvés, situatids Ac, Bc, Cb, Ca and

Da are also impossible. SituatioBsl andDb, and the conceivable cases
represented by the dotted lines in c€lt, are also impossible. The
situationsAe andEa are problematic under the assumption of diminishing
MRS since some of the cases allowed contradict diminishing MRS. But
since they are extreme cases, Hicks argued, they are urfkely. If his
argument were considered sufficient we could see how Hicks’ assumption
might eliminate Giffen goods since they are to be found anywhere in rows
A and B or columnb anda.

Assumption of ‘normal goods’

There is one assumption which is more than sufficient for ruling out Giffen
goods. If one assumes that all goods are such that any increase in income
(or lowering of all prices) would mean that more of all goods would be
bought, then the ICC would always be positively sloped with its arrowhead
pointing ‘north-east’ (i.e. the shaded area would be restricted to agpggar
‘north-east’ of the intersection point). This assumption can be seen in
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Figure 13.2 to rule out the situatioAs, Ad, Be Bd, Db, Da, Eb andEa as
being impossible (since they contradict this assumption). Also, the
additional situation®\c, Ab, Aa, Ba, Ca, Ce De, Ee Ed andEc would be
problematic as above. If the assumption is that the goodsrmaosssarily

be ‘normal’ (never inferior) then only the remaining situations would be
possible. If one uses both the diminishing MRS and the ‘normality’
assumptions then only situatio@sl, Cc, Dd and Dc are possible (i.e. no
elastic demand for any good!). Obviously this conjunction of assumptions
rules out too much if we only want to rule out Giffen goods.

Interdependence of elasticities

On the assumption that the consumer’'s income is entirely spent, the
following simple situation is always maintained:

PyX+PyY=B [13.1]
And, using a little calculus, for any PCC one can generate the following

relationship involving the elasticity of demarsgl, for goodi, and the slope
of the PCC, Y/0X);, for PCG:

for goodX,

[1+ (1k)] + [(0Y/0X)y / (Px/Py]=0 [13.23]
for goody,

[1+ (1)) + [(Px/Py) /(@Y /0X)y] =0 [13.2b]
which taken together gives the following relationship between elasticities
at one chosen point iX-Y space since at any one point these two

relationships must have the sarRg/p,):

[1+ (1&)]-[1 + (1£)] = (0Y/0X)y / (OYIOX)y [13.3]
That is to say, the ratio of the slopes of the two PCCs indicates directly the
product involving the two demand elasticities. This result only conflicts
with the conceivable situatioBe represented by the dotted lines and the
solid caseAe The ratio of the slopes of PGC to RCC must be less than
one, by definition of demand elasticities, but in Beedotted case and the
Aesolid case that ratio would be greater than one.

CHOICE THEORY FROM REVEALED PREFERENCE ANALYSIS

Referring back to the schemat®][ one can see the logic of options avail-
able to the ordinary neoclassical demand theorist. Neoclassical demand

theorists up to the time of the acceptance of Samuelson’s Revealed Prefer-
ence Analysis would have us assume a given and known ordinal preference

map [e.g. Hicks and Allen 1934, pp. 55, 198]. With a known map and any
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given price—income situation, we can deduce the optimal choice in goods-
space. Unfortunately, this approach is based on anpoésuenatiail-
ability of the consumers’ subjective knowledge. Without such knowledge,
it would be impossible to apply this version of demand theory directly to
any person without some heroic philosophicsl jumggshoudat that
this was merely a minor difficulty since we could askidualimdhat
his or her relative preferences were at any given point [e.g. Hicks and Allen
1934, Part II; Allen 1950], even though a comgiifiteconsipes more
information than is conceivably pé8sible. At one time manyhhbught
there might be a short-cut to actually constructing the map; we could
observe the person’s choices awea post deduce from the actual
observations what the person’s preference ordering was [e.g. Little 1949].
Without a known ordinal preference map it would seamteto be q
arbitrary whether we spexkifyntecertain properties of the map that are
assumed to exist, or deduce that raggoston the basis of a simple notion
of consistent choic&/ The question then is, when does a particular differ-
ence in price—income—choice combinations imply different preferences?
Samuelson’s answer [1948, pp. 243-4] was in effect that any time two
different price—income—choice combinations satisfy the Axiom of Revealed
Preference, we can utilize the neoclassical theory of the consumer (i.e.
utility maximization or optimum choice) to infer the preference map that
this individual consumer was assumed to be using. As it turns out, satisfy-
ing the Axiom of Revealed Preference is like satisfying the usual
conditions of Ordinal Demand Theory. These tolwesmm®auffi-
ciently alike that they have important consequences in common which have
led Houthakker [1961] and others to consider them equivalent.

What | am going to do here is a little different. Since it has been shown
that certain versions of the axioms of Revealed Preference Analysis imply
the existence of a preference ordering [Houthakker 1950, 1961; Arrow
1959a], | want to apply one of the axioms, the Axiom of Revealed
Preference, to specific situations which were derived from preferences.
There should be no danger of contradiction here even though | may be
violating the intentions for inventing the Axiom of Revealed Preference. In
particular, | am going to apply the Axiom of Revealed Preference to two
points on any given PCC. There is no way two points on the same PCC can
directly violate the Axiom of Revealed Preference if we always assume
‘greed’ (lowering one price alone always means that the consumer’s real
income has increased). The question here is, what are the implications of
the Axiom of Revealed Preference for the shape of the PCC?

To answer this, a way must be found to express that axiom in terms of
PCCs and budget lines rather than in terms of quantities of goods and/or
indifference curves. It will be recalled from Chapter 4 that the Axiom of
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Revealed Preference says that poft(in X-Y space) is ‘revealed
preferred’ to pointB when A is bought at price®,A and PyA andB is
bought at price®, andP,B such that

if PAXq + PyA-YAz PAXg + PyA-YB [13.4a]
then  PB-X, + PyB-YA > PBXg + PyB-YB [13.4b]
Of course, this must be true for any two points on any PCC where by

definition PyA = PyB (= Py). Hence the Axiom of Revealed Preference can
be stated in this particular case as:

if PA(Xp—Xg) 2 Py(Yg—Ya) [13.5q]
then PB(Xp—Xg) > Py(Yg —Ya) [13.5b]
Parenthetically, at this point it becomes possible to point out a potential

error in Houthakker’s [1961] famous survey of consumer theory. He says
that the Axiom of Revealed Preference

is nothing but a generalization of the Law of Demand to arbitrary price
changes. To see how it relates to the ordinary Law of Demand we need
only putZ;PA-QB equal toZ;PA-Q* and assume vectoP$ andPB are
identical except for one (say [gooq) price. After some subtractions

we then get that

if ZLPAQB=ZPAQA then & (PA—-P,B)-(Xa—Xg) <0
or in words: if a price changes in such a way that in the new situation

the consumer can buy what he bought in the old, then the price change
and the quantity change are necessarily of opposite signs. [1961, p. 707]

Unfortunately for Houthakker's attempt to apply the Axiom of Revealed
Preference to demand theory, his ‘if-clause’ can never be satisfied on any
one PCC curve (and hence on a demand curve). It must always be an
inequality if only one price is varied and all the income is spent because all
the points on any PCC are optimum (‘equilibrium’) points. In neoclassical
textbook terms, no two different points on one budget line can be on the
same PCC as PCCs and budget lines necessarily cross at only one point.

Perhaps | am misinterpreting Houthakker, so | will push on. If one
definesdX = (X — Xg) anddY = (Y, — Xg) then the Axiom of Revealed
Preference in this particular case says that:

if PAIX = — Py-0Y [13.63]

then PB.aX>- Py-0Y [13.6b]
By specifying merely tha2X > 0 andP,, > 0, one can say that

if (PXA/Py) > —(0Y/0X) [13.74]

then PXB/Py) > — (0Y/0X) [13.7b]
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Figure 13.4 Comparing slopes of PCC and budget line at a point

If, as is usual, the consumer is assumed to be maximizing his or her
satisfaction, then the slope of the budget lide&/4X), equals the negative
of the going price ratio, that is(P,/P,) = (AY/AX), (see Figure 13.4) then
one gets the following:

if the slope of PCEC> the slope of the budget line of the preferred point
then the slope of PGC > the slope of the budget line of the inferior point

that is,
if (0YI0X) = (AY/AX) atA [13.8a]

then  @Y/dX) > (AY/AX) atB [13.8b]

When the slope of the PGC along that curve between the two points is
positive (i.e. demand is relatively inelastic) this hypothetical condition is
easily satisfied. When the slope of BRCC is negative, the situation gets
problematic again. In this case, the Axiom of Revealed Preference says that
the slope of the budget line must be steeper than the slope of the PCC at
point B if the slope of the PCC is not steeper than the budget line’s slope
at A. To see what this says, consider the two cases shown in Figures 13.5a
and 13.5b which represent colummsnde, respectively, of Figure 13.2.
Since the slopes can be compared directly by compaxngith AY for a
0X =AX > 0, the first clause of the Axiom of Revealed Preference requires
that

oY = AY atA [13.9]

and this is true in Figure 13.5b and is false in Figure 13.5a sinced¥oth
and AY are negative. Now the Axiom of Revealed Preference can be
restated as follows:
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if at pointA thedemand curvés not positively sloped

then at any poirB (corresponding to a high®x) that
demand curve is definitely negatively sloped.

Budget line

\
\ PCCy

B/PX X
Figure 13.5aGiffen PCC

Budget line

Figure 13.5bNon-Giffen PCC
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[13.10a]

[13.10b]

is that demand curves as shown in Figure 13.6(a) are made impossible by
the Axiom of Revealed Preference (although those as in Figure 13.6(b) are
still possible).

R R

K X
@ (b)

Figure 13.6Possible Giffen demand curves

While this interpretation and use of the Axiom of Revealed Preference
may not seem surprising on its own, it is still interesting to note that Hicks
gives precisely the demand curve of Figure 13.6(a) aspthesible
description of the case of a Giffen good [see Hicks and Allen 1934, Figure
6, p. 68]. If my interpretation of the Axiom of Revealed Preference is
correct, then one can see that the axiom does say something more than the
Ordinal Demand Theory (of Hicks and Allen) which alone will not exclude
Giffen goods except by excluding ‘inferior goods’. By adding the Axiom of
Revealed Preference to Ordinal Demand Theory, however, we can get
slightly closer to the Law of Demand.

METHODOLOGICAL EPILOGUE

Clearly, writing about a subject that has received so much attention in the
past is difficult to justify. Some would accept this reconsideration if it had
pedagogical utility — that is, on the presupposition that we all know all
there is to know about neoclassical demand theory but we always can use
some clever device with which to help teach undergraduates. | think that if
there is a use for better pedagogical devices, such a potentiality reflects a
poor understanding of the matter at hand. Of course, others would accept
this reconsideration merely if it involves the demonstration of some new
mathematical devices or techniques. Although most seem unwilling to
admit it, the application of a complicated mathematical technique to a

The direct implication of this reformulation (at least in the case used here) simple concept always ‘costs’ more than the resulting ‘benefits’ warrant.
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The years of clothing demand theory in a mathematized fabric has left us
where we began — Hicks’ half of the 1934 Hicks and Allen article. All that
we have to show for our heroic efforts are a few vacuous generalities such
as ‘the generalized law of demand’. Our explanation of consumer
behaviour has not changed, nor has our understanding of our explanation
changed. The Emperor has no more clothes on today than he had prior to
1934. Above all, our task of establishing the Law of Demand has neither
been assisted nor corrected by our sophistication.

Now, rather than dismissing the Law of Demand, as many would seem 12
willing to do [Samuelson 1953, p. 106; Lipsey and Rosenbluth 1971], we
must attempt to deal with it, one way or another. First, because, as claimed 13
here, Revealed Preference Analysis and Ordinal Demand Theory are not 1
equivalent with respect to the Law of Demafd. And second, but more
important, because its significance is intimately involved with our theory of
prices, as | will explain in the next chapter, to disnaiddocthe necessity
of the Law of Demand without examining its broader significance cannot
help us understand economic behaviour, nor can it foster the development ig
of ‘testable’ implications of neoclassical theories.

15

18

NOTES 19

1 For the derivation of the Slutsky equation from Revealed Preference Analysis,
see McKenzie [1957] and Samuelson [1947/65, Chapter 5].

2 Samuelson calls this the ‘Fundamental Theorem of Consumption Theory'.

3 See further Lipsey and Rosenbluth [1971, p. 132] and Samuelson [1947/65, p.
115, footnote 17].

4 Such a task is impossible, quite apart from the ‘integrability problem’, since it
requires an impossibly faultless inductive logic [see further, Wong 1978].

5 For example, one person may be allowed to have a positively sloping demand
curve as long as no other person does.

6 | discussed the methodology of individualism in Chapter 2, note 8 and Chapter 23
8, note 14. For more detail see Boland [1982a, Chapter 2].

7 Except we do exclude a change in response to any homogeneous change where24
all prices and income are multiplied by the same scalar.

8 Not a very ‘risky’ prediction, however.

9 Note that | have not included a point representing where the slope would be

positive and the arrowhead would indicate a rising price. The reason is simple. 26

Since the income and the priceYoare assumed fixed, whenever only the price

of X increases, the purchasing power of the income must fall, yet the excluded 27

point would imply the opposite, which is impossible (viz. more of both goods is 28

bought as the price ofrises).

The relationship between the elasticity of the implied demand curve and the

slope of the PCC is entirely mechanical. Recall that the definition of demand

elasticity of goodX says that if the price of good rises by 10 percent, an

elastic demand means that the consumer buys more than 10 pessehyood

X. Since the budget (or income) and the price of gvack fixed (by definition

20

25

10
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of the demand curve for goog), buying more than 10 percent less of good
whose price has risen by 10 percent means that the consumer is spending less
on goodX. This leaves more money to be spent on goedth its price fixed.

To keep the budget fixed, the consumer must buy more of the good with the
fixed price. Thus we see that at pagrein increase in the price ¥fmeans that

the consumer buys moné which fulfills the definition of a point of elastic
demand.

1 Actually there are thirty cases since five of the cells represent two cases. | have

represented the two alternative cases by representing one of them with dotted
rather than solid lines.

As always, multiplying all prices and income by the same scalar does not
constitute a changed situation.

Of coursel.-orderings are excluded, too.

4 Once you know the family of PCCs for ga¥dyou have enough information

to determine the family of PCCs for goddas well as the implicit family of
ICCs. In other words, there is sufficient information in any one set of PCCs to
deduce the other PCCs and thus the ICCs.

Specifically, in Figure 13.3 every intersection point can be represented by the
solid lines of cellCc of Figure 13.2.

See above, pp. 52-60.

They may be in some sense ‘inverse demand functions’ but they contain more
information than a single inverted demand function.

The arrowhead of the ICC will always be in the shaded area.

Consider the location of the ICC’s arrowhead in the dual-purpose cells. When
considering the dotted-line P?C , higher income is represented by the white
area demarcated by the exténsions of the tail ends of the two PCC arrows.
While there are parts of this area that are not ‘south-west’ of the intersection, if
we wish to preclude thgossibilityof violation of the assumption of ‘greed’ it is

the possibility of any higher-income points being ‘south-west’ of the intersec-
tion which necessitates the exclusion of calsandEe

That is, thd®Y/DX needed to remain on the same indifference curve.

1 That is,DY/DX, which is the measure of the slope of the indifference curve,

must be more negative.

That is, we are not comparing ‘goods’ with ‘bads’.

Which means that the indifference curves cannot pass through the intersection
point in question and be found ‘south-west'.

This occurs in both Hicks [1956] and [1939], which has been copied by virtu-
ally everyone who has wanted to assume the possibility of inferior goods.

Quite apart from the problem of inductionwié know the consumer’s prefer-
ences, they are no longer subjective.

This is the problem of induction — more information is required than is conceiv-
ably possible.

This, too, is probably arbitrary without a known mexp ffostor ex ante.

The late CIliff Lloyd suggested to me that | have said the following. Since the
Axiom of Revealed Preference implie®rethan the Slutsky relation§€) and

the Axiom of Revealed Preference can be deduced from Ordinal Demand
Theory (ODT), then, it must be true that ODT impl&s which is contrary to

what seems to be the consensus concerning ODT. If Cliff was correct then we
should be able, by means of the PCC analysis of this chapter, to show that ODT

does implySt.
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14 Giffen goods vs market-
determined prices

Marshall modified his theory on two points. The first was that he
slightly modified his assertion of the universality of negatively sloping
demand curves and in fact introduced the Giffen paradox as an
exception. The second alteration was in his treatment of consumers’
surplus: ‘When the total utilities of two commodities which contribute
to the same purpose are calculated on this plan, we cannot say that the
total utility of the two together is equal to the sum of the total utilities
of each separately.’

George Stigler [1950, p. 327]

The idea of the Law of Demand was commonly accepted long before
Marshall mentioned the Giffen paradox. The Giffen paradox has always
been interpreted as a problem for demand thedrists. They were required to
somehow assure us that their theories of consumer behaviour imply the
allegedly observed regularity of the absence of Giffen goods — that is,
imply the ‘universal rule’ of negatively inclined demand curves. The basis
of this requirement is usually viewed as a matter imposed on us by tradition
or casual knowledge rather than as a matter of an interaction of demand
theory with the other parts of price theory. If the Law of Demand is
retained as a matter of tradition it can be callously abandoned. If it is a
matter of casual knowledge we might wish to be more careful. But if it is a
matter of dealing with the interaction with other parts of price theory, the
Law of Demand may actually be an imperative.

With little doubt the task facing any demand theorist is to explain the
quantity demanded in the market. For some the task is to go as far as
explaining the lawness of the Law of Demand. If there were a problem over
the insufficiency of the usual conditions placed on utility functions with
respect to establishing the Law of Demand, one could simply drop all
utility analysis, as was suggested long ago by Gustav Cassel. Or one could
even declare the neoclassical assumptions about utility analysis to be
obviously false, as some of the critics noted in Chapter 1 have done.
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Tradition, casual knowledge or perhaps theoretical imperatives have ruled
out these two approaches to demand theory. George Stigler, decades ago,
noted that although the dictates of casual knowledge were strong enough to
reject Cassel's notions on the utility of utility analysis, ‘it could not reject
even the imaginary Giffen paradox’ [1950, p. 395]. | will argue in this
chapter that the Giffen paradox is important because it is contrary to a
market equilibrium theory of prices and not because it might be seen to be
contrary to any theory of demand. | will discuss both aspects of the sig-
nificance of Giffen goods.

The inability of demand theorists to specify conditions on utility
functions or indifference maps that would preclude Giffen goods without
excluding inferior goods has been a skeleton in our closet which if let out
would create a scandal. In the interests of professional stability and
security, the tradition has been to accept almost ahyhoc argument
which would do the job of eliminating the logical possibility of upward
sloping demand curves. All this tradition has existed without ever
manifesting a clear understanding as to why they must be eliminated.

It will be argued here that the exclusion of Giffen goods is an important
methodological constraint on the development of neoclassical demand
theory because that theory is part of a larger theory based on the ‘going
prices’ that are market-determined. And further, if we are free to ignore

Giffen goods, then we are free to ignore the remaindessioflneocla
demand theory as well. Stated another way, Giffen gwokst-and
determined prices do not go together. It sbhguideoetinat, above
all, neoclassical demand theory was created to quplaitiethe
demanded which in turn are to be used in the exfplpnegisn
Contrary to popular views of methodology, ieis thgtuneoclassical
theory should be expected first to confdreotetitte job to be done
(explain prices in this case) more than to thbenataterairld that
the theory intends to explain or describe. This isynetetcsisould
ignore the ‘realism of the assumptions’ burdalignthes not the
guiding factor in the development of neoctsyi¢8titfler 1950, pp.
394-6]. If my view is correct it means thaiytherenore at stake with
Giffen goods than merely trying to get one logical consequence to conform
to the nature of the real world.
By viewing the Law of Demand as an imperative foedestand t
we may have only two options available to usn@&app all of
neoclassical demand theory and start from seratitier Tption is to
retain as much as possible of neoclassical theorg detveerothe
followinad Hyomexclusion of the logical possibility of Giffen goods
in demand theory; ad(Bpadropping of any reference to market-
determined prices in demand theory. The maintenafassicdl neo
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demand theory with either of these latter choices requires ‘ad hocery’. A
possible third choice might be suggested, namely, to ‘rehabilitate Giffen
goods’ [e.g. Lipsey and Rosenbluth 1971] without giving up market-
determined prices (and hence without giving up most of neoclassical
theory). But this possible third option, | will argue, is self-contradictory.

And furthermore, it may render neoclassical price theory untestable or,
worse, irrelevant.

Any argument over the purposes of any theory in question should be
resolvable merely by consulting the history of that theory. Unfortunately,
demand theory has a long history involving too many contributors whose
individual aims differed widely. Although economics textbooks may agree
to a great extent, they still vary widely in some of the details discussed in
this chapter. One could probably construct an historical, episodic account
of every version of neoclassical demand theory. However, | think one could

understand our present theory more clearly if one were to attempt seeing

each of its details as a timely and rationalizable solution to a particular
theoretical problem involving the aims of the theorist and the obstacles to
fulfilling those aims. This method, called ‘rational reconstruction’, will be

used to present neoclassical demand theory as an outcome of certain
intended consequences of the problem—solution based development of that

theory. Criticism and understanding in this context will always be
‘internal’, having to do with the chosen means of overcoming obstacles
rather than be ‘external’ by objecting to the aims of the theorist [see Wong
1978].

So long as we find neoclassical demand theory interesting, | think the
job remains to rehabilitate the Hicksian version. If this is to be done in the
context of market-determined prices then some way must be found to
replace John Hicks’ weak argument against the existence of Giffen goods
(which | discussed in Chapter 13). But since this rehabilitation may involve
some ‘ad hocery’, | will again offer a brief digression on ‘good’ and ‘bad’

ad hocery. So as not to keep the reader in suspense, | can give the following

hint: ‘good’ ad hocery exposes skeletons whereas ‘bad’ ad hocery hides
them either by closing the closet door or by moving to another house (i.e.
to another set of intended consequences).

A RATIONAL RECONSTRUCTION OF NEOCLASSICAL
DEMAND THEORY

In this section | present my rational reconstruction of neoclassical demand
theory. The overall purpose is to understand the methodological and
theoretical constraints on any attempt to develop or repair neoclassical
demand theory. My rational reconstruction of demand theory will lay out
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the logic of the situation to explain why thakigteary its present
form. In short, | will present what | think isrétieahproblem that is
solved by neoclassical demand theory. | will again tesl qoecevely
with the allegation of Hicks that the central purpase tfie@mis to
provide a rational basis for the Law of DenckadL @36, p. 59]. The
issue can be put simply: in economics (or evevepistsatly)call any
hypothesis a ‘Law’ only when, if it were false, everything we consider
important falls with it. For example, without the ‘Laxtybttt@ra
would be no Newtonian physics; without the Lawnotlyffzenics
there would be no explanation of engines or reaigestans. In this
case, without the Law of Demand, | will argue, itidre mmoomplete
thenayladtdetermined prices.
The question at issue: Why is the Law of Dentiehdosdeseand
theory? The answer, as | shall show, is simphathalf tDemand is
necessary for any neoclassical explanation vaniesstiaies that all
prices are exclusively determined by market byoifiter words, the
Law is necessary for the completion of eacly aedckssical
explanation. It will be a sufficient argumestytraiticism of the Law
of Demand (or of the non-existence of Giffen goasjiticis e
the entire neoclassical demand theory if it céh) beastibevhaw of
Demand is necessarily true whenever the neoclassiclntheoy o
prices is true and (2) that together the basic asfungoitessical
demand theory are sufficient but individuatlyn@cessary for the
explanation of consumer demand. Moreover, it will be apparent that the
basic assumptions exist in neoclassical demany lieoryerdf the
necessity of the Law of Demand. A coradliauthad #my criticism of
market-determined prices is also a criticism of thefrhesssiire
theory and its use as a basis for understandimg.the econ

Walrasian stability and Marshallian stability

| begin now by showing why | think the Law of Demacessitya
whenever we wish to explain prices as beind tteteemragket. The

basic focus of neoclassical price theory is to explain why the price of any

good is what it isand not what it is not. The neoclassical reason given is

that the price of any good is a markeuilibrium price, which is to say, if

for any reason the price were higher than it is now it would fall back to the

equilibrium level (and rise when it is lower). This raises certain questions
which are essentially about specifying reqgigremestscessful
‘equilibrium explanation’. The first requirement issahyflyemsons
why the price must fall when it is higher (amditrisdavier) than the

‘equilibrium level'.
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Figure 14.1Intersecting slopes in alternative markets

The reasons usually given broadly define what is traditionally called
‘Walrasian stability’. Specifically, it is claimed that the world is such that:
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higher priceland
(2) Any time the going price is greater than the equilibrium price there

will exist a situation where supply exceeds demand (and when the
price is less there will be excess demand).

Walrasian stability then involves these two behavioasasumptionsbout

the nature of the real world, neither of which is necessary or sufficient for
the questiod but it can be argued that they are together sufficient. They
hang together. One can only criticize their sufficiecy, which is always

easy, much easier than criticizing their necessity. What, then, are the
implicit assumptions that underlie the presumed sufficiency of these

behavioural assumptions, (1) and (2)?

The first behavioural assumption is seldom suspect, it is merely
accepted either as a direct behavioural assumption or as a definition of
competition which is assumed to exist. The second can be rationalized, that
is, we can give a rational argument for why, when the going price is greater
than the equilibrium price, there will exist an excess supply. To understand
this second behavioural assumption we need to examine the logic of the
situation. Consider the following question. If our assumptions are true then
what logically possible states of the world are thereby claimedt to
represent the real world? To answer this question | note that there are six
possible situations that might be found in the world, that is, six
combinations of demand and supply curves, as shown in Figuré 14.1.

In a Walrasian world the behavioural assumption (1) will work to
promote equilibrium only if the assumption (2) is true, that is, only if the
world is not like situations (d), (e) or (f) of Figure 14.1. Thus assumption
(2) implicitly asserts that the world is like (a), (b) or (c). Now without
support assumption (2) becomes a nagtdnocempirical assumption about
the real world. To avoid the ad hocery, we must be able to explain why the
relative slopes of the demand and supply curves are as indicated in (a), (b)
or (c) and not like (d), (e) or (f). Thimight require a joint explanation of
demand and supply. Such a joint explanation is precluded by the ideology
behind much of neoclassical theory, lassez-faireindividualism where
all individuals, whether buyers or sellers, must be independent.
Particularly, demand must be independent of supply. Without our
providing a joint explanation, assumption (2) is simplyadnhocattempt
to save the equilibrium theory of prices. And furthermore, without a joint
explanation, there is no way to distinguish worlds (a) and (d), or (c) and (f),
without violating the independence of buyers’ and sellers’ decision-

(1) Any time the quantity supplied exceeds demand, there is at least one making. In these cases, demand and supply are both negatively or both

person, a seller who will offer to sell at a lower price to achieve his or

positively sloped and, to distinguish (a) from (d) or (c) from (f), one has to

her own goals (and when demand exceeds supply, a buyer will offer a specify which curve is steepgr.
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Fortunately, there could be another way to avoid this ad hocery. Implicit
in the neoclassical theory of the competitive firm there is an additional
equilibrium theory, namely, Marshall's theory of quantity adjustment
which is formally the same as that described so far for prices. In the
Walrasian view of stability we have one price and two different quantities,
the quantity demanded and the quantity supplied. In Marshall's theory of
the firm we find one quantity (the supply) and two prices, the offering price
(which is the price at which all demanders would be maximizing their
utility with their contribution to the market demand) and the asking price
(which is merely the marginal cost of the quantity being supplied by the
firm). Thus, it can be shown that

(1¢) Any time the quantity bought and sold in the markgtis greater
than the equilibrium quantityQ,, the quantity will fall (when less,
the quantity will rise).

This follows directly from the neoclassical theory of the firm. For example,
if the offering price is greater than the asking price, the firm will increase
its output to increase its profit. To form a sufficient argument for a so-
called Marshallian stability of the equilibrium quantities, the real world
must be such that

(2¢) Any time Q>Q the asking price must be greater than the offering
price (and whei@Q<Q,, the asking price must be less).

This assertion about the nature of the real world is similar to the one made
to define Walrasian stability, and needs likewise to be rationally supported
or to be acceptablyad hoc To assure Marshallian stability, another
empirical assumption is thus required, namely, one that would now assure
that the market situation in the real world not be like (a), (c) or (e) of
Figure 14.1 and that the real world is like (b), (d) or (f). Now it turns out
that by itself this Marshallian assertion about the nature of the real world
would require an argument involving the joint behaviour of demand and
supply prices similar to the previous discussion. Note also that there is
something else in common between the two market equilibrium theories:
they both exclude the possibility of the world being like situation (e) of
Figure 14.1 and both allow situation (b). If we could independently argue
why the world is like (b) and is not like (a), (c), (d), (e) or (f), we then
could avoid the ad hocery of asserting Walrasian stability or its counterpart
in terms of quantity, Marshallian stability. Such is the task of our
independent theories of demand and of supply. Situation (b) is merely a
joint statement of the Law of Demand and an analogous Law of Supply,
which says that as the price rises the quantity demanded must always be
falling and the quantity supplied must always be rising. If an explanation of
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the Law of Demand can be given independentlyaoftioretqr the

Law of Supply, then ad hocery can be avoided dedepptaEned as

market-determined without the risk of condoning a mathlglolo

dangerous interaction between any buyer and susyckelieteraction

might undermine the virtues of a competitiystgmde s

It may be distasteful for recently trained ecoramnigtshiit there

is a lot of silly philosophy underlying oreawdagsical economics, but

| think such is the case. It is seldom recognizedurdeatizaoks try

to socialize us into believing that our theneeshadescriptions of the

real world and those theories were actually derolesbivations of
the real world, or worse, it is all a game of logic and languageiooif
assumptions and all that. To some extent all theories are descriptions but
only to the extent that they are empirical. Of course, anyone can make an
empirical statement without deriving it from the real world; for example,
by conjecture or by accident. Moreover, not all empirical statements are
true. The Law of Demand has always been abfttamtidn, non-
description, generalization, etc.) to théhaixigat present it as an
inductively proven empirical truth instead ibfeagopgical challenge

to our understanding of prices.

In spite of the long history of believing in the empirical fact of the Law
of Demand, | think it should be obvious that the necessity of the Law of
Demand for an explanation of equilibrium prices is the outcome of
avoiding either ad hocery or undesirable ideological implications of our

theory, or both. But my argument intendshéo gy $tadwing that
neoclassical demand theory can be rationaltedoohsif we see
that theory as an attempt to rationalize the Law of Demand.

There is only one fundamental behavioural asslergdtiout the
process of consumption, namely, that consumensizre mality (or,
which amounts to the same thing, choosing thenddes The rest of

the assumptions are made in an attempe tthéacditfunction of the
maximization assumption and the Law of Demand. ko tifecilita
maximization assumption we use assumptions thieichdipgtof the
assumed utility function or preference orderingd(edgmnigiskeing

MRS, transitivity, continuity, etc.). But as discuSkapter 13, these

assumptions are usually insufficient to ruleogigathgos$sibility of

Giffen goods — that is, the demand curves wpwktdsloping without

violating the axioms of consumer theory d8itiesrall @assumptions
have been attempted. All seem to be unsatisfactoryefmooner
another.

As was seen in Chapter 13, the most effective way @iffere o

goods is to rule out ‘inferior goods’. Of coarsms#htisfactory
because it does too much. It is a case whidblldaid Edward Nell



204 Principles of economics

[1975, p. 61] describe as solving a New York City slum problem by
redefining the city boundaries. Anotheat hocmethod considered has been

to require the satisfaction of the Axiom of Revealed Preference which, as |
have shown in Chapter 13, does not rule out entirely Giffen goods although
it does limit them somewhat. Unfortunately, the limits placed on the slope
of the demand curve are insufficient to assure that the market demand
curve intersects the market supply curve as shown in case (b) of Figure
14.1 and thereby leaves open the question of market stability. Thus it might
seem that we must choose betwadrhoceliminations of inferior goods or

ad hocassertions that markets are stable.

The imperatives of demand theory

Now | would like to present neoclassical demand theory in a slightly
different way to show why it is important to avoid this choice problem. The
central question of neoclassical demand theory is: Why is the quantity
demanded at the going price what it is? And why would that quantity
demanded fall if the price rose? To be neoclassical it is required that the
theory of demand not only assume maximizing behaviour but that it be
consistent witHaissez-faireindividualism, that is, with the philosophy that
everyoneshouldmake independent rational decisions in the market — or as,
Voltaire said inCandide we should till our own gardens. As noted above,
this leads us to argue that, to assure Marshallian and Walrasian stability,
the real world would have to be like (b) of Figure 14.1 since that would
allow us to explain demand and supply independently. That is, if we have

separate arguments for why demand curves are always negatively sloped

and for why supply curves are always upwardly sloped, then we would
never have to consider a violation of the independence of the decision-
makers. Without the ‘always’ we could never rationally reconstruct
demand theory.

This then is the task facing any neoclassical demand theorist: to give
reasons why the Law of Demand is true without assuming anything which
would have us violate the rationality or the independence prescribed by
laissez-faireindividualism. However, there is a slight complication. The
arguments about stability are relevant foarket demand curves, and
neoclassical demand theory is about the behaviour ofintiidual

consumer. Thus we have an added problem facing the demand theorist. The
reasons given for the slope of the market demand curve must be seen as a

consequence of the individuals’ demand curves. On the surface this would
seem to allow much more latitude for maintaining independence of
consumers’ decisions, but that latitude would be at the expense of the
strength of our arguments for the Law of Demand. Specifically we say that
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the quantity demanded is the aggregate effect of allidbal indiv
consumers’ rational attempts to maximize their (independent) personal
utility.
It is a sufficient argumentlthatdi¥idual demand curves are
negatively sloped their aggregation, the matkeudemaiil also be
negatively sloped. If one could show that ratiordilomadoggsarily
leads to negativeindiligedl demand curves, then the central task
of demand theory would be fulfilled. Unfothatately,not yet been
shown by anyone. But, the question might be asked, is it necessary for all
individuals to have negatively sloped demand curves? The obvious
response would be to say ‘No’ [see Lloyd 1967, p. 24; De Alessi 1968, pp.
290-1]. For example, one or two demanders could easily have upward
sloping demand curves, yet in the aggregation the negative slope of all the
other demanders could cancel out the positive slapeatednfattat
reasonable response leads to problems overetidenirelepf the
demanders themselves.
Let me try to explain. Say thBrelemanders whose respective
demands at the goingdyride, drg... dy, dp4q .- dy_1, Ay And say
that tha 8eshanders, who respectively demahdhroughd,,,, each
have negatively sloped demand curves and that demapgdethraugh
dy_; have upward sloped demand curves such that a slight change in price
would leave the aggregate demanbl-df temanders unchanged (the
positive and negative slopes just cances ongrk#ttls to be both
Marshallian and Walrasian stable and preserve etigenodepf
suppliers and demandersNthetiethander’s behaviour is no longer
independent of tNelotenanders. This is because to avoid an
embarrassing contradiction of the philosophicallyirtisiraience
between suppliers and demaXithedentlaeder’'s demand curve must
be negatively Sloped. It clearly would belbéstiifiduals’ demand
curves could be shown to be negatively sloped as a consequence of the
logic omtheidual situations, namely, as a result of theational
maximization aatuteef their situational constraints.

AD HOCERY VS TESTABILITY

I now turn to some general questions of methodology that are raised in this
consideration of Giffen goods. What is the differencél)be
straightforwardly ruling out Giffen goods asl8asseMpi®re

[1929] might, and (2) setting out a group of agsthporwithin,
the theory) which if taken together logically excludecdgdfaa Hicks

[1956] tried to do? Is this merely the differencgduativeec ‘bad’
ad hocery?
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It must be realized that to a certain extent both optionadat®c Every
assumption isad hocin one sense. If an assumption is formally a strictly
universal proposition (e.g. ‘all swans are white’) it cannot be empirically
demonstrated to be true even if it is true. Hence, assuming it to be true
without such a demonstration of its truth can be viewed as belitngc It
is ad hocmerely because it may be necessary or sufficient for the theory in
which it is assumed. Since all assumptions, all observations, are in some

way dependent on the acceptance of certain universals, the acceptance of

assumptions, theories and observations is in this sehisec Ad hocery in

this fundamental sense can neither be criticized nor recommended (because

the criticism or recommendation would alsodzehocin the same sense).

The ad hocery that might be criticized is that which arises when counter-
examples are arbitrarily ruled out when the theorist narrows the
‘applicability’ of his or her theory — for example, by assuming that our
theory applies only to ‘normal goods’. Such ad hocery might be criticized
because it avoids criticism or it handicaps the theorist’s understanding of
the objects of his or her study. In general, we can say that any ad hocery
which reduces the testability of a theory is considered ‘bad’ by most
theorists today. Conversely, any ad hocery which increases the testability is
considered ‘good’.

The question arises as to how one increases the testability of a theory. |
have previously dealt with the subject of how model-building assumptions
can affect testability [Boland 1989, Chapters 2 and 3] where | have set out
an analysis of the ingredients of a model (viz. the number of parameters,
standard-form coefficients, exogenous variables, endogenous variables,
etc.) and demonstrated a measure of a model’s testability such that it is
possible to say when a model is ‘more testable’. The basic idea is that the
more information needed to test a newly modified model than was needed
without the modification, the less testable the model becomes. Such a
modification would constitute ‘bad’ ad hocery. Testability, however, need
not be viewed as aad hoctest of ad hocery. Testability is closely linked
with the explanatory power of any theory, or with its empirical
‘meaningfulness’ as followers of Paul Samuelson’s methodology [1947/65]
like to say. Anad hoc specification of a theory which would make it
possible to test the theory with less information would be considered an
improvement — that is, it would be ‘good’ ad hocery. Testability, however,
can only be viewed as a means to an end, never as an end in itself. Even
when the goo@d hocmodification produces a model which turns out to be
false (when tested), we still do not know whether it is the modification or it
is something in the original model which is yielding the contradictions
between the modified model and the test evidéfice.

Now ad hocmodifications such as limiting the applicability of a model
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or theory not only increase the amount of information needed to test the

model (since we would now also need to know the ‘applicability’ of the
model), they also insulate the model from esripigisals. If our
objective in constructing a model or theorystataluhdesubject in

guestion (e.g. consumer behaviour) then, as most followers of Samuelson’s

methodology realize, our understanding must deny ¢ke oéxisten
something in the real world. If our understabding isnprovement
over past understanding the new understandadjicinsmtneoot the

old understanding. Anyd hoc modification which avoids such

contradictions can only be a loss, a backward step.
In summaay] hoc specifications that limit further the conceivable
states of the real world (which possibly canible edthpae model
or theory) are ‘good’ since they increase téstdimlitypecifications
which increase the content by increasing the nueXogeraius
variables that might affect the determinationduiggreoes variables
can also increase the testability since neomyaEsHeixamples can
be deduced from the model and thus be usedsts afdireenodel.
With regardéd Heemodels of consumer theory being considered
in this and the previous chapter, we caroleayinthe Hicks’
assumption that extremely inferior goods are less likely than slightly
inferior goods is probably false. But thatedpesdizet jhe original
consumer theory if it is still possible to exelndm&iff by specifying
directly the nature of preferences. Howevetificaliorspe of
preferences need not be improvements. Somefiohttbrsspey
increase the ‘likelihood’ of Giffen goods, butificaserspedich do
increase the ‘likelihood’ may themselves be simdikehgy may be

very apduigl ¢asest!

GIFFEN GOODS AND THE TESTABILITY OF DEMAND THEORY

A couple decades ago the issue of the testability of demand theory itself
was actually publicly debated. The debaters were Cliff biloy#iJa9]
and Gordon Welty [1969]. The importance of Giffeforgtiuels
testability of demand theory was only implicitly raised in their debate.
However, Giffen goods were the explicit topicsof1@/&l{ycritique
of Louis De Alessi’s [1968] views on the Giffer. gaméitlcomment
here on the Welty—Lloyd debate and Welty’ Derititpssitsf views
in hopes of furthering the understanding of the significance of Giffen good
or upward sloping demand curves.
Lloyd [1965] discusses the general issue of thiditfatsfifdtemand

theory. Lloyd seems to think that ‘traditional demand theory’ can be tested.

For him a prerequisite of testability would be falsifiabilitytlideso
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what he considers to be testable ‘implications’ of demand theory. Basically, hatch to avoid almost any conceivable ¥&futation.
if one can determine whether a good is not an inferior good, we can test the Welty’'s arguments cooetemigngaribusclauses are based on a
Slutsky equation (which presumes maximization of utility). An upward simple matter of logic. Adding extra clauses to amathiesniate that
sloping demand curve for a non-inferior good is clearly contrary to theory from refutation. By the well known property cdlledioodus
traditional demand theory. Whether one can actually test demand theory in tollens we know that a false conclusion derived from a valid logical
this case would depend on the acceptance of the conventions used to argument implies the existence of at least onerfalsensaiethen
establish the non-inferiority of the good in question and to measure the that argument. Unfortonoakedytollencannot usually indicate which
slope of the demand curve. The test will only be as good as the testing statement (of the valid argument) is false. Ibtliecangists of the
conventions used. But, as a matter of logic, Lloyd argues that demand original theory plus some additional clauses, tlremdufadse (or
theory is falsifiable, hence not untestable for reasons of internal logic of the prediction) does not tell us whethebpiigisghéheory or the added
individual consumer. clause which is at falfit. However, if the added clause can be
Many economists may think that limiting any testing of demand theory independently tested, then this matter of logic — uftg afimbigdus
to non-inferior goods renders the theory irrefutable. As De Alessi put it in  tollens— need not concern d8.
1968, Implicit in this debate and criticism is the view that the existence of the

possibility of deducing upward sloping demand curves from a given theory
of the consumer is evidence of the failure of demand theory. Not everyone
would accept this view. Many seem to think that neoclassical
(microeconomic) consumer theory can be refuted without negating either
the Law of Demand or neoclassical price theory. For example, observance
of conceivable counter-evidence would lead Lloyd to reject Ordinal
Demand Theory, yet, as he said, there are an infinity of possible theories of
If Lloyd’s proposed test is only a test of an individual's behaviour, De the consumer. What one replaces it with need ribingelikaythe
Alessi claims, original consumer theory. However, the given refuting evidence would now
have to be explained by the replacement. Lloyd’'s notion of convincing
refuting evidence is the observation of upward sloping demand curves for
non-inferior goods (as well as Giffen goods). But, if my arguments in this
And further, chapter are correct, his counter-evidence would overturn neoclassical price
theory as well. Of course, neoclassical price theory can be false and the
traditional demand theory true without any needadrhocmodifications.

In this case the indeterminacy that De Alessi and others point out would
not matter. It would not matter because if price theory were false and

The theoretical admission that the income effect may dominate the
substitution effect in the case of inferior goods implies that the
demand curve of an individual, derived holding money income
constant, may be either positively or negatively sloped,; it follows that
the sign of the slope of the corresponding aggregate demand curve is
also indeterminate, and thus cannot be refuted by experience. [p. 287]

Under no circumstances a single observation pertaining to a single
individual would provide a test of any economic hypothesis. [p. 290]

in the final analysis, ... economists accept negatively sloped demand
curves ... because empirical evidence suggests that negatively sloped
demand curves work. [p. 291]

It seems that De Alessi sides with George Stigler [1950] in accepting Giffen goods were considered possible, demand theoripmgerridhe
negatively sloped demand curves as a fact until hard evidence to the interesting as it would not have any intellectublgwepesen this
contrary is provided. And until this occurs, the job of any demand theorist latter case, if price theory is false, themarket-determined prices in
is to explain the implicit regularity — the non-existence of Giffen goods. De the neoclassical sense.
Alessi suggests a possible modification of traditional demand tA8ory. In the absence of a successful test of demand tigEstedgu
Welty argues that Lloyd and De Alessi are both wrong as the former’s Lloyd, what are we to conclude? Should we hocemdifications in
testing conventions and the latter's modification would each make the order to explain the presumed regularity inferred dbsendke of
traditional theory unfalsifiable. The basis of Welty's critique of Lloyd is conclusive evidence of the Giffen paradox? Deellessiio think we
the role ofceteris paribusclauses and to what extent such clauses refer to should. Others such as Stigler can argue that there is no independent
unspecified variables. If one were to say the Law of Demand isétees evidence of such a regularity either and thus we can drop the necessity of

paribusthen one could always use tbeteris paribusclause as an escape being able to deduce only negatively sloped demand curves. Welty seems
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to think that such a weak approach would make demand theory untestable NOTES

but his conclusion is based on what may be a mistake, the alleged
indeterminacy of the slope of the demand curve. Lloyd and others have
shown, however, that the slope may always be determinate. It is only that
the slope is indeterminate with tleepriori conditions placed on utility
functions or indifference maps.

CONCLUDING REMARKS

This brings us full circle. | have argued that the Giffen paradox is contrary
to our market equilibrium theory of prices. Apart from our neoclassical
price theory, the existence of the Giffen paradox would not be a refutation
of consumer theory. Lloyd’s positively sloped individual demand curve for
a non-inferior good would be a refutation of both traditional consumer and
traditional price theories, but that is still not a case of a Giffen good in the
Hicksian sense. Giffen goods themselves are still consistent with Ordinal
Demand Theory. The problem is that Ordinal Demand Theory which
allows Giffen goods may not be consistent with our individualist theory of
market prices.

If the existence of Giffen goods has never been empirically established
then a realistic theory of demand should at least explain the fact of their
non-existence. Any demand theory which does not explain that ‘fact’ (if it
is agreed that it is a fact) has not done its empirical job, let alone whether
or not it has done its intellectual job with regard to explaining the demand
side of price theory consistent witlaissez-faire individualism. More
subtly, in any given demand theory, if Giffen goods are allowed as a
possibility for the individual but not for the aggregate demand curve, then
such a theory puts the desired independence of decision-makers into
jeopardy whenever market-determined prices are to be the ‘given prices’
upon which the individual consumers base their demand decisions. If
Giffen goods are allowed in consumer theory but not in price theory, then
some explanation must be provided concerning the given income
distribution. That is to say, we would have to explain why income is
sufficiently well distributed such that the kind of income—expenditure
situation Hicks and Marshall describe for the Giffen paradox could never
occur. Of course, that theory of income distribution must also avoid
contradictions with ourlaissez-faire individualism. If the so-called
Cambridge controversy over capital and distribution is any indication, the
possibility of such a neutral theory of income distribution does not seem
promising.

1 It should again be noted that Marshall's concern for Giffen goods was due to
doubts not about his theory of demand but instead about the ability to calculate
consumers’ surplus since such a calculation would require a downward sloping
demand curve [see further Dooley 1983].

2 For example, we could have publicly or privately administered prices. And with
(1) excess demand does not necessarily lead to a rising price without someone
having the notion that by raising the price the situation will somehow be
improved.

3 The existence of a counter-example (a case where the world is as described
here, but there still is no movement toward equilibrium) will be sufficient
evidence for the insufficiency of the combination of (1) and (2). Their necessity
has never been asserted except by those who might wish to claim that is the
way the worldshouldbe.

4 To successfully criticize the necessity we would have to produce a successful
theory that did not explicitly or implicitly use both of these assumptions (1) and
(2).

5 | will ignore the cases that cannot be represented as ‘well defined functions’
(viz. vertical and horizontal lines) and those cases of parallel demand and
supply curves which imply a covariance that would contradict independent
decision-making.

6 For example, if both curves are positively sloped (e.g. a case involving a Giffen
good), Walrasian stability would not be assured if the market is characterized as
case (f). Thus we must be able to explain why the supply curve will be steeper
than the demand curve as in case (c).

7 In other words, if the price is above marginal cost, the firm will increase the
quantity produced.

8 It is interesting to note that one can argue that both Marshall and Walras used
both stability concepts. So-called Walrasian stability must hold in the short run
and Marshallian stability in the long run [see Davies 1963]. In this light, note
also that most neoclassical arguments involving prices in applied economics
presume the existence of a long-run equilibrium. And since the long run is but a
special short-run equilibrium, both stability conditions must hold in applied
neoclassical economics based on market-determined prices. Some Post-
Keynesian economists may wish to dismiss the long-run aspect but the
fulfillment of Marshallian stability is already built into the neoclassical short-
run theory of supply. Other more mathematically minded economists may argue
that neither condition needs to hold if one merely adds an appropriate time-
differential function for price changes to assure convergence to an equilibrium
price over time. The stability of such a market determination of price depends
entirely on arerbitrarily chosen coefficient representing the speed of response
[see Lancaster 1968, p. 201]. For a discussion of the methodological problem
posed by thisid hocdynamics strategy, see Boland [1986a, Chapter 9].

9 Or at least not positively sloped if the supply curve is not vertical. Note that the

argument would hold even if we were only concerned with one type of stability

as we would still have to distinguish between (a) and (d) or between (c) and (e)

of Figure 14.1.

For a discussion of using models to test theory, see further Boland [1989,

Chapters 1 and 7].

10
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In particular, Lipsey and Rosenbluth [1971] argue that Giffen goods are more
likely when we base utility on ‘characteristics’ rather than the goods
themselves. Unfortunately, they use Lancastdifeear model of the
relationship between goods and characteristics and it is the linedoite
which produces their result. There are many possible non-linear models of
characteristics production which would yield the Hicksian conclusions
concerning ‘likelihood’.

He suggests that we assume that ‘individual utility functions [are such] that the

absolute value of the deduced income effect is less than the absolute value of

the deduced substitution effect in the case of inferior goods’ [De Alessi 1968, p.
293]. This would seem to be as testable as Lloyd’s considerations, only a little
more complicated.

For example, the Giffen paradox can be avoided by assuwmeiags paribus

the constancy of the marginal utility of money and then with an additive utility
function using diminishing marginal utility we can explain the Law of Demand.
Any substitution as the result of a change in price would change the marginal
utility of money, hence rendering this theory of demand untestable. With regard
to such counter-critical uses oéteris paribusclauses Welty would be quite
correct but Lloyd does not useteris paribusn this manner.

In philosophy literature, this is known as the ‘Duhem-Quine’ thesis, see
further, Boland [1989, Chapter 7].

De Alessi's added clause might not be independently testable or it might only
be more difficult to test than other statements contained in the traditional theory
(such as the fixity of money income, fixity of prices of other goods, etc.). On
this matter De Alessi’'s modification may not seem to be very problematic. The
only criticism Welty can give reduces to the accusation that De Alessi offers a
‘demonstrably arbitrary’ modification of traditional demand theory. That is, De
Alessi’'s modification isad hoc
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Epilogue

Learning economic theory
through criticism

Some opponents of neoclassical economics will complain that my
exploration of ways to criticize neoclassical theories was not exhaustive. |
welcome them to take up any other line of criticism they might have in
mind. My interest has been to develop a clear understanding of neoclassical
theory by determining the essential ideas that are used to dogm
neoclassical explanation. Trying to pin down the essential ideas is
sometimes difficult because neoclassical economics always seems to be a
moving target. | remember conversations (arguments?) with radical
Marxist students in the 1960s who often would claim to have the definitive
critique of neoclassical economics. Whenever they explained their criticism
to me it always seemed that they were criticizing economics as it was
understood about 1870. These conversations convinced me that if the
critics really wanted to form effective criticisms of neoclassical economics
they should learn more about how neoclassical economics is understood
today. The more they understand neoclassical economics the better will be
their critiques. The fear in the 1960s was always that one would be
indoctrinated if one went through a formal process of learning neoclassical
economics. Indoctrination might be possible but nevertheless | cannot see
how one can form an effective criticism of neoclassical economics without
a clear understanding of neoclassical theory.

When it comes down to its essential ideas, neoclassical economics
seems now to have settled down into the clear research programme which
was fairly well defined in the 1930s. Of course, the techniques of
modelling neoclassical theories have changed significantly over the last
fifty years and it is all too easy to confuse advancements in techniques with
improvements in essential ideas. While some of the rhetoric is different,
there are two identifiable streams. On the one hand there is the approach of
Marshall and his followers. On the other there is the one developed by
Hicks and Samuelson which follows Walras. Both are based on the
neoclassical maximization assumption. Both are concerned with the
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necessary conditions which follow from the existence of a competitive
equilibrium. While over the years the means of determining the necessary
conditions have varied widely, the necessary conditions of interest are the
same for both.

The source of the necessary conditions is the maximization assumption
and the details are due to the particutzom assumed for the objective
functions (utility or profit). But Marshall, the mathematician, had a deeper
understanding of necessary conditions than mere technical questions
concerning the form of the objective functions. The questions that have
preoccupied the followers of Walras are almost exclusively concerned with
what assumptions one must make about the form of the objective functions
to assure an equilibrium. Marshall clearly understood that one cannot
explain an individual’s behaviour as a mattercbbosingthe optimum
unless there is sufficient freedom to choose other options. This he
expressed with his Principle of Continuity which is a reflection of his
approach that focuses on the necessary conditions by analyzing the
calculus-based neighbourhood properties of any equilibrium. For Marshall
the idea of the availability of alternative options translates into the
requirement of a continuum of options. So, from Marshall's perspective,
one says that onenderstandgphenomenorX because one has assumed
that X is the logical result of maximization given that the decision-makers
had numerous alternative options from which to choose. Moreover, prices
must matter in the individual’s choice if the logic of the choice process is to
be used to explain prices. If one’s choice is limited to an extreme point on
the continuum then one can explain the choice without reference to prices
and thus prices do not matter. Clearly, one cannot explain or understand
prices with a model in which prices might not matter!

Marshall's [1920/49, p. 449] understanding that one cannot generally
assume that knowledge is perfect implicitly recognizes that knowledge is
important. Yet few if any neoclassical models try to explain how the
maximizing individual decision-maker knows the prices or income or even
knows the utility or profit functions. Attempts to give a neoclassical
explanation of knowledge by explaining the economics of information [e.g.
Stigler 1961] begs the question of how information becomes knowledge —
do we always have to assume knowledge is acquired inductively?

Leaving aside the difficult question of explaining knowledge, to what
extent do we understand fundamental things like prices with neoclassical
models? If our understanding is that all prices are gersgailibrium
prices then at least logically the explanatory basis will be adequate but only
if those prices are the only prices implied by our model. This raises the old
problem of whether one must require uniqueness or completeness in
models. If we are only interested in local maximization then a successful
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neoclassical model would seem not to require uniqoer#steaess.
But the question remains whether a neoclassiaakanodelobal
maximization can be a Wadessiandingwhy prices are what they
are and not what they are not. Unless one has shown that the prices are
consistent with global maximization the possibilitgt ékists are
multiple local optimal prices that could have been obtained. Whenever
there are many possible sets of general epridésiwithin an offered
explanatory model, the question is begged as to dWipdbe therl
one set of equilibrium prices rather than angaltherosgjble set of
equilibrium prices. If we understand prices bieheirmx@ain them
then the basis of our explanation is a critichk idsmass for
understanding is not just the neoclassical maxipotia¢isis byt, |
am arguing, it also includes the assertion that those are the only possible
prices.
What | am saying here about the requirement of dingerstaot
widely accepted by economic theorists today. Thisceupartiyobt
economists today think that if there is any probleraclagsical
economics it is most likely a technical modellifegvgsemnomists
think there is anything fundamentally wrong withotitreirofn
explanation or understanding. Unfortunately, if the question of uniqueness
and completeness is considered to be a mere techingajuasiilen,
it can be dismissed since any model which miginiguevidss or
completeness is usually ‘intractable’. S macfatfle models! The
question | ask is just how do we understand prices?
Put in more methodological terms, how do we knuoelassical
explanation of price is false? If weursdgrstamdprices with a
neoclassical explanation then conceivably we must be recognizing the
possibility that such an explanation could be falsse-itotloend be a
vacuous tautology! Any claim that says you knowanldyishehat it
is must entail an assertion that you know why theneiowtias it is
not. Whenever people claim to have explained shmetialignge is
for them to explain what evidence it would take forattherin that their
explanation is false (if it is false). This islemgechal believers in
neoclassical economic explanations of prices. Whebclessidal
economists accept as a situation that would force thehatdhaymit t
might not actually understand why prices are wh&t they are
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