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For my brilliant, beautiful Abbie,

who is a part of this story










PROLOGUE
Flying into Fort McMurray
My nose was pressed against the rear window glass of a Boeing 747. It was a direct flight from Edmonton to the booming new oil city of Fort McMurray, Alberta, in the broad belt of boreal forest that girdles the globe through Alaska, Canada, Scandinavia, and Russia. The scene below morphed from urban concrete to canary-yellow canola fields, then gradually from fields to a deep shag carpet of evergreen forest jeweled with bogs. The forest was crisscrossed here and there by roads, and patched with clearings, but grew more desolate by the minute. In under an hour, the transformation from urban metropolis to farmland to wilderness was complete.
Then, suddenly, the woods dissolved into gleaming homes, the newest residential subdivision of Fort McMurray. Freshly cut survey lines radiated outward in all directions through the woods. Bulldozers and work crews ground away at roadbeds and building pads, engraving a sort of master blueprint into the landscape for hundreds more homes in waiting. Small wonder. The median price of a home in Fort McMurray had just surged to $442,000, more than $100,000 higher than in my home city of Los Angeles.1 The aggressive transformation taking place beneath my window was just one of many I was about to see over the next fifteen months.
This was not my first trip to the North. I’d already been studying cold, remote places for fourteen years, beginning with a doctoral dissertation studying the Iskut River, a tree-tossing torrent that rips through a remote corner of British Columbia. Something about the rawness of the place, the sense of danger and frontier, hooked me hard. The sight of fresh grizzly-bear footprints, smashed just minutes before over my own, was a shivery thrill. I finished school, became a geography professor at UCLA, and started a long series of research projects in Alaska, Canada, Iceland, and Russia.
My specialty was the geophysical impacts of climate change. In the field I would measure stream flows, survey glacier snouts, sample soil, and the like. Back home in Los Angeles I would continue the research from my desk, extracting numbers from satellite data like little digital polyps. But all this would change in 2006. The flight to Fort McMurray was the beginning of my attempt to gain deeper understanding of other phenomena now unfolding around the northern quarter of our planet, and how they fit in with even bigger global forces reverberating throughout the world as a whole.
From my scientific research, I knew that amplified climate warming had begun in the North, but what might that mean for the region’s people and ecosystems? What about its ongoing political and demographic trends, or the vast fossil fuel deposits thought to exist beneath its ocean floors? How would it be transformed by even bigger pressures building around the world? And if, as many climate models suggest, our planet becomes one of killer heat waves, fickle rain, and baked croplands, might new human societies emerge in places currently unappealing for settlement? Could the twenty-first century see the decline of the southwestern United States and European Mediterranean, but the ascent of the northern United States, Canada, Scandinavia, and Russia? The more I looked, the more it seemed this northern geographic region was highly relevant to the future of us all.
I was about to burn through almost two years of my life going to places you’ve heard of, like Toronto, Helsinki, and Cedar Rapids, and others you maybe haven’t, like High Level, Tromsø, and the Belcher Islands. I was about to fly on helicopters and airplanes, rent cars, ride buses and trains, and live on a ship. My goal was to see with my own eyes what is happening with these places, and to ask the scientists, business owners, politicians, and ordinary residents who live and work in them what they saw happening and where they thought things might be heading. After studying it for years, I was about to discover the North—and its broader importance to our future—for the very first time.


CHAPTER 1
Martell’s Hairy Prize
“Prediction is very difficult. Especially about the future.”
—Niels Bohr (1885-1962)

“The future is here. It’s just not evenly distributed yet.”
—William Gibson (1948-)




On a cold April day in 2006, Jim Martell, a sixty-five-year-old businessman from Glenns Ferry, Idaho, shot and killed a strange beast. Cradling his rifle, he ran with his guide, Roger Kuptana, to where it lay slumped on the snow. Both men wore thick parkas as protection against the icy wind. They were on Banks Island, high in the Canadian Arctic, some 2,500 miles north of the U.S. border.
Martell was an avid big-game hunter and had paid about forty-five thousand dollars for the right to bag Ursus maritimus, a polar bear, one of the most coveted trophies of his sport. Kuptana was an Inuit tracker and guide who lived in the nearby village of Sachs Harbor. Polar bear hunting is strictly regulated but legal in Canada, and the hefty license and guide fees provide important revenue to Sachs Harbor and other Inuit towns like it. Martell had permission to take down a polar bear and only a polar bear. But that was not what lay bleeding in the snow.
At first glance the creature looked well enough like a polar bear, albeit a small one. It was seven feet long and covered with creamy white fur. However, its back, paws, and nose were mottled with patches of brown. There were dark rings, like a panda’s, around its eyes. The creature’s face was flattened, with a humped back and long claws. In fact, it had many of the features of Ursus arctos horribilis, the North American grizzly bear.
Martell’s bear triggered an international sensation. Canadian wildlife officials seized the body and submitted DNA samples to a genetics lab to find out what it was. Tests confirmed the animal was indeed a half-breed, the product of a grizzly bear father and a polar bear mother.2 It was the first evidence of grizzly/polar bear copulation ever reported in the wild. News outlets announced the arrival of a “Hairy Hybrid”3 and the blogosphere erupted with either wonderment and proposed names—“pizzly?” “grizzlar?” “grolar bear?”—or outrage that the only known specimen had been shot dead. A “Save the Pizzly” Web site hawked T-shirts, coffee mugs, and stuffed dolls. Martell was subjected to angry criticism; in response he pointed out that the world would never have learned of the thing—whatever it was called—if not for his fine shot.
For this bizarre tryst even to have happened required that a grizzly wander far north into polar bear territory, a formerly rare phenomenon that biologists are now beginning to see more often. Journalists were quick to make a climate change connection: Was this, they wondered, a preview of nature’s response to global warming? But scientists like Ian Stirling, a leading polar bear biologist, were rightly skeptical of drawing strong conclusions from what was, after all, an isolated event. That changed in 2010, when a second specimen was shot. Tests confirmed it was the offspring of a hybrid mother; in other words, they are breeding .4 The coming decades will show whether Martell’s bear, now stuffed and snarling in his living room, is just the latest biological indicator among many that something big is going down on our planet.
If you enjoy watching wildlife in your backyard, perhaps you’ve noticed something. All around the world there are animals, plants, fish, and insects creeping to higher latitudes and elevations. From spittlebugs in California to butterflies in Spain and trees in New Zealand, it is a broad pattern that biologists are discovering. By 2003 a global inventory of this phenomenon found that on average, plants and animals are shifting their ranges about six kilometers toward the poles, and six meters higher in elevation, every decade. Over the past thirty years phenological cycles—the annual rhythm of plant flowering, bird migrations, birthing babies, and so on—have shifted earlier in the spring by more than four days per decade.5
If these numbers don’t sound large to you, they should. Imagine your lawn crawling north, away from your house, at a speed of five and one-half feet each day. Or that your birthday arrived ten hours sooner each year. That’s how fast these biological shifts are happening. Life-forms are migrating—and it’s going on right outside your window.
The 2006 pizzly story—like the record-shattering Atlantic hurricane season in 2005, or the strange weather patterns that rained out the Winter Olympic Games in Vancouver while burying the eastern U.S. seaboard with “Snowpocalypse” in 20106—is yet another example of something that might have been triggered by climate change or might not. Such events are eye-catching in the news of the day but not, taken in isolation, conclusive of anything. In contrast, while the painstaking statistical analyses of decades of field research on spittlebugs and trees may not rouse the daily news cycle, it does me. It is deeply important, a compelling discovery that provides real understanding about the future. It is a megatrend, and megatrends are what this book is all about.


 The Thought Experiment 
This is a book about our future. Climate change is but one component of it. We will explore other big trends as well, in things like human population, economic integration, and international law. We will study geography and history to show how their preexisting conditions will leave lasting marks on the future. We will look to sophisticated new computer models to project the futures of gross domestic product, greenhouse gases, and supplies of natural resources. By examining these trends collectively, and identifying convergences and parallels between them, it becomes possible to imagine, with reasonable scientific credibility, what our world might look like in forty years’ time, should things continue on as they are now. This is a thought experiment about our world in 2050.
It can be fun imagining what our world might look like by then. Robots and flying cars? Custom-grown body parts? A hydrogen economy? As any disappointed sci-fi buff will tell you, the pace of reality is usually slower than human imagination. Fans of George Orwell’s book 1984, the television series Lost in Space and Space 1999, the films 2001: A Space Odyssey, and (it’s looking like) Blade Runner—set in a perpetually raining 2019 Los Angeles—see their landmark years come and go. But outside of the ongoing technical explosions in information and biotechnologies, our lives are considerably less different than the writers of these fictional works imagined they would be.
We’ve discovered quarks and flung people into space, yet still depend on the internal combustion engine. We’ve cracked DNA and grown a human ear on a mouse’s back, yet are still dying of cancer. We’ve created fluorescent green pigs by inserting jellyfish genes into them (Green Eggs and Ham, anyone?), yet still catch wild fish from the sea and use dirt and water to grow our food. Nuclear power is but a pale shadow of what was hoped for it in the 1950s. We still use boats, trucks, and trains to move goods. And even in this unprecedented era of globalization, the fundamental principles of our markets and economies differ surprisingly little from the days of Adam Smith, more than two hundred years ago.
But in other, sneakier ways, things have changed profoundly. Imagine describing to a 1950 California tomato farmer how in the next fifty years he would grow genetically programmed seeds, see the water in his state tilted from one end to the other, and experience a tripling of the state’s population. Imagine explaining he would one day compete with Chinese farmers to sell tomatoes to Italians who would blend them with beans from Mexico to make canned goods for British supermarkets.7
Any of these would blow our yesteryear farmer’s mind. But to us, they are familiar, even boring. They fly below our radar because they have crept upon us, hiding in plain sight over the course of decades. But that doesn’t mean transformations like these aren’t huge, fast, and profound. Big changes often just sort of ease their way in. And quietly change the world.
What will our world look like in 2050? Our distribution of people and power? The state of the natural world? Which countries will lead, and which ones suffer? Where do you think you’ll be in 2050?
The answers to these questions, at least in this book, derive from a core argument: The northern quarter of our planet’s latitudes will undergo tremendous transformation over the course of this century, making them a place of increased human activity, higher strategic value, and greater economic importance than today. I loosely define this “New North” as all land and oceans lying 45° N latitude or higher currently held by the United States, Canada, Iceland, Greenland (Denmark), Norway, Sweden, Finland, and Russia.
These eight countries, which control vast territories and seas extending as far north as the Arctic Ocean, comprise a new “Northern Rim” roughly encircling that ocean. Developments in these Northern Rim countries, here coined the NORC countries, or “NORCs,” are explored in Parts II and III (Chapters 5 through 10). Part I (Chapters 2 through 4) presents powerful worldwide trends in human population, economics, energy and resource demand, climate change, and other factors keenly important to our global civilization and ecosystem. Besides imagining what life might be like for most of us by 2050, these first chapters identify some critical world pressures that are stimulating the New North into existence.
Before beginning our travels around this 2050 world, there are some rules to establish.


 The Rules 
Fortunately, we have the tools, the models, and the knowledge to construct an informed thought experiment of what we might expect to see unfold over the next forty years. However, as in any experiment, we must first define the assumptions and ground rules upon which its outcomes are contingent.
1. No Silver Bullets. Incremental advances in technology for the next forty years are assumed. No cold nuclear fusion or diesel-growing fungus8 will suddenly solve all our energy problems; no God-like genetic engineering to grow wheat without water. This is not to say a radical technology breakthrough can’t or won’t happen; only that the possibility will not be entertained here.
2. No World War III. The two “world” wars in the first half of the twentieth century recast the map and forged economic, political, and infrastructural changes that reverberate to this day. A nuclear or major, multicountry, conventional war like World War II would be a game changer and is not imagined here (indeed, empirical evidence suggests that over the long run we may be becoming somewhat less violent9). However, the possibility of lesser armed conflicts, like the ones ongoing today in the Middle East and Africa, is evaluated. Major laws and treaties, once made, are assumed to stay in place.
3. No Hidden Genies. A decades-long global depression, an unstoppable killer disease pandemic, a meteorite impact, or other low-probability, high-impact event is not imagined here. However, this rule is relaxed in Chapter 9 to explore six plausible, if unlikely, outcomes, like an abrupt climate change or the collapse of global trade—both of which have happened before and could happen again.
4. The Models Are Good Enough. Some of the conclusions reached in this book stem from experiments using computer models of complex phenomena, like climate and economies. Models are tools, not oracles. All have their flaws and limitations.10 But for the broad-scale purposes of this book, they are excellent. I will focus on the robust, uncontroversial messages of these models rather than push the limits of their capabilities. As before, this rule is relaxed in Chapter 9 to explore some plausible outcomes lying outside our current modeling capacity.
The purpose of these rules is to introduce conservatism to the thought experiment. By favoring likely, forseeable trajectories over unlikely, exciting ones, we avoid sacrificing a more probable outcome to a good story. By pursuing multiple lines of argument rather than one grand idea, we avoid the so-called “foxes and hedgehogs” trap, by lessening the likelihood that an important actor will be overlooked.11 By concentrating on the most robust simulations of computer models, we steer the conversation toward the science that is best understood, rather than poorly understood.
Why even try to project forty years into the future anyway? To imagine the world in 2050, we must closely study what is happening today, and why. By forcing our minds to take the long view, we can identify factors that might seem beneficial in the near term, but lead to undesired consequences in the long term, and vice versa. After all, doing good things (or at least, less bad things) for the long term is a worthy goal. I certainly don’t believe the future is predetermined: Much of what does or does not happen forty years from now rests on actions or inactions taken between now and then.
Some of the changes I will present will be perceived as good or bad, depending on the reader’s own perspective. To be sure, some of them, like species extinctions, no one wishes to see. But others, like military spending and energy development, evoke valid, strongly opposed reactions. My goal is not to argue one side or another, but to pull together trends and evidence into a bigger picture as well and objectively as I can. The reader can take it from there.
But before we can intelligently discuss the future, we must first understand the past. In roughly historical order of their rise in significance, here are four global forces that have been busily shaping our 2050 world for tens to hundreds of years.

FOUR GLOBAL FORCES

The first global force is demography, which essentially means the ups, downs, and movements of different population groups within the human race. Demographic measures include things like birth rates, income, age structure, ethnicity, and migration flows. We shall examine all of these in due course but for now, let us start with the most basic yet profound measure of all: the total number of people living on Earth.
Before the invention of agriculture some twelve thousand years ago, there were perhaps one million persons in the world.12 That is roughly the present-day population of San Jose, California. People foraged and hunted the land, living in small mobile clans. It took twelve thousand years (until about 1800 A.D.) for our numbers to grow to one billion. But then, oh boy, liftoff.
Our second billion arrived in 1930, a mere 130 years later. The global Great Depression was under way. Adolf Hitler led his Nazi Party to stunning victory in Germany’s Reichstag elections. My Italian immigrant grandfather, then living in Philadelphia, was thirty-three years old.
Our third billion came just thirty years later in 1960. John Kennedy beat Richard Nixon in the U.S. presidential race, the first satellites were orbiting the Earth, and I was a scant seven years from being born.
Our fourth billion took just fifteen more years. It was 1975 and I was eight. The U.S. president Gerald Ford escaped two assassination attempts (one by Charles Manson’s murderous henchwoman Lynette “Squeaky” Fromme), the Khmer Rouge had taken over Cambodia, and the movie Godfather II ran away with six Academy Awards, including one to the Italian-American actor Robert De Niro.
Our fifth billion came in 1987, now just twelve years after the fourth. The Dow Jones Industrial Average closed above 2,000 for the first time in history and the Irish rock band U2 released their fifth album, The Joshua Tree. Standing outside Berlin’s Brandenburg Gate, U.S. president Ronald Reagan exhorted Soviet leader Mikhail Gorbachev to “tear down this wall.” The world’s last dusky seaside sparrow died of old age on a tiny island preserve in Florida’s Walt Disney World Resort. A self-absorbed college sophomore at the time, I only noticed The Joshua Tree.
Our sixth billion arrived in 1999. This is now very recent history. The United Nations declared 1999 the International Year of Older Persons. The Dow Jones climbed above 11,000 for the first time in history. Internet hookups ballooned and millions of songs, to the dismay of U2 and the rest of the music industry, were swapped for free on Napster. Hugo Chávez became president of Venezuela, and a huge chunk of northern Canada quietly assumed self-rule as the new territory of Nunavut. By then, I was a young professor at UCLA, working toward tenure and starting to notice things. The world vacillated between nervous fretting about Y2K and excitement over the dawn of a new millennium.
11,800 years . . . 130 years . . . 30 years . . . 15 years . . . 12 years. . . . The length of time we need to add another billion has petered down to nearly nothing. One billion is more than triple the 2010 population of the United States, the third most populous country on Earth. Imagine a world in which we added one-plus USA, or two Pakistans, or three Mexicos, every four years. . . . Actually, this requires no imagination at all. It is reality. We will add our seventh billion some time in 2011.
This extraordinary acceleration, foreseen over two centuries ago by Thomas Malthus,13 burst into popular culture again in 1968 when Paul Ehrlich, then a young biology professor at Stanford, jolted the world with The Population Bomb, a terrifying book forecasting global famines, “smog deaths,” and massive human die-offs if we didn’t somehow control our numbers.14 He became a frequent guest on The Tonight Show Starring Johnny Carson and his ideas almost certainly helped nudge China toward its “One-Child” population control policy implemented in 1979.
Arguments against Ehrlich’s ecological approach to human beings charged that it underestimated the limits of our technology and ingenuity. So far, these arguments appear to have been correct. Our numbers have surged on and Ehrlich’s scariest predictions have, as yet, failed to materialize. But even so, generations from now, our descendants will marvel at the twentieth century, a time when our numbers shot from 1.6 to 6.1 billion in a mere blink of time.
What triggered this enormous twentieth-century population spurt? Why did it not happen before, and is it likely to continue into the future?
Fast population growth behaves a lot like a personal savings account. Just as its account balance depends on the spread between the rates of deposit versus spending, the balance of people on Earth depends on the rates at which new people are created (the fertility rate) versus how fast existing people disappear (the death rate).15 When the two rates are equal, population holds steady. When they diverge or converge, population rises or falls accordingly. It doesn’t really matter whether birth rates rise or death rates fall; what matters is the spread and whether rate adjustments are staggered in time or happen simultaneously. Most importantly, once a run-up (or decline) has happened, we are stuck with the new population level, even if the gap between fertility and death rates is then closed and population stability is returned.
From our earliest beginnings until the late nineteenth century, our fertility and death rates, on average, were both high. Mothers had more babies than today, but few of them survived to old age. In the preindustrial era, famine, warfare, and poor health kept death rates high, largely offsetting high fertility. The global population of humans trickled higher, but only very slowly.
However, by the late nineteenth century, industrialization had changed everything in Western Europe, North America, and Japan. Mechanized food production and distribution reduced famine deaths. Local warfare disappeared under the rising control of central governments. Death rates dropped as doctors discovered modern medical procedures and drugs. But fertility rates fell more slowly—cultural expectations are slower to change—so the human population took off. By 1950, New York was the first city in the world to break the ten million mark.
Not only did the Industrial Age bring machines and medicine, it also spurred migration from farms to cities. People increasingly bought what they needed rather than growing or making things themselves. The cost of housing rose; the economy grew. More women entered college and the workplace, squeezing down the number of children families wanted or could afford. Fertility rates began to drop and families became smaller. When fertility rates at last fell to match the death rates, population growth halted, and the industrialized societies that had participated in all this were transformed. Instead of being small, poor, prolific, and death-prone they were now large, rich, and long-lived with few children.
This chain of events, in which a population run-up is at first initiated, then later stabilized, by the forces of modernization is called the Demographic Transition and is a bedrock concept in demography.16 The Demographic Transition supposes that modernization tends to reduce death and fertility rates, but not simultaneously. Because people tend to readily adopt technological advances in medicine and food production, death rates fall first and quickly. But fertility reductions—which tend to be driven by increased education and empowerment of women, an urban lifestyle, access to contraception, downsized family expectations, and other cultural changes—take more time. And just like a bank account, when the death (spending) rate falls faster than the birth (savings) rate, the result is a rapid run-up in the sum total. Even if fertility rates later fall to match death rates—thus completing the Demographic Transition and halting further growth—a new, much larger population balance is then carried forward.
In the twentieth century, one Demographic Transition concluded and another began. In Europe and North America it took from about 1750 to 1950 to complete, making these places the fastest-growing in the world while most of Asia and Africa grew slowly. This growth then slowed or stopped as industrialized countries completed the Demographic Transition, their fertility rates falling to near or even below the death rate.
But in the developing world, a new Demographic Transition that began in the early twentieth century with the arrival of modern medicine has still not finished. Thanks to the inventions of antibiotics and vaccines, along with insecticides to control diseases like malaria, death rates have plummeted17 but fertility rates, while dropping, have fallen less quickly. In some countries they haven’t fallen at all, defying the classic Demographic Transition notion that all modernized women prefer fewer babies. Such discrepancies underline a known weakness of the Demographic Transition model: Not every culture will necessarily adopt the western ideal of a small nuclear family, even after women’s rights, health, and security conditions improve.
So somewhere around 1950, our fastest population growth rates left the OECD countries18 and went to the developing world. Because the base population levels in the latter are so much larger, the resulting surge in world population has been nothing short of phenomenal. In most developing countries the spread between fertility and death rates, while narrowing, remains substantial. This second Demographic Transition is not yet finished, and unlike before, it involves the vast majority of the human race. Until a few decades after it ends—if it ends—world population will continue to grow.

The second global force, only partly related to the first, is the growing demand that human desires place upon the natural resources, services, and gene pool of our planet. Natural resources means both finite assets like hydrocarbons, minerals, and fossil groundwater; and renewable assets like rivers, arable land, wildlife, and wood. Natural services include life essentials like photosynthesis, absorption of carbon dioxide by oceans, and the labors of bees to pollinate our crops. And by gene pool I mean exactly that—the diversity of genes being carried around by all living organisms still existing on Earth.
It’s difficult to comprehend how fully dependent we are upon these things. Steel machines burn oil to grow and harvest our grains, with fertilizers made from natural gas, generating many times over what a farmer and mules could produce on the same land. From the genetic code of organisms we take the building blocks for our food, biotech, and pharmaceutical industries. We frame our buildings with timber, steel, and cement. We take water from the ground or trap it behind dams to grow alfalfa and cotton in the desert. We need trucks and diesel and giant metal-hulled ships to move ores and fish and manufactured goods from the places that have them to places that want them. The resulting trade flows have grown entire economies and glittering cities, with their music and culture and technology. Coal-fired electricity zaps through billions of miles of metal cable to power buildings, electric cars, cell phones, and the Internet. Airplanes and cars burn the sludge of long-dead things, granting us personal freedom and the chance to see the world.
It’s no secret that our twentieth-century expansions in population, modernization, trade, and technology have escalated demand for all of these. Public concern—both for the stability of raw commodity supplies and for the health of the natural world—has been high since the 1970s, especially after the OPEC oil embargo crisis of ’73-’74 and NASA’s launch of ERTS-1 (later renamed Landsat), the first civilian satellite to disseminate graphic images of clear-cuts gnawing away the vast rain forests of the Amazon basin. Today, news feeds crackle with stories about dwindling oil, fights over water, and soaring food prices. Many plants and animals are disappearing as their habitats are converted to plantations and parking lots. Still others have been harvested into oblivion. Fully four-fifths of the world’s land surface (excluding Antarctica) is now directly influenced by human activities.19 The lingering exceptions to this are those places that are truly remote: the northern forests and tundra, the shrinking rain-forest cores of the Congo and Amazon basins, and certain deserts of Africa and Australia and Tibet.
Perhaps no resource pressure has grown faster than our demand for fossil hydrocarbon fuels. This began in Europe, North America, Australia, and Japan and has now spread to China, India, and other modernizing nations. Because the United States has been (and still is) the largest consumer of these fuels, let’s illustrate the rapacity of this phenomenon as it has unfolded there.
In 1776, when the United States of America declared independence from Great Britain after a little over a year of war, most of the fledgling country’s energy came from wood and muscles. Yes, there were sawmills turning waterwheels to cut logs, and coal was used to make coke for casting iron cannons and tools, but the vast majority of America’s energy came from fuelwood, horses, mules, oxen, and human backs.
By the late 1800s, the Industrial Revolution, steam locomotive, and westward expansion had changed all that. Dirty black coal was the shining new prince—fueling factories, coke ovens, foundries, and trains all across the young nation. Coal consumption grew from 10 million short tons per year in 1850, to 330 million short tons just fifty years later.20 Little mining towns sprang up all over Appalachia, like now-defunct Ramseytown in western Pennsylvania, where my grandmother was later born. Nearby Rossiter produced my grandfather, who worked in the coal mines as a teenager.
But in the twentieth century, coal was surpassed. Oil, first drilled out of a quiet Pennsylvania farm in 1859 to make lamp kerosene, caught on slowly at first. Gasoline was originally a junk by-product that some people dumped into rivers to get rid of. But then someone thought of pouring it into a combustion engine, and gasoline became the fuel of Hercules.
Packed inside a single barrel of oil is about the same amount of energy as would be produced from eight years of day labor by an average-sized man. Seizing oil fields became a prime strategic objective in both world wars. The Baku fields of Azerbaijan were a prime reason that Hitler invaded Russia, and it was their oil supply, gushing north to the Russian army, that stopped him.
By the end of World War II, cars and trucks had outgrown the rail system, locomotives had switched to diesel, and the liquid-fuels market was really taking off. Oil consumption surpassed coal in 1951, though sales of both—along with natural gas—continued to rise strongly. In just one hundred years (1900-2000) Americans ramped up their coal consumption from about 330 million to 1.1 billion short tons per year,21,22 a 230% increase. Oil-burning grew from 39 million to 6.6 billion barrels per year,23 a 16,700% increase. In comparison, that old stalwart fuelwood rose a measly 12%, from 101 million to just 113 million cords per year. 24
Although the U.S. population also rose quickly over this same time period (from 76 to 281 million, or +270%), oil consumption rose far faster on a per capita basis. By the beginning of the twenty-first century the average American was burning through more than twenty-four steel drums of oil every year. In 1900, had my Italian grandfather already emigrated to the United States, he would have used just twenty-two gallons, about one-half of one steel drum.
The twentieth century saw similar extraordinary growth in American consumption of iron, nickel, diamonds, water, softwood, salmon, you name it. To varying degrees, this rapid escalation of resource consumption has either happened or is now happening in the rest of the world.
So we see that resource consumption, much like our global population, grew ridiculously fast in a single century. But while the two certainly feed off one another, rising resource demand has less to do with population growth per se than with modernization. My UCLA colleague Jared Diamond illustrates this by considering an individual’s “consumption factor.”25 For the average person living in North America, Western Europe, Japan, or Australia, his or her consumption factor is 32.
If your consumption factor, like mine, is 32, that means you and I each consume thirty-two times more resources and produce thirty-two times more waste than the average citizen of Kenya, for example, with a consumption factor of 1. Put another way, in under two years we plow through more stuff than the average Kenyan does in his entire life. Of the 6.8+ billion of us alive on Earth now, only about a billion—15%—enjoy this lavish lifestyle. The vast majority of the human race lives in developing countries with consumption factors much lower than 32, mostly down toward 1.
Places with a consumption factor of 1 are among the most impoverished, dangerous, and depressing on Earth. Regardless of what country we live in, we all want to see these conditions improve—for security as well as humanitarian reasons. Many charitable people and organizations are working toward this goal, from central governments and NGOs to the United Nations to local churches and individual donors. Most developing countries, too, are striving mightily to industrialize and improve their lot. Organizations large and small, from the World Bank and International Monetary Fund (IMF), to the Grameen Bank and other microlenders, are providing loans to help. Who among us does not want to see such efforts succeed? Who does not want the world’s lingering poverty, hunger, and disease brought to an end?
But therein lies a dilemma. What if you could play God and do the noble, ethically fair thing by converting the entire developing world’s level of material consumption to that now carried out by North Americans, Western Europeans, Japanese, and Australians today. By merely snapping your fingers you could eliminate this misery. Would you?
I sure hope not. The world you just created would be frightening. Global consumption would rise elevenfold. It would be as if the world’s population suddenly went from under 7 billion today to 72 billion. Where would all that meat, fish, water, energy, plastic, metal, and wood come from?
Now let us suppose that this transformation were to happen not instantly but gradually, over the next forty years. Demographers estimate that total world population might level off at around 9.2 billion by 2050. Therefore, if the end goal is for everyone on Earth to live as Americans, Western Europeans, Japanese, and Australians do today, then the natural world must step up to provide enough stuff to support the equivalent of 105 billion people today.
Viewed in this light, lifestyle is an even more potent multiplier of human pressure on the world resource base than is total population itself. Global modernization and prosperity—an eminently laudable and desirable goal—are thus raising our demands upon the natural world now more than ever.

The third global force is globalization. A big word spanning many things, it most commonly refers to increasingly international trade and capital flows but also has political, cultural, and ideological dimensions.26 Frankly, there are about as many definitions for globalization as there are experts who study it. For our purposes here let us simply think of “globalization” very broadly as a set of economic, social, and technological processes that are making the world more interconnected and interdependent.
Most people were aware of how interconnected the world economy had become long before the 2008-09 global financial crisis laid it bare. In his 2006 book The World Is Flat, the New York Times columnist and author Thomas Friedman famously asked, “Where were you when the world went flat?”27Flat is Friedman’s simple metaphor for the opening and leveling of a global playing field for trade and commerce, one that in principle maximizes efficiency and profitability for all because the cheapest ore or cheapest labor can be hunted down to the last corners of Earth.
No doubt everyone has a different answer to Friedman’s question. For me, it was in Burbank in 1998, while waiting in a queue at an IKEA home-furnishings store. It struck me that my arms were filled with products designed in Sweden, built in China, shipped to my store in California, and sold to me by a Mexican cashier. From a single store selling pens and seed packets in tiny Älmhult in 1958, IKEA had grown to three hundred franchises in thirty-seven countries by 2010. At €22 billion (USD $33 billion) annually its economy was bigger than that of the country of Jordan and adding twenty-plus new stores worldwide each year.28 Not only is this single company now a planetary economic force, it is globalizing Swedish culture by cultivating a taste for juicy meatballs and clean Scandinavian furniture design from the United States to China to Saudi Arabia.
Globalization kills economies too. After years of slow bleeding, my wife’s hometown in Michigan crashed when Delphi, a major supplier of automotive parts to General Motors Corporation, went bankrupt. Also, globalization’s spread is very uneven: The world is not so much “flat” as it is lumpy. Some countries, like Singapore and Canada, are integrating broadly and rapidly whereas others, like Myanmar and North Korea, are isolated backwaters.
Taking the long view, the world appears to be in the early phase of an economic transformation to something bigger and more integrated than anything ever seen before. It is more far-reaching and sophisticated than any previous alliance in human history. We will all be potential rivals, but also all potential friends. Alongside the demise of entire sectors will be new markets, new trade, and new partnerships. Gone are the days when General Motors could import rubber and steel and export automobiles. The design, raw materials, components, assembly, and marketing of today’s cars might come from fifty different countries around the world.
But what unleashed this new era of global integration upon us? Was it the blazing speed and easy reach of the Internet—or something deeper? I only noticed it in 1998, but might this phenomenon be older than we think?
Like rising world population and natural resource demand, the present global integration lifted off in the middle of the twentieth century. But unlike the first two, it happened deliberately. It all began with a big conference in the Mount Washington Resort near Bretton Woods, New Hampshire, in July 1944. Over seven hundred delegates from forty-four countries—including Britain’s John Maynard Keynes (whose ideas later found new life in the wake of the 2008 global credit meltdown)—were in attendance.
World War II was drawing to a close. Governments were turning their attention to their shattered economies and how to rebuild them after two catastrophic wars, a global depression, a long escalation of protectionist tariffs, and some crazy currency devaluations. Everyone at the conference wanted to figure out how to stabilize currencies, get loans to war-ravaged countries for rebuilding, and get international trade moving again.
The outcome of this conference was something called the Bretton Woods Agreement. Among other things, it stabilized international currencies by pegging them to the value of gold (which lasted until 1971, when President Richard Nixon dropped the U.S. dollar from the gold standard). But its most persistent legacy was the birth of three new international institutions: the International Monetary Fund (IMF) to administer a new monetary system; the International Bank for Reconstruction and Development (IBRD) to provide loans—today, the World Bank; and the General Agreement on Tariffs and Trade (GATT) to fashion and enforce trade agreements—today, the World Trade Organization (WTO). These three institutions guided much of the global reconstruction effort after the war; and during the 1950s their purpose expanded to giving loans to developing countries to help them industrialize. Today these three powerful institutions—the IMF, World Bank, and WTO—are the prime actors making and enforcing the rules of our global economy.
Up until the demise of the Bretton Woods monetary regulatory system in the early 1970s, it presided for three decades over what some have called the “golden age of controlled capitalism.”29 But by the 1980s, “controlled capitalism” had fallen to a revolution of “neoliberalism”—the deregulation and elimination of tariffs and other controls on international trade and capital flows. The neoliberalism movement was championed by British prime minister Margaret Thatcher and U.S. president Ronald Reagan, but was rooted in the ideas of Adam Smith.
Throughout the 1980s and 1990s the IMF, WTO, and World Bank aggressively pursued agendas of liberalizing (deregulating) trade markets around the world, vigorously urged on by the United States.30 A common tactic was to require developing countries to accept neoliberal reforms to qualify for IMF or World Bank loans. This practice was exemplified by the “Washington Consensus,” a controversial list of hard-nosed reforms including trade deregulation, opening to direct foreign investment, and privatization of state enterprises.31
In the United States, presidents from both political parties also worked to dismantle international trade barriers. Of particular importance to this book was the North American Free Trade Agreement (NAFTA), proposed in 1991 by President George Herbert Walker Bush to remove trade barriers between the United States, Mexico, and Canada. Two years later, President Bill Clinton made NAFTA the cornerstone of his legacy. In his speech at the signing ceremony Clinton pressed the need “to create a new world economy,” with former presidents Bush, Jimmy Carter, and Gerald Ford nodding in attendance. Clinton’s successor also agreed: Fifteen years later, citing a near-quintupling of U.S. free-trade agreements under his watch, outgoing president George W. Bush stated that global trade expansion had been one of the “highest priorities of his administration.”32
Notice that the origins of today’s great global integration are at odds with one of its most widely promulgated myths: that globalization has emerged organically, born from fast Internet technology and the “invisible hand” of free markets. In truth, this global force owes its existence to a long history of entirely purposeful policy decisions, championed especially by the United States and Britain, dating to the waning days of World War II. Many who write about globalization see it as exploding suddenly in the 1970s or 1980s, thus missing the institutional groundwork laid first under Bretton Woods, pressed upon the developing world by its daughter institutions the IMF, WTO, and World Bank, and subsequently advanced by U.S. presidential administrations of both political parties ever since. Its foundations are now codified into decades of historical precedent and a plethora of free-trade treaties. They are engrained in generations of politicians and business CEOs, and were reaffirmed even during the turmoil of the 2008-09 global financial crisis.33 This megatrend has roots going back more than sixty years and is now a deep, powerful global force already shaping the twenty-first century economy.

The fourth global force is climate change. Quite simply, it is observed fact that human industrial activity is changing the chemical composition of the atmosphere such that its overall temperature must, on average, heat up.
The power of greenhouse gases is simply beyond dispute. Their existence was deduced in the 1820s by the French mathematician Joseph Fourier, who noticed that the Earth is far warmer than it ought to be, given its distance from the Sun. Without greenhouse gases our planet would be an icebox, like the Moon and Mars, with temperatures some 60° Fahrenheit colder than today.34 Their magic comes from letting solar radiation easily in but not easily out, roughly analogous to how a closed-up car becomes hotter inside than out from sunlight passing through the window glass.35
The basic physics of this was worked out in the 1890s by the Swedish chemist Svante Arrhenius.36 Like glass, greenhouse gases are transparent to short-wavelength sunlight, allowing it to pass unimpeded through the atmosphere to warm the Earth’s surface (unless blocked by a cloud). But they are opaque to the (invisible) long-wavelength infrared radiation returned from the warmed Earth back to space, instead absorbing it and thus becoming infrared radiators themselves.
Arrhenius was trying to solve the puzzle of ice ages, so was initially interested in global cooling, not warming, but his calculations worked easily well in either direction. He later wondered if humans, by adding carbon dioxide to the air through fossil-fuel burning, could also influence the planet’s climate. He ran the numbers and found that they certainly could, and substantially, too, if the gas’s concentration was raised high enough. His initial estimate of +5°C warming for a doubling of atmospheric CO2, calculated by hand, was remarkably close to the ones generated by far more sophisticated computer models running today. But Arrhenius didn’t think much of this at the time, because he couldn’t imagine humans ever releasing that much carbon dioxide. For humans to double the atmosphere’s CO2, he reasoned, would take at least three thousand years .37
Apparently, the physics of greenhouse gas warming is a lot easier to comprehend than the pace of human industrialization. We’ve already raised the concentration of CO2 in the atmosphere nearly 40%, up from ~280 parts per million by volume (ppmv) in preindustrial times to ~387 ppmv as of 2009. Two-thirds of that rise has been carefully documented since 1958, when the first continuous air sample measurement program was begun by Charles Keeling at Hawaii’s Mauna Loa Observatory as part of the International Geophysical Year. Atmospheric measurements of two other powerful greenhouse gases also released by human activity, methane and nitrous oxide levels, have followed a similar rising pattern. Depending on the choices we make about carbon emissions, CO2 projections for century’s end range anywhere from 450 to 1,550 ppmv, corresponding to a +0.6 to +4.0°C increase in average global temperature on top of the +0.7°C increase already experienced in the twentieth century.38 Many policy pragmatists now feel a +2°C increase is all but assured, after the 2009 Copenhagen Climate Conference failed to produce anything resembling a binding international agreement to curb carbon emissions.
These numbers may sound small but they’re not. At the height of the last ice age, when Chicago was buried under a mile-deep sheet of ice, global temperatures averaged just 5°C (9°F) cooler than today. From historical weather-station data the global average temperature is already +0.8°C warmer than in Arrhenius’ time, with most of that rise since the 1970s. An increase of that magnitude is already much larger than the difference between any one year and the next. As expected, this warming trend varies strongly with geography, with even some local cooling in some places (the details and reasons for this are known and discussed further in Chapter 5). But the global average is trending upward, along with the steady measured growth of greenhouse gas concentrations in the atmosphere.
Not only are average temperatures rising, the way they are rising is consistent with the greenhouse effect but inconsistent with other natural cycles and processes also known to influence climate. Temperatures are warming more by night than by day; more in winter than in summer; more over oceans than over land; more at high latitudes than in the tropics; and in the troposphere but not the stratosphere. All of these are consistent with greenhouse gas forcing but inconsistent with other known causes, like urban heat islands, changing solar brightness, volcanic eruptions, and astronomical cycles. Those, too, influence climate, but none can fully explain what we are seeing today.
In addition to number-crunching weather data, there is plenty of anecdotal evidence that our climate is beginning to act strangely. A staggering thirty-five thousand people were killed in 2003 when a massive heat wave spilled across Europe. Lesser waves killed hundreds more in Japan, China, India, and the United States in the following summers, when the world suffered eleven of the top twelve hottest years ever recorded. That’s dating all the way back to the first weather stations of 1850, when Zachary Taylor was president of the United States, and Italy wasn’t even a country yet. Hurricane Katrina drowned New Orleans in 2005, a record year for tropical storms. Ironically, many of the displaced moved to Houston, where they got pounded again by Hurricane Ike in 2008. That one killed about two hundred people and put a tree through the roof of my best man, then proceeded to black out nearly a million homes across Ohio, Indiana, and Kentucky.
Like the pizzly bear, no one of these events is conclusive of anything. But after enough of them happen, the private sector gets moving. Goldman Sachs and the Harvard Business Review started writing reports on how to contain risk and maximize profits from climate change.39 Multinational corporations like General Electric, Duke Energy, and Dupont began stumping green technology and formed the U.S. Climate Action Partnership, calling on the U.S. federal government to “quickly enact strong national legislation to require significant reductions of greenhouse gas emissions.”40 By 2008 its membership included American International Group, Inc. (AIG), Boston Scientific Corporation, Chrysler LLC, ConocoPhillips, Deere & Company, the Dow Chemical Company, Exelon Corporation, Ford Motor Company, General Motors Corporation, Johnson & Johnson, Marsh, Inc., the National Wildlife Federation, the Nature Conservancy, NRG Energy, Inc., PepsiCo, Rio Tinto, Shell, Siemens Corporation, and Xerox Corporation.41 However, by late 2009 the rush of corporations to join the U.S. Climate Action Partnership had slowed, following the failed climate treaty conference at Copenhagen, some dumb e-mails circulated among a clique of climate scientists (the so-called Climategate scandal, a scientifically minor but politically devastating public-relations fiasco), and a moribund cap-and-trade bill in the U.S. Senate. By 2010 ConocoPhillips, BP America, Caterpillar, and Xerox had pulled out.
Gas molecules are impervious to politics, so all of this is really just the beginning. To underscore just how dramatic our run-up of CO2, methane, and nitrous oxide in the atmosphere is, let’s place it within the much longer context of geological time. Greenhouse gases follow both natural cycles—which fall and rise with ice ages and warm interglacial periods, respectively—and human activity, which proceeds much faster. These two actors operate over totally different time scales, with the ice age variations happening over tens of thousands of years but our human excursion unfolding over tens of years. The natural processes that drive greenhouse-gas shifts—rock weathering, astronomical cycles, the spread of forests or wetlands, ocean turnover, and others—take thousands of years, whereas human excavation and burning of old buried carbon—as illustrated earlier from U.S. history—is an action both massive and brief. And because our human-generated carbon burst is perched atop an already large, slow-moving natural interglacial peak, we are taking the atmosphere to a place the Earth has not seen for hundreds of thousands, perhaps millions, of years. 42
We know this from the ancient memories of glaciers, deep ocean sediments, tree rings, cave speleothems, and other natural archives. Most spectacular are tiny air bubbles trapped within Greenland and Antarctic ice, each a hermetically sealed air sample from the past. Loose air inside a glacier’s surface snowpack gets closed off into bubbles as the weight of still more snowfall fuses it into ice. Annual layers of these bubbles have been quietly laid down for hundreds of thousands of years, before being drilled from the guts of Greenland and Antarctica by a rare breed of scientist. The gas levels inside them prove we have now elevated the concentrations of greenhouse gases in the Earth’s atmosphere higher than they’ve been for at least eight hundred thousand years.
Eight hundred thousand years. Jesus Christ walked barely two thousand years ago, Egypt’s pharaohs four. Our first agricultural civilizations began ten thousand years ago; twenty thousand years before that, there still were Neanderthals alive. But the world has not seen atmospheric CO2 levels like today’s for eight hundred thousand years—and they are now approaching those of fifteen million years ago in the Miocene Epoch, when the world’s temperatures were 3° to 6°C warmer, its oceans acidic, polar ice caps diminished, and sea levels twenty-five to forty meters higher than today.43
This, too, is a global force to be reckoned with.

These four global forces—demographics, resource demand, globalization, and climate change—will shape our future and are recurring themes throughout this book. As each force comes up, the corresponding icon from the set that headed the four preceding sections will head the discussion. While I have described these forces separately they are, of course, intimately intertwined. Greenhouse gas comes from the exploitation of natural resources, which in turn tracks the global economy, which in turn relates partly to population dynamics, and so on.
A fifth force twining through the first four is technology. Fast global communications facilitate global financial markets and trade. Modern health care and pharmacology are shifting population age structures in the developing world. Advances in biotech, nanotech, and materials science affect demand for different resource stocks. Smart grids, solar panels, and geoengineering might combat climate change, and so on. Under our “No Silver Bullets” rule, technological advances like these are evaluated as enablers or brake pads on the four global forces, rather than as an independent force of its own.
The thought experiment is begun. Its assumptions and ground rules are stated, its four overarching themes defined. Let us turn now to the first subject of scrutiny for the year 2050—ourselves.


PART ONE
THE PUSH


CHAPTER 2
A Tale of Teeming Cities
“Tomorrow morning we will release our sales numbers for the month of November.
This event is overshadowed by the tragic death of Jdimytai Damour at our Valley
Stream, New York, store on November 28. . . .”
—Statement from the president of the Northeast Division, Walmart USA (December 3, 2008)

Italy, France, United Kingdom, Germany, Japan, and the United States.
—Economies projected by Goldman Sachs to be overtaken by one or more of China, India, Russia, or Brazil before 2050


“From here on out, it’s an urban world.”
—Joel E. Cohen, Professor of Populations, Rockefeller University and Columbia University




It was one o’clock in the morning when Leana Lockley, twenty-eight years old and five months pregnant, lined up with her husband and two family members outside the Green Acres Mall Walmart store in Valley Stream, New York. Whining engines and lights pierced the night as jets came and went from nearby JFK Airport. It was November 28, 2008, the day following Thanksgiving called “Black Friday,” the busiest American shopping day of the year. The global economy was crashing, everyone was looking for bargains, and Walmart was cutting its prices for six hours only. By the time the store opened at five o’clock a.m. there were two thousand people crowded restlessly against the glass storefront, waiting to get in.
The doors unlocked and people surged forward. Lockley was literally picked up off her feet and carried through the door opening. There were loud cracking noises as hinges broke off, and the sounds of crashing glass. An older woman fell. Lockley tried to pick her up but was knocked to her knees. A large man saw her and tried to help. “He was facing the crowd, and he had his hands up, trying to push them back in order for me to escape,” she later recounted on Fox News. “He was trying to block the people from pushing me to the ground and trampling me . . . he was on his knees, I could look at him eye to eye, and he was trying to push them back and then the crowd pushed him down, and he fell on top of me.”44 His body covering hers, hundreds of deal-hungry shoppers stomped and shoved over them and streamed into the store.
Lockley and her unborn daughter survived, as did three other injured shoppers sent to area hospitals. But the man who saved her life, thirty-four-year-old Jdimytai Damour, was killed. As paramedics attempted to resuscitate him, shoppers continued to jostle past; then became irate when officials announced the store was being closed.
The only son of Haitian immigrants, Jdimytai Damour was a very large but gentle man who enjoyed watching football and talked about being a teacher one day. The reason he was there that morning was not to buy, but to work. Because of his size—he was six feet five inches tall and weighed 270 pounds—he had been assigned to the front door. But he wasn’t a trained security officer. He was a temporary worker, a subcontractor, hired by Walmart to help them help us to consume more stuff during the busiest retail season of the year.
Far less tragic—and certainly less attention-grabbing—was a second, very profound event that also happened in 2008. Its exact timing will never be known, but at some instant during the year, the number of people living in urban areas grew to briefly match, for a few seconds, the number of people living in rural areas. Then, somewhere, a city baby was born. From that child forward, for the first time in our history, the human race became urban in its majority.
For the first time ever, we have more people living in cities than out on the land. For the first time, most of us have no substantive ability to feed or water ourselves. We have become reliant upon technology, trade, and commerce to carry out these most primitive of functions. Sometime in 2008, the human species crossed the threshold toward becoming a different animal: an urban creature, geographically divorced from the natural world that still continues to feed and fuel us.
What does the awful death of Jdimytai Damour have to do with our transformation to an urban race? Aside from occurring in the same year, what connection may be drawn between these two events?
From a macroeconomic perspective, the frenzied horde that killed poor Mr. Damour was, in its own mindless way, helping to build cities all over the world. Most of the items for sale in the Valley Stream Walmart were made overseas, by urban workers in the hundreds of Asian towns and cities churning out the cell phones, flat-screen televisions, netbooks, and other essentials of twenty-first-century life. Cities around the world have participated in the process of getting those products onto Walmart’s shelves.
A global supply web was needed to transfer the raw materials and components to manufacturing hubs like Shenzhen, Dongguan, Guangzhou, and Bangalore. Then, the finished goods were sent to the United States, very likely in freighters and steel shipping containers built in places like Geoje (South Korea), Nagasaki (Japan), and Ningbo (China). These vessels were unloaded in the American ports of Long Beach or Los Angeles before being trucked east to Gloucester City, New Jersey, for redistribution. From there, they were trucked once again to Valley Stream, New York. Financial transactions between New York City and Hong Kong, as well as Chicago, Tokyo, London, Paris, Frankfurt, Singapore, and Seoul were taking place. So every time a new flat-screen TV is sold by Walmart, urban agglomerations around the globe all win another little economic boost.
These invisible ties across the globe hum, the economic wheels turn. Consumption fuels commerce, thus growing cities, further enlarging the overall consumer base.45 The urban economy grows—as it must, to support its growing number of residents and the many services they now require. Salaries rise such that even menial entry-level jobs pay better than a farm-worker’s wages.
The reason that the world’s rural people are moving into cities is that they can make more money in town. This is partly because of the described growth of urban economies, and partly because demand for farm labor falls as agriculture commercializes, mechanizes, and becomes export-oriented. Worldwide employment in agriculture is falling fast and in 2006, for the first time ever, it was surpassed by employment in the services sector.46 And because every new urban resident is also a new urban consumer, the cycle is self-reinforcing. More urbanites buy more electronics, services, and imported processed food, prepared and served to them by others. More entry-level jobs for new migrants are created. More managerial posts are needed. Ladders rise and the urban economy grows .47
This urban shift is driving major demographic changes around the globe. City dwellers are projected to roughly double in number by 2050, rising from 3.3 billion in 2007 to 6.4 billion in 2050.48 However, the geography of this is not uniform. Urban majorities came to Europe and America decades ago, in the 1960s, 1950s, or even sooner. These places are already more than 70% urban today. This new trend is most dramatic in the developing world, especially Asia and Africa, the most populous places on Earth.
For the last two decades, cities in the developing world have been growing by about three million people per week.49 That is equivalent to adding one more Seattle to the planet every day. Asia is only about 40% urban today, but by 2050 that number will top 70% in China, with over one billion new city slickers in that country alone. Already, places like Chongqing, Xiamen, and Shenzhen are growing more than 10% annually.
About 38% of Africans live in cities today, but by 2050 more than half will. While Africa will still be less urbanized than Europe or North America today, this is nonetheless a profound transformation. When combined with its fast population growth rate, this means that Africa will triple the size of its cities over the next forty years.50 At 1.2 billion people, Africa will hold nearly a quarter of the world’s urban population.51
Tucked away in the back of a 2008 report by the United Nations Population Division are some stunning data tables.52 They rank our past, present, and future “megacities”—urban agglomerations with ten million inhabitants or more—for the years 1950, 1975, 2007, and 2025. The projections may surprise you:
World Megacities of Ten Million or More
(population in millions)
1950
New York-Newark, USA (12.3) 
Tokyo, Japan (11.3) 
1975
Tokyo, Japan (26.6) 
New York-Newark, USA (15.9) 
Mexico City, Mexico (10.7)
2007
Tokyo, Japan (35.7) 
New York-Newark, USA (19.0) 
Mexico City, Mexico (19.0) 
Mumbai, India (19.0) 
São Paulo, Brazil (18.8) 
Delhi, India (15.9) 
Shanghai, China (15.0) 
Kolkata (Calcutta), India (14.8) 
Dhaka, Bangladesh (13.5) 
Buenos Aires, Argentina (12.8) 
Los Angeles-Long Beach-Santa Ana, USA (12.5) 
Karachi, Pakistan (12.1) 
Al-Qahirah (Cairo), Egypt (11.9) 
Rio de Janeiro, Brazil (11.7) 
Osaka-Kobe, Japan (11.3) 
Beijing, China (11.1) 
Manila, Philippines (11.1) 
Moskva (Moscow), Russia (10.5) 
Istanbul, Turkey (10.1)
2025
Tokyo, Japan (36.4) 
Mumbai, India (26.4) 
Delhi, India (22.5) 
Dhaka, Bangladesh (22.0) 
São Paulo, Brazil (21.4) 
Mexico City, Mexico (21.0) 
New York-Newark, USA (20.6) 
Kolkata (Calcutta), India (20.6) 
Shanghai, China (19.4) 
Karachi, Pakistan (19.1) 
Kinshasa, Democratic Republic of the Congo (16.8) 
Lagos, Nigeria (15.8) 
Al-Qahirah (Cairo), Egypt (15.6) 
Manila, Philippines (14.8) 
Beijing, China (14.5) 
Buenos Aires, Argentina (13.8) 
Los Angeles-Long Beach-Santa Ana, USA (13.7) 
Rio de Janeiro, Brazil (13.4) 
Jakarta, Indonesia (12.4) 
Istanbul, Turkey (12.1) 
Guangzhou, Guangdong, China (11.8) 
Osaka-Kobe, Japan (11.4) 
Moskva (Moscow), Russia (10.5) 
Lahore, Pakistan (10.5) 
Shenzhen, China (10.2) 
Chennai, India (10.1) 
Paris, France (10.0)
The century of megacities has already begun. From just two in 1950 and three in 1975, we grew to nineteen by 2007 and expect to have twenty-seven by 2025. Furthermore, in sheer size alone our global urban culture is shifting east. Of the eight new megacities anticipated over the next fifteen years, six are in Asia, two in Africa, and just one in Europe. Zero new megacities are anticipated for the Americas. Instead, this massive urbanization is happening in some of our most populous countries: Bangladesh, China, India, Indonesia, Nigeria, and Pakistan. New York City was the world’s second-largest metropolis in 1977, when Liza Minnelli first sang the hit song “New York, New York” (later popularized by Frank Sinatra) to Robert De Niro in a Martin Scorsese movie. By 2050, the “City That Never Sleeps” will be struggling just to stay in the top ten.
The story doesn’t end with megacities. People are flocking to towns of all sizes, large and small. Indeed, some of the fastest growth is happening in urban centers with less than five hundred thousand people. According to the United Nations model, the number of “large” cities—those with populations between five and ten million—will increase from thirty in 2007 to forty-eight by 2025. Three-quarters of these will be in developing countries. By 2050 Asia—the world’s most populous continent and still dominated by farmers today—will be nearly as urbanized as Europe.53
What does all this mean for life in the countryside? The world’s rural population is projected to peak somewhere around 3.5 billion in 2018 or 2019, then gradually fall to around 2.8 billion by 2050. Most of this rural depopulation will happen in the developing world, because OECD countries have now largely completed this shift. Take a drive through rural America. You’ll find it littered with ghostly relics of formerly bustling farm towns. The developing world is repeating now—on a much grander scale—the same emptying out of rural regions that began in developed countries in the 1920s.
If you’ve been adding and subtracting these various numbers, then you’ve already realized that the rural population declines are too small to offset the urban increases. The world’s total population of people will continue to grow substantially in the next half-century. We are now on a trajectory to add nearly 40% more population by the year 2050, raising our number to around 9.2 billion.54 Who will we be in 2050? In that year, for every one hundred of our future children and grandchildren born, fifty-seven will open their eyes in Asia and twenty-two in Africa, and mostly in cities.


 What Kind of Cities Will They Be? 
So the people of Earth are rushing into town. “The twenty-first century,” declared the United Nations, “is the Century of the City.”55 But what kind of cities will they be? Will they be prosperous or Dickensian? The best of times, or the worst?
There is certainly reason for optimism. The economic downturn of 2008-09 notwithstanding, the long-term trends all point to continued economic globalization, rising urban wealth, and a host of new technologies to help make cities cleaner, safer, and more efficient. It seems plausible to imagine the ascendance of shining, modern, prosperous cities all over the world. Take, for example, the success story of Singapore.
A port city situated on a large island at the southern tip of the Malay Peninsula, Singapore began as a British trading colony in 1819 and remained under colonial rule for one hundred and forty-one years before gaining independence in 1960. Since then, despite its small size (less than 270 square miles), few natural resources, and no domestic fossil fuel supply, Singapore’s growth and economic success have been phenomenal.
Between 1960 and 2005 Singapore’s population grew rapidly, averaging 2.2% annually or doubling every thirty-six years. Once a calm British trading outpost, Singapore today has nearly five million people and has become a throbbing services, technology, and financial hub for Southeast Asia. It is a global supplier of electronic components and runs the busiest port in the world, with over six hundred shipping lines. Despite having no oil to speak of, it is a major oil refining and distribution center. Singapore is also attracting major foreign investments in pharmaceuticals, medicine, and biotechnology. With a 2008 gross domestic product (GDP) of USD $192 billion, Singapore’s economy is bigger than those of the far more populous Philippines, Pakistan, and Egypt.
Geopolitically, Singapore has become one of the most globalized, stable, and prosperous countries in the world. Per capita income is over USD $50,000, higher than in the United States. It has a democratically elected government and ranks second in the world’s Index of Economic Freedom. 56 It is a member of the IMF, WTO, UNESCO, Interpol, and many other global institutions. Since the 1970s the performance of its sovereign wealth funds has been legendary. Through heavy global investments they’ve returned 4%-10% annually, growing a few humble millions into over USD $200 billion today.57
Singapore has learned to manage long-standing tensions between its main ethnic groups (Chinese, Malay, and Indian) and religions. Mass transit is abundant, clean, and energy-efficient.58 There are wonderful parks, theaters, and museums. Singapore’s health care is excellent and its life expectancies are the fourth-longest in the world (seventy-nine years for men and eighty-five years for women). Aggressive law enforcement—while also leading to complaints of excessive strictness and a sort of police-state authoritarianism—has made corruption, violent crime, and the trafficking of sex and drugs virtually nonexistent.
Singapore is a good example of how rapid population and economic growth, when properly managed, can grow a city that not only has a large economy but is also technologically advanced, culturally vibrant, and an enjoyable place to live. To borrow a name coined by my UCLA colleague Allen Scott,59 it is a shining technopolis. Writes author Henri Ghesquiere about Singapore’s success:60
Rapid growth was matched by enhanced well-being. The quality of life improved for large numbers of people. Singapore succeeded from the perspective of not only growth, but also social development. . . . China’s momentous decision in 1978 to reverse five centuries of economic isolation was influenced in part by Deng Xiaoping’s visit to Singapore that year. His dream to “plant a thousand Singapores in China” sparked numerous delegations on study tours to the island. South Korea was impressed with Singapore’s success in overcoming corruption. The city-state’s mastery in keeping urban traffic flowing has fascinated officials from many countries, and its housing program is studied by planners from around the world. Dubai eyes Singapore continually. . . .
Unfortunately, there is no rule saying a city must be a nice place to live in order to attract fast population and economic growth. Parks, good governance, and smoothly flowing traffic are optional, not required. Sometimes cities grow at an astonishing rate, despite being hell on Earth.
Take Lagos, Nigeria. Like Singapore, Lagos is a coastal port city, is built on an island, and was once a British colony. It guards the mouth of a huge swampy lagoon and for centuries has been one of the most important trading ports of West Africa. Over the years it has variously exported slaves, ivory, peppers, and, most recently, oil. Like Singapore, Lagos also won its independence from Great Britain in 1960. Both cities are located a few degrees north of the equator in moist, tropical climates. Both are governed by civilian democracies, although Nigeria’s is still young and shaky after years of military rule.
Since independence, Lagos’ population has grown even faster than Singapore’s—averaging about 5% annually since 1960. Between 2000 and 2010 its population grew almost 50%, from 7.2 to 10.6 million people. Nigerians are pouring in from the surrounding countryside and villages because there is money to be made in Lagos. The city has now run out of room, filling up its island and spilling across congested bridges to penetrate more than fifteen miles inland. By the year 2025, Lagos is projected to grow another 50% to sixteen million people, making it the twelfth-largest city in the world. With a 2007 gross domestic product of about USD $220 billion—bigger even than Singapore’s—Lagos is the economic epicenter of Nigeria and indeed of the entire western African continent.
Similarities between the two cities end there. Unlike Singapore, Lagos has not handled its growing pains well. It is an overcrowded dystopia of traffic jams, squalor, corruption, murder, and disease. Per capita income averages around USD $2,200 per year. Millions live in boats without electricity or sanitation. Four out of ten women cannot read. Police are outnumbered, ineffective, and unpredictably dangerous. The physical infrastructure is simply overwhelmed. Writes the urban geographer Matthew Gandy:61
The sprawling city now extends far beyond its original lagoon setting to encompass a vast expanse of mostly low-rise developments including as many as 200 different slums. . . . Over the past 20 years, the city has lost much of its street lighting, its dilapidated road system has become extremely congested, there are no longer regular refuse collections, violent crime has become a determining feature of everyday life and many symbols of civic culture such as libraries and cinemas have largely disappeared. The city’s sewerage network is practically non-existent and at least two-thirds of childhood disease is attributable to inadequate access to safe drinking water. In heavy rains, over half of the city’s dwellings suffer from routine flooding and a third of households must contend with knee-deep water within their homes.
The flooding observed by Dr. Gandy is a serious problem. Lagos’ extreme growth has pushed development, much of it slum, into the city’s last remaining real estate: swampy, low-lying swales that are barely above sea level. Human excrement flows in open ditches. Drainage is so bad that when it rains, the waste floats into people’s homes. Fewer than fifteen people per hundred have piped water, most instead rely on shared outdoor taps or wells. Nearly all water sources are regularly contaminated with E. coli, streptococcus, and salmonella. Unsurprisingly, disease is rampant, including typhoid fever, yellow fever, Lassa fever, malaria, leptospirosis, shistosomiasis, hepatitis, meningococcal meningitis, HIV/AIDS, and the H5N1 avian flu. Human life expectancies are just forty-six years for men and forty-seven for women.
It gets worse. Two-fifths of the people living in Lagos are victimized by corruption, especially demands for bribes from their public officials.62 Robberies, assaults, and murders are a constant fact of life. Failed by their police and judiciary, citizens form vigilante militias with names like the “Bakassi Boys,” who fight back at criminals with machetes and shotguns.63 When government officials perceive disorder, they issue orders to shoot on sight. In general, police and soldiers are best avoided in Nigeria, as it is not uncommon for police officers to simply shoot potential suspects rather than arrest them. Nigeria’s National Human Rights Commission, a domestic agency charged with monitoring the country’s human rights violations, recently compiled a heartbreakingly long list of abuses, including the following three incidents:64
[March 2, 2005] “A commercial bus with registration number, XA 344 plying the NorthBank to Wadata route was stopped by Police Constable (PC) Vincent Achuku, and without searching the bus, he demanded (money) bribe from the driver, Godwin Anuka. The driver pleaded with PC Achuku to let him continue with his journey and that he would pay on his return trip. This infuriated PC Achuku and he immediately cocked his service rifle, shot and killed the driver.”

[July 28, 2006] “In the early hours of July 28, 2006, officers of the Special AntiRobbery squad . . . went to the compound of Adulkadir Azeez, 70 years old, where he lives with his extended family. . . . The sound of a gunshot woke him up and he went out to find out the cause. Immediately he stepped out of his house, he was shot dead. The policemen then went to his son’s house (Ibrahim Abdulkadir), forced open the door and shot him dead too. The second son of the old man, Shehu Abdulkadir, heard the gunshots, opened his door and saw his father lying dead on the ground. He tried to find out what happened and was also shot dead by the policemen.”

[September 15, 2006] “On Friday, September 15, 2006, at about 3.00 P.M., a team of over 200 policemen in eight trucks from Delta State Police Command drove to Afiesere Community. . . . On arrival, they started shooting sporadically. According to media reports villagers including women and children took to their heels to avoid the bullets of the rampaging policemen. Those that could not escape were shot and killed or wounded. The policemen then looted several shops and homes before setting them ablaze. When the policemen eventually retreated around 5.30 P.M. 22 persons lay dead, 60 houses and 15 vehicles were burnt. The police also set ablaze two corpses while some were taken away and dumped in the bush. Five other victims, mostly elderly persons also reportedly died from shock over the incident.”
While all is not lost in Nigeria—it completed its first transfer of power between civilian governments peacefully in 2007, and Lagos crime rates fell sharply in 2009—it remains a dangerous place to live. Despite growing Nigeria’s gross domestic product to the second largest on the African continent, Lagos is a slum city and—like other slum cities in Africa, Asia, and Latin America—is a stark illustration of an urban world we don’t want. Clearly, there is far more to building shining technopolises than urbanization and economic growth.
Sub-Saharan Africa is a collection of countries bursting with natural and agricultural resources. Many have functioning or semifunctioning democracies. Yet, colonialism, nonsensical borders, tribal loyalties, HIV, and other problems have bogged it in muddy poverty. Nearly two-thirds of its towns and cities are slums. Recall that at current growth trajectories, these urban populations will triple in the next forty years. The still-unfolding results of the Lagos experiment do not bode well for this new African urbanism. Under the conservative ground rules of our thought experiment, it’s hard to envision how so many problems can be eliminated overnight. By 2050 I imagine much of sub-Saharan Africa—the cradle of our species—to be a dilapidated, crowded, and dangerous place.


 Shifting Economic Power 
Not only is the geography of the world’s urban population shifting, so also is its wealth. The economic impact of nearly two billion new urban consumers in Asia has not gone unexamined by economists. Unlike the situation in Africa, there is every indication that the rising Asian cities will be modern, globalized, and prosperous. In a thoughtful, forward-looking assessment the U.S. National Intelligence Council writes:65
The international system—as constructed following the Second World War—will be almost unrecognizable by 2025. . . . The transformation is being fueled by a globalizing economy, marked by an historic shift of relative wealth and economic power from West to East, and by the increasing weight of new players—especially China and India.
China and India—along with Brazil and Russia—are considered such economic giants-in-waiting that they’ve won their own acronym, the “BRICs” (from the first letters of Brazil, Russia, India, and China), first coined in 2003 by the global financial services company Goldman Sachs.66 According to econometric model projections by Goldman Sachs, PricewaterhouseCoopers, the Japan Center for Economic Research, the International Monetary Fund, and others, the BRICs are on pace to displace current economic leaders faster than you might think, thus redrawing the map of global economic power over the next forty years.67
The world’s three biggest economies today are the United States, Japan, and Germany. But by 2050 most model projections have China and India leaving all other countries save the United States in the dust. The Goldman Sachs model, for example, projects U.S. gross domestic product to rise from USD $10.1 to $35.1 trillion, Japan’s from $4.4 to $6.7 trillion, and Germany’s from $1.9 to $3.6 trillion by then. In contrast, India’s GDP is projected to rise from $0.5 to $27.8 trillion and China’s from $1.4 to a whopping $44.4 trillion. Brazil and Russia are projected to rise from $0.5 to $6.1 trillion and $0.4 to $5.9 trillion GDP, respectively.68 China would thus overtake the United States as the world’s largest economy and India would become the third largest.
The 2008-09 global financial crisis only reaffirmed this picture. While the economies of America, Japan, and Germany were shrinking, the economies of Brazil, India, and China grew 2%, 6%, and 9% annually, respectively.69 By late 2009 Brazil, one of the last countries in and first out of the downturn, was again growing 5% per year and was on pace to become the world’s fifth-largest economy even sooner than Goldman Sachs envisioned, overtaking Britain and France sometime after 2014.70 New post-crisis modeling by the Carnegie Endowment for International Peace reaffirmed that China’s GDP would indeed surpass that of the United States, probably by 2032. By 2050 the world’s three largest economies would still be China ($45.6 trillion), the United States ($38.6 trillion), and India ($17.8 trillion) .71
While such growth rates sound dramatic, they are actually less spectacular than those enjoyed by Japan for three decades between 1955 and 1985. If these economic model projections hold—and in accordance with our “The Models Are Good Enough” ground rule let’s assume here that they will—the world will move from having not one huge economy but three. Of the original top three, only the United States will remain, in distant second place behind China. The relative clout of deposed Japan, Germany, and others of the original G6 (France, Italy, and the United Kingdom) on the world stage will be diminished.
So if China and India are poised to dethrone the original G6 economies, what does that mean for you? Will Chinese and Indians soon enjoy more lavish lifestyles than Germans and Italians? Will Parisians emigrate to São Paulo, seeking better pay and a happier future for their children?
Almost certainly not. Recall that one of the big drivers of all this economic growth is rising urban population and modernization. The economies of China and India must grow to support that. If they didn’t, per capita incomes would decrease. The cost of living would have to go down, not up. That’s not how things work. Can you imagine all those rural migrants pouring into New York City in the early 1900s driving the price of food and housing down?
No. Asia’s rising cities demand that the economies of China and India grow many times over, and this will also multiply per capita incomes in these countries. However, that progress in personal wealth will still be relative to the extremely low per capita incomes of today (averaging less than $3,000 per year for both countries in 2010). With the sole exception of Russia,72 personal incomes in BRIC countries are not expected to surpass those of France, Germany, Italy, Japan, the United Kingdom, or the United States by 2050. An average Indian today makes less than one-thirtieth the income of an average Brit. In 2050 she or he will make less than one-third .73 That’s a tenfold improvement, to be sure, but still a yawning divide. The Goldman Sachs model, for example, projects that the average Chinese worker will earn around USD $31,000 per year in 2050. That is much better than in 2010 ($2,200 per year) but still substantially below the projected 2050 per capita incomes for Italy ($41,000), Germany ($49,000), France ($52,000), the United Kingdom ($59,000), Japan ($67,000), and the United States ($83,000).
At the national geopolitical level, however, new superpowers mean complicated, shifting alliances. Having more superpowers portends intense strategic rivalries for trade, foreign investment, and natural resources. It means having more powerful political leaders in the world, and history tells us that their ideas matter. The choices made by Vladimir Lenin, Joseph Stalin, Adolf Hitler, Mao Zedong, Winston Churchill, Franklin D. Roosevelt, Harry Truman, and George W. Bush will reverberate for years. Running through everything are the fault zones of historical, cultural, and religious divisions. “Bad outcomes are not inevitable,” the National Intelligence Council assessment concludes, but “today’s trends appear to be heading toward a potentially more fragmented and conflicted world.”74
The choices of future political leaders cannot possibly be divined here. But what we can foresee is an assortment of growing demographic, economic, and resource pressures that will shape the context and options available to them. We are barreling toward a world with nearly 40% more people and a doubled food requirement by 2050. We are transforming from a poor rural to wealthier urban species. We are in the midst of a historic transfer of money and power from West to East. The bad news, as we saw in Lagos, is that some parts of our world are poorly equipped to deal with these changes. The good news is that in our rush to urbanize, we may have found the golden pliers for defusing Ehrlich’s population bomb.


 I See Old People 
These megatrends have personal consequences. Honestly, for the long haul, I’ve begun socking away shares of pharmaceutical company stock. Because beginning right about now, the world is starting to fill up with old people.
Demography just might be the most fascinating academic subject you’ve never studied. Underneath its dull name and dry statistics lie gripping stories of sex and death, of the rise and fall of communities, of why migrants choose to pick up and move, of the futures for our retirements and for our children. It uncovers big surprises like the myth of the American melting pot.75 Although combing through census and national registry databanks on numbers of births, deaths, and marriages may not sound very fun, a new world is revealed. These data comprise a road map of our future still wired into today.
Consider the “baby boomer” phenomenon—that is, the post-World War II baby boom. Like a snake swallowing a big meal, this age bulge has worked its way through the decades, triggering all manner of economic and cultural transformations along the way. Many of them—like demand for doctors, vacation getaways, and Viagra as the boomers now enter their sixties—have been anticipated for years. Like all baby booms, it had a softer “baby echo” that cropped up a generation later—again, predictable.
“Population momentum” is another example of how demographic futures can be foreseen. Even if a society’s average fertility rate76 suddenly falls, its population will continue to grow twenty years later owing to the abundance of new parents carried forward from when fertility rates were high.77 This works in the other direction, too, meaning that elderly countries will keep shrinking even if fertility rises, owing to a small cohort of parents born when fertility rates were still low.
The unprecedented explosion of people on Earth happened because births began outnumbering deaths, but there’s more to it than that. The “Demographic Transition” concept described in Chapter 1 emerged from what transpired in Europe and the United States. And it appears to now be unfolding in the rest of the world as well. Recall that the Demographic Transition has four stages: 
1. High and similar rates of birth and death (e.g., the preindustrial era, with a small and relatively stable total human population); followed by
2. Falling deaths but not births (initiating a population explosion); followed by
3. Falling births (still exploding, but decelerating); and finally
4. Low and similar rates of birth and death (population stabilization at a new, higher total number).
Most OECD countries have now passed through these stages and—except for those allowing high levels of immigration like the United States—have stabilizing or even falling populations. Most developing nations, however, are still in Stage 2 or early Stage 3. Thus, our run-up in global population is still under way.
Once a population enters Stage 3 its net rate of growth starts to slow, and this has generally been happening, beginning at different times and to varying degrees, for most of the world. On average, growth rates in developing countries have decreased from around +2.3% per year in 1950 to +1.8% in 2007. Expressed as “doubling times” (the number of years needed for a population to double), that means we have slowed from doubling our developing world population about every thirty years in 1950 to every forty years in 2007.
As we saw in Chapter 1, urbanization, modernization, and the empowerment of women push fertility rates downward, thus ushering in the final stage of the Demographic Transition. Put another way, the urbanization of society—if also associated with modernization and women’s rights—helps slow the rate of growth. There are, of course, exceptions to this tendency, but as these phenomena continue to expand throughout the developing world, the global population explosion so feared by Thomas Malthus and Paul Ehrlich is expected to decelerate. Already, in late-stage, low-immigration developed countries like Japan and Italy, and in regions like Eastern Europe, populations have not only stabilized but are falling. Assuming that fertility rates continue to drop as they are now, we are heading toward a total world population of around 9.2 billion in 2050, at which point we will still be growing but about half as fast as we are today.78
One of the most profound long-term effects of women having fewer babies is to skew societal age structures toward the elderly (the pulse of babies from population momentum is only temporary). That is precisely what has now begun, in varying stages, all around the world (improving health care, of course, also extends our life spans, thus increasing the proportion of elderly even more). Demographers agree that we are racing forward to not only a more urban world, but a grayer one. This, too, is unprecedented in the history of humankind. For 99.9% of the time we humans have existed on Earth, our average life expectancy was 30 years or less. Archaeologists have never dug up the prehistoric remains of anyone over 50.79
This aging will hit some places faster and harder than others. With a median age of 44.6 years80 Japan is the world’s most elderly country today. In contrast, the median age in Pakistan is just 22.1 years, almost half that of Japan. Pakistan is youthful; Japan is full of geezers. But both places will become grayer during the next forty years. By 2050 the median Pakistani age will rise twelve years to 34. Japan’s will rise another decade to 55.
When I was young I remember seeing magazine advertisements targeting people who planned to retire at 55. In forty years fully half of all Japanese will be at least that old. On the following page, a table shows how the graying trend will transpire for a few other countries over the next forty years.81
As seen plainly on this table from just sixteen examples, there are large age contrasts around the world today and even larger ones emerging in the future. Korea, Russia, and China will join Japan as the world’s great geriatric nations. Mexicans will be older than Americans. Median ages will be higher everywhere, but Korea, Vietnam, Mexico, and Iran will age radically, by fifteen years or more. Only our poorest, least-developed countries—like Afghanistan, Somalia, and the Democratic Republic of Congo—will still have youthful populations in 2050; and even they will be somewhat older than today.
This patchwork of wildly contrasting age patterns around the globe is especially driven by the timing of fertility transitions—when the baby booms and echoes happened, and most importantly, when fertility rates first began to fall.82 In many OECD countries this began in the late 1950s, so the graying process is nearing its end. Median ages have already become quite high today and by 2050 will average only six years older. The same process 
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 is now under way in developing countries, where fertility drops beginning in the 1960s, 1970s, and 1980s will unleash successive waves of aging over the planet for the next forty years.
In his 1982 film Blade Runner, director Ridley Scott imagined that my home city of Los Angeles would be filled up with Japanese people by the year 2019. In light of Japan’s economic might at the time, it’s not hard to see where the idea came from. But Mr. Scott should have consulted a demographer, because I just don’t see where all those Japanese settlers will come from. Over the next forty years, Japan is going to lose about 20% of her population.
Is an elderly population a good thing or bad? Clearly, there are some benefits: perhaps a wiser, less violent society, for example. But it also strains health care systems,83 and from an economic perspective it absolutely raises the burden on younger workers. Economists stare hard at something called the “elderly dependency ratio,” usually calculated as the percentage of people aged sixty-five or older relative to those of “working age,” between fifteen and sixty-four.84 By the year 2050, elderly dependency ratios will be higher all around the world. Some places, like Korea, Spain, and Italy, will have elderly dependency ratios exceeding 60%. That’s barely sixteen people of working age for every ten elders. Japan, with a dependency ratio of 74%, will have only thirteen.
Elsewhere, the overall dependency ratio will be lower but the transition shock greater. Relative to 2010, dependency ratios will more than quadruple in Iran, Singapore, and Korea. They will more than triple in China, Mexico, Brazil, Cuba, Turkey, Algeria, Thailand, Vietnam, Indonesia, and Saudi Arabia. Many of these places today have large youthful workforces that attract global business in its tireless search for labor. But by 2050, the United States may find itself in the unfamiliar position of being unable to find enough migrant farm laborers from Mexico’s aging workforce.
Clearly, the whole concept of “retirement” is about to undergo a major overhaul. People will have to work later in life, at least part-time, and perhaps as long as they are able. This is not necessarily a bad thing, as there is some evidence that most people are actually happier with a phased retirement 85 just so long as they perceive a sense of choice in the matter.86 On the other hand, a “gray crime wave” has now begun in Japan: Arrests of struggling pensioners over age sixty-five has doubled—mostly for shoplifting and pickpocketing—and the number incarcerated has tripled to over 10% of Japan’s prison population.87 It is also apparent that some big cultural shifts will be needed in the way we treat and value our elderly. “Our society must learn that ageing and youth should be valued equally,” writes Leonard Hayflick of the UCSF School of Medicine, “if for no other reason than the youth in developed countries have an excellent chance of experiencing the phenomenon that they may now hold in such low esteem.”88
Another thing about to undergo a major overhaul is how the countries treat and value foreign immigrants. As the world grays, skilled young people will become an increasingly coveted resource, both for direct immigration and for globalized labor pools abroad. This creates the opportunity for new economic tigers to emerge when today’s “youth bulges” mature into “worker bulges” in Turkey, Lebanon, Iran, Morocco, Algeria, Tunisia, Colombia, Costa Rica, Chile, Vietnam, Indonesia, and Malaysia—countries offering a reasonably educated workforce and business-friendly environment.89 A graying world also bodes well for women’s employment in places that currently discourage it, because allowing women into the labor pool is the quickest and easiest way to double it. Countries where women don’t work for religious and/or cultural reasons will experience an increasingly powerful economic incentive to abandon that tradition by 2050.
The following point will become particularly important later in this book. In an aging world, those countries best able to attract skilled foreign workers will fare best. The early signs of a migrant planet are already here. In 2008, some two hundred million people—3% of the world population—were living outside their native countries. In most OECD countries the proportion of foreign-born was over 10%, even in countries like Greece and Ireland, where emigrants used to flow out, not in.90 Foreign workers benefit their homelands as well as host economies: The World Bank estimates overseas remittances to poor countries was USD $283 billion in 2008, constituting a huge share of GDP in countries like Tajikistan (46%), Moldova (38%), and Lebanon (24%).
What about in 2050, when the nursing homes in Mexico, China, and Iran are packed full? Who will be running the computers and caring for the residents? Unless the entire world has entered a full-blown robotic age by then, we will still need young people around to do things. Where on Earth will they come from?
This is harder to project demographically, because those young people haven’t been born yet. But based on current population structures, the most youthful countries in 2050 will be the same ones where fertility rates are highest today—in the world’s least modernized places. Somalia, Afghanistan, Yemen, the West Bank and Gaza, Ethiopia, and much of sub-Saharan Africa will offer our world’s youth in 2050.
It’s a critical but open question whether our poorest countries can convert their forthcoming demographic advantages into the new skilled workforces needed to help care for an elderly world. Just having a bunch of young people running around is not enough. Huge improvements in education, governance, and security are also required. Women will have to start attending school and working in places where this is uncommon today. Terrorism must be sufficiently quelled such that the countries that need young workers will accept immigrants from the countries that have them. I hope that these things can be achieved, and a global skilled-worker program all worked out, by 2050. I’ll be eighty-two years old—and I just can’t imagine anything lonelier than being turned over in my bed by a robot.


CHAPTER 3
Iron, Oil, and Wind
All I wanna do is to thank you
Even though I don’t know who you are
You let me change lanes
While I was driving in my car
—Lyrics from “Whoever You Are” by Geggy Tah (1996)




I nose my compact SUV out of traffic and into the Mobil gas station at Cahuenga Pass, just off the 101 Freeway in Los Angeles. Perched high above me atop the Santa Monica Mountains are the enormous white letters of the Hollywood sign. The nine letters gleam out proudly over a booming young megacity that barely existed a century ago.
I find an open pump and hop out of the car. I swipe a credit card and tap in my ZIP code. I choose a fuel grade, lift the pump handle from its cradle, and jam it into the tank’s orifice. I squeeze the pump’s handgrip and feel its metal grow cold as fuel churns from another tank in the ground beneath me to the one in my car. It is a simple, mindless act I have repeated countless times since I was seventeen years old. I give no more thought to the process than I do to washing my hands or drinking a glass of orange juice. But I really should be more appreciative. In L.A. the elixir of life isn’t Botox: It’s gasoline.

The average man must labor for ten hours a day, for two solid months, to perform as much physical work as one gallon of crude oil. No wonder we’ve abandoned horses and carriages in favor of oil-powered vehicles. This raw material, from which all gasolines, diesels, and jet fuels are refined, is miraculous stuff. It fuels 99% of all motorized vehicles today. And oil is so much more than just a transport fuel—it is an essential ingredient of nearly everything we make. Our plastics, lubricants, cosmetics, pharmaceuticals, and millions of other products all derive somehow from oil. Our food is grown with oil. So besides what I was pumping into my gas tank, I was sitting in oil while driving and was drinking oil as I sipped coffee from my cup.
Since the Industrial Revolution oil, coal, natural gas, and metals have improved nearly every aspect of human life. Before then, a meager existence was the norm no matter what country one lived in. It is naïve to romanticize the eighteenth century as simpler, happier times—the lives of those farmers and townspeople were a constant struggle. Without fossil fuels and metals our lives would be very different. Indeed, today’s urbanization megatrend and gigantic cities would not even exist.
The modern city survives upon constant resupply from the outer natural world, from faraway fields, forests, mines, streams, and wells. We scour the planet for hydrocarbons and deliver them to power plants to zap electricity over miles of metal wire. We take water from flowing rivers with distant headwaters of snow and ice. Plants and animals are grown someplace else, killed, and delivered for us to eat. Wind, rivers, and tides flush out our filth. Without this constant flow of nature pouring into our cities, we would all have to disperse, or die.
This reliance of cities upon the outside natural world is a profound relationship to which their occupants give little if any thought. Unlike a hardscrabble Uzbek farmer, modern urbanites worry little about securing water and food, and instead focus on securing jobs and wealth. But a lack of awareness doesn’t make this dependency any less profound. Swedish cities, for example, import at least twenty-two tons of fossil fuel, water, and minerals per person annually.91 In a single year Portugal’s growing city of Lisbon gobbles some 11,200,000 tons of material (things like food, gas, and cement) but excretes just 2,297,000 million tons (things like sewage, air pollution, and trash).92 That’s twenty tons coming in and only four going out for every one of Lisbon’s 560,000 residents. The difference—nearly nine million tons—stays in Lisbon, mostly in the form of added buildings and landfills. So not only do cities feed on their outside natural resource base, they retain and grow from it.93
Clearly then, our global rush to urbanize does not mean giving the natural world a break. As we saw in the previous chapter, when people move to modern cities, consumption goes up, not down. And cities import all sorts of materials besides food, water, and consumer goods. Roads, buildings, and power plants require serious tonnage of steel, chemicals, wood, water, and hydrocarbons. Even in rural areas, the departing farmers are being replaced by tractors and petrochemicals.94
As described in the last two chapters, the developing world will experience extraordinary urban and economic growth over the next forty years. What does this portend for our third global force, demand for natural resources? Do we face oil wars and crazy steel prices? Stump forests and dried-up water wells? Are we about to run out of the raw materials our cities and mechanized farmlands so desperately need?


 Are We Running Out of Resources? 
The debate over natural resources, and whether we are running out of them, is a contentious and surprisingly ancient debate. Even Aristotle wrote about it. In 1798 Thomas Malthus’ first edition of An Essay on the Principle of Population argued that the exponential growth of human population, set against the arithmetic growth in the area of arable land, must ultimately lead us to outstrip our food supply, thus inevitably dragging us toward a brutal world of famines and violence.95 Among Malthus’ more odious ideas was that social programs are pointless because they enable poor people to have more babies, thus making the problem worse.
Not surprisingly, Malthus’ ideas angered many people in his day and since. John Stuart Mill, Karl Marx, Friedrich Engels, and Vladimir Ilyich Lenin were among his vocal critics, mostly retorting that social inequity, not resource scarcity, is the root cause of human suffering. More than two centuries after the publication of this slim book the battle rages on, pitching modern-day “neo-Malthusians” like Stanford’s Paul Ehrlich against opponents like the late Julian Simon at the University of Illinois.96 The debate has now expanded well beyond food production to include all manner of natural resources. 97
To enter this debate it is simplest to start off with finite, nonrenewable raw commodities that are essential to modern human enterprise, like metals and fossil hydrocarbons (we will take up water, food, and renewable hydrocarbons later). Are we running out?
Let us tabulate estimates of known geological deposits that we have already discovered and know to be of sufficiently high grade that they could be profitably developed tomorrow if necessary. These quantities are called proved reserves, or simply reserves. It is then a simple calculation to divide the world’s total reserves by their current rate of depletion (i.e., their annual production rate) to see how many years are left until the remaining reserves run out. This simple measure is called the “R/P” (reserve-to-production) ratio or the “life-index” of a resource. On the following page are some examples of global proved reserves (both in total and per capita) and R/P ratios for twenty-two of the Earth’s especially useful nonrenewable resources.
Two observations leap from these data. The first is that the absolute abundance of a reserve is not always a good predictor of when it might be depleted. The current world reserve of oil—despite being the second-largest at nearly two hundred billion metric tons (about twenty-four metric tons for every man, woman, and child alive on Earth)—is scheduled to run out in just 42 years at current production rates, whereas the supply of magnesium would appear to last for 4,481 more years, despite having only 1/75th the abundance of oil. Platinum would appear to have 150 years left despite being more than two million times scarcer (just 100 grams for every man, woman, and child).
The second observation is that there is an enormous range in R/P ratios, with some reserves projected to be exhausted as soon as eight years from now and others not for hundreds or even thousands of years. The known proved reserves of magnesium, for example, appear sufficient to carry us to the year 6491 at today’s rate of consumption. Interestingly, commodity prices do not necessarily reflect this. For example, one can buy silver and lead much more cheaply than platinum, despite their having shorter index lifetimes.
Proved World Reserves of Some Important Natural Resources

(Sources: PB 2008; British Geological Survey 2005)98
Why is this? Can the markets be wrong? Before you rush off to hoard lead ingots, note that there are serious flaws with the use of this simple “fixed-stock” approach to project future resource scarcity. An obvious one is that not all “nonrenewable” resources are irreparably destroyed when used, meaning they can be recycled. This is particularly true for metals. Lead and aluminum are highly recycled today, for example. A second flaw is that the size of proved reserves is not truly fixed but tends to rise over time as new deposits are found, extraction technologies improve, and commodity prices go up. The latter can make a low-grade deposit become economically viable, thus adding it to the list of proved reserves despite no new geological discoveries whatsoever. And to an economist, a big problem with the R/P ratio is its implicit assumption that the cost of production for all those tons is equal around the world, when we know that is not the case.
In principle there is sufficient aluminum, iron, zinc, and copper within the Earth’s crust to last humanity for millions of years, if we had the energy and technology and desire to extract such dilute materials and didn’t object to mining away vast portions of the planet from beneath our feet. Mineral “depletion,” at least in the strictly physical sense, is thus meaningless.99,100 The better question, therefore, is not “will we run out of aluminum?” but “to what lengths will we go to get it?”
The above flaws—ignoring recycling, and the tendency for proved reserves to increase over time with advancing prices, technology, and new discoveries—make R/P life-index calculations, like the ones tabled on the previous page, overly pessimistic. However, two other factors tend to make them overly rosy. The first is that governments or companies holding a resource sometimes find it in their best interest to be optimistic when assessing the size of their proved reserves. This is particularly true for oil and is a serious concern with Saudi Arabia, currently the world’s largest oil producer. 101 The second problem with life-index calculations is that they imply today’s rate of consumption will remain fixed into the future. As we saw in the previous chapter, enormous growth in the global economy and population is projected for developing countries. Resource consumption is expected to rise right along with them, thus making life-index projections too short. In light of these weaknesses, R/P life-index values are best used for illustrating the present-day situation, rather than for making projections into the future.
A more sophisticated approach is to link resource consumption to GDP or some other economic indicator, thus allowing it to rise with projected economic growth. Model studies that add this extra step all indicate serious depletion of in-ground reserves of certain key metals, notably silver, gold, indium, tin, lead, zinc, and possibly copper, by the year 2050.102 Pressure is also rising on some other exotic metals (besides indium) needed by the electronics and energy industries, notably gallium and germanium for electronics; tellurium for solar power; thorium for next-generation nuclear reactors; molybdenum and cobalt for catalysts; and niobium, tantalum, and tungsten for making hardened synthetic materials. Clearly, we are transitioning toward a world where some industrial metals will become either geologically rare and increasingly recycled, or abandoned altogether in favor of cheaper, man-made substitutes.103 So while physical mineral depletion won’t happen soon—and we will see it coming if it does—perhaps you might stash away a little silver and zinc after all. They could well bring you a tidy payback in forty years’ time.


 What About Oil? 
Much less ambiguous is the long-term outlook for conventional oil. Conventional means oil in the traditional sense: a low-viscosity liquid that is relatively easy to pump from the ground.104 Unlike metals, oil cannot be recycled because we burn about 70% of every barrel as transportation fuel. And unlike metal ores, which are diffused in varying grades throughout the Earth’s crust, conventional oil is a pure liquid and found only in a narrow range of geological settings. Therefore, after a new oil field is first developed, over the course of several decades its production will inevitably rise, peak at some maximum, and then decline. This sequence is normal and predictable and observed in all oil fields ever drilled on Earth.105
For over one hundred years the United States was the world’s dominant oil producer. Then, in October 1970. its domestic production peaked at just over ten million barrels per day—about the same as Saudi Arabia’s production today—before beginning to fall.
American oil companies launched an epic search to find new domestic reserves. Within ten years the United States was drilling four times as many wells as during the peak, but its production still dropped anyway—to 8.5 million barrels per day and falling. By December 2009 it was down to just 5.3 million barrels per day.106 So much for “drill, baby, drill” as the solution to energy supply problems.
This story is not unique to America. Azerbaijan’s Baku oil fields—once Russia’s biggest supplier and the target of Adolf Hitler’s eastern front invasion in World War II—are now mostly empty except for littered hulks of rusting junk. Venezuela’s enormous Lake Maracaibo Basin is in decline. Iran’s oil production peaked in 1978 and now produces barely half the six million barrels per day that it did then.
Most of the world’s oil still comes from giant and supergiant oil fields discovered more than fifty years ago. Many of them have now begun their decline, including Alaska’s North Slope region, Kuwait’s Burgan oil field, the North Sea, and Canterell in Mexico. Saudi Arabia is so far maintaining production from its massive Ghawar field—currently providing over 6% of the world’s oil—but eventually it, too, must decline. 107
A common debate, which to me is not a very interesting one, is whether world production of conventional oil has “peaked” already or whether that day still lies ahead—say in thirty or forty years. Beyond that time window, the chances of finding huge new discoveries of conventional oil—of sizes needed to maintain even our current rate of oil consumption, let alone meet projected growth in demand—grow dim. New oil is still being found, and exploration and extraction technologies continue to improve, but it is now quite clear that conventional oil production cannot grow fast enough to keep up with projected increases in demand over the next forty years.
The reasons for this go even beyond geological scarcity to include “above-ground” challenges in geopolitics, infrastructure, environmental protection, and an aging industry workforce. Many of the fields awaiting development are in parts of the Caucasus and Africa that are dangerously unstable.108 It takes decades and enormous investments of capital to develop an oil field, and will cost increasingly more in blood and treasure than energy investors are accustomed to. Further supply tightening derives from the fact that oil producers have a long-term financial incentive in limiting production of what is, after all, a finite resource. A large fraction of the world’s oil is now controlled by national rather than transnational oil companies. These companies, notes former U.S. secretary of energy Samuel Bodman, are beginning to wonder why they should produce now, when the same oil could make them even more money in the future. 109
The world currently consumes some 85 million barrels of oil every day and is forecast to demand 106 million barrels per day by 2030, despite the 2008-09 economic contraction and the creation of new government policies encouraging alternative energy sources.110 To meet this demand, as another former U.S. secretary of energy, James Schlesinger, recently noted, means that we must find and develop the equivalent of nine Saudi Arabias. The probability of this happening is vanishingly small.
Even if total world oil production can be increased, if production cannot keep up with demand, that is still a supply decline. Disturbing twenty-first-century scenarios of intense competition for oil—even to the point of economic collapse and violent warfare—are described in the books Out of Gas by David Goodstein, Resource Wars and Rising Powers, Shrinking Planet: The New Geopolitics of Energy by Michael Klare, and Twilight in the Desert: The Coming Saudi Oil Shock and the World Economy by Matt Simmons.111 These authors are neither hacks nor alarmists. Simmons is a lifelong Republican and oil industry insider, and is widely respected as one of the smartest data analysts in the business. Goodstein is a Caltech physicist, and Klare has long experience in military policy. “Of all the resources discussed in this book,” writes Klare in Resource Wars, “none is more likely to provoke conflict between states in the twenty-first century than oil.” There is ample empirical evidence to support this, including the 2003 U.S. invasion of Iraq and a 2008 war between Russia and Georgia over South Ossetia, a breakaway republic proximate to a highly strategic transport corridor for Caspian oil and gas. A struggle for control of Sudan’s south-central oil fields has contributed to ongoing unrest in a country that has seen perhaps three hundred thousand people killed and two million more displaced since 2003.
It’s true that we’re always just one borehole away from a huge new oil discovery. But realistically speaking, despite great leaps forward in geophysical exploration technology, we stopped finding those about fifty years ago. All of the world’s supergiant fields still producing significantly today were discovered in the late 1960s. World production is still rising, but to achieve it we are expending many times the effort to find fewer and smaller pockets of oil. To make matters worse, not only do these smaller fields hold less to begin with, they also decline more precipitously than big fields after they’ve peaked.112 According to Simmons’ research in Twilight in the Desert, a far more likely scenario than a big find is a big crash in the Middle East—home to two-thirds of the world’s conventional oil supply—brought on by years of overstatement about the size of Saudi reserves.
Also more likely than a giant new find are supply problems with the reserves we have already. There are plenty of geopolitical problems with oil besides the nationalization trend described earlier. All oil-importing countries worry incessantly about supply disruptions and vulnerabilities. Oil infrastructure is under constant threat from oil spills and terrorism, for example, at Saudi Arabia’s Abqaia facility, where Saudi forces thwarted an Al Qaeda attack in 2007.113 More than two-thirds of all the oil shipped in the world passes through the heavily militarized bottlenecks of the Strait of Hormuz or the Strait of Malacca. When prices hit one hundred dollars a barrel, the United States sends roughly a half-trillion dollars per year to oil-producing countries—including political foes like Venezuela—just to secure its transportation fuel. Few would dispute that securing stable access to oil supplies is a driving force behind U.S.-led military actions in the Middle East.
In light of all this, world leaders, financial markets, and even oil companies have already decided that it’s time to add other options to the energy basket. They know the world is entering a time of unprecedented energy demand just as our great oil fields are aging and new ones are harder to find and more expensive to tap. Future production will increasingly come from new discoveries that are smaller, deeper, and riskier; the remnants of depleted giants; and unconventional sources like tar sands. It seems probable that the world will eventually begin regulating carbon emissions one way or another, at least by a token amount. For all of these reasons the cost of using oil—regardless of geological supply—is expected to rise.
Obviously, energy conservation measures are the cheapest and most immediate way to soften this blow, and will comprise a key part of its solution. But however we end up feeding our vehicles in 2050, it won’t be the same as how we did it back in 2010. We are moving from a narrow fossil-fuel economy to something much more diverse—and likely safer and more resilient—than what we have today. We will explore this exciting range of possible energy futures next.

“You got five minutes?”
It was two o’clock in the afternoon and my weight-lifting neighbor, whose hobby is driving racing cars, was standing at my front door. He was grinning fiendishly.
Moments later, my happy excitement had curdled to pure adrenaline and fear and the feeling that I was about to die. My neighbor tapped the accelerator and there again was that terrifying sensation of heart and lungs being pressed against the back of my chest cavity. My body sank into the open-air cockpit, inches above the mountain curves of Mulholland Drive, as the Tesla Roadster screamed silently around them at ninety miles an hour. Flower-fragrant Southern California air pushed up my nose. Smells like a funeral, I thought weakly, and gripped the windshield frame harder. Someone was howling, probably me. I was trapped in the fastest roller coaster of my life and there were no rails pinning it to the ground.
It felt like an hour, but true to his word, my maniac neighbor had me back home safely in five minutes. He was on his way to Universal Studios to give the CEO a ride. The day before, it had been Anthony Kiedis, lead singer of the Red Hot Chili Peppers. “Faster than a Ferrari from thirty to sixty, and just two cents a mile!” he said, beaming and waving as he drove off. I wandered inside, collapsed on my couch, and wondered if I might be having a heart attack. That’s when I realized that electric cars weren’t just for eco-pansies anymore.
It is rapidly becoming obvious that plug-in electric cars will be the great bridging technology between the cars of today and the cars of a hydrogen fuel-cell economy later this century (should there be one114). Plug-ins differ from conventional cars and hybrids (like the Toyota Prius, first sold in Japan in 1997) because they are powered mainly or exclusively from the electric grid, not by gasoline. And because plug-ins emit very little tailpipe exhaust (zero for fully electric cars with no hybrid conventional motor), that means urban air quality is about to become cleaner.
One of the biggest reasons to be happy about the phase-in of plug-in electric cars has less to with solving climate change or reducing dependency on foreign oil, and more to do with quality of life for all those new city people. Take, for example, my home. It’s only a thousand square feet in size, with one bedroom and one bath, but my wife and I love it. It clings to the Hollywood Hills, high above everything, with sweeping views of the downtown Los Angeles skyline and beyond. Every morning one of the first things I do is step out on the deck to check out the view. It’s usually crummy, the skyscrapers and distant mountains obscured by the orange-stained smog of ten million belching tailpipes. But on good days, when winds clear out the fumes, we win a breathtaking vista spanning over fifty miles, from blue ocean in the west to snow-covered peaks in the east. It’s stunning, and I’m looking forward to those rare views becoming downright ordinary over the next forty years. The public health benefits of this are obvious. Today, as a resident of Los Angeles, I suffer a 25%-30% higher chance of dying from a respiratory disease than my parents, who live on the Great Plains.115
This is not to suggest that electric cars are environmentally benign, because they aren’t. All of that new electricity must come from somewhere, and for the foreseeable future it will mostly come from power plants burning coal and natural gas. And while the vehicles themselves emit virtually no pollution, these power plants do. 116 Producing millions of electric batteries also requires mining huge volumes of nickel, lithium, and cobalt. There are many technology hurdles remaining with battery lifetime, disposal, and price. Mileage rates are improving (the Chevrolet Volt goes 40 miles, the Tesla 244 miles as of 2010) but still well below the range of a conventional car. Recharging takes several hours unless a system of battery-exchange service stations can be set up. For these reasons and others most first-generation plug-in electrics will likely be hybrids, with a small gasoline or diesel motor that kicks in when the battery range is exceeded. To the extent that they are driven beyond this range, cars will continue to emit pollution and greenhouse gas from their tailpipes.
There is also the “liquid-fuels” problem: Not all transport can be electrified. There is no foreseeable battery on the horizon that will power airplanes, helicopters, freight ships, long-haul trucks, and emergency generators. These all require the power, extended range, or portability offered by liquid fuels. For these forms of transport, gasoline, diesel, ethanol, biodiesel, liquefied natural gas, or coal-derived syngas will be necessary for decades. However, electrification of the passenger vehicle fleet will help ensure adequate supplies of these liquid fuels. And perhaps one day, our descendants will be grateful that we left them enough oil to still make plastic affordable.
So peering forward to 2050, we find a world more heavily electrified than today, and an assortment of strange new liquid fuels. Where will these new energy sources come from? Will clean renewable electricity replace hydrocarbon-burning power plants? And what about hydrogen power, the fuel of space ships, sci-fi movies, and Arnold Schwarzenegger’s specially designed Humvee?
Let’s start with the last. First, it is important to remember hydrogen is not truly an energy source but, like electricity, an energy carrier. Pure hydrogen makes a wonderful fuel but isn’t just lying around for the taking.117 Instead, just like making electricity, it must be generated using energy from some other source.118 A feedstock material is also needed from which to strip hydrogen atoms. The most common feedstocks in use today are natural gas or water, but others, like coal or biomass, are also feasible sources of hydrogen. Energy is used to crack the hydrogen from the feedstock—for example through electrolysis of water119—yielding a portable fuel in gas or liquid form. One kilogram is packed with about the same energy as a gallon of gasoline.
But unlike gasoline, the hydrogen is not then burned in a combustion engine. It is instead converted to electricity on-site, by feeding it into a fuel cell. Fuel cells essentially reverse the hydrolysis reaction, combining hydrogen with oxygen to create electricity and water. The newly made electricity is then used to power the car, appliance, furnace, or whatever, with the water by-product either released as vapor or recycled. Like plug-in electrics, fuel-cell cars release no tailpipe pollution or greenhouse gases (besides water vapor120). However, they are released at the hydrogen plant, unless fossil fuels or biomass can be avoided as sources of energy or feedstocks. In principle, solar, wind, or hydroelectric power could be used to split hydrogen from a water feedstock, making the entire process quite pollution-free from beginning to end.
Sounds wonderful, and many energy experts and futurists believe that one day we will have a full-blown hydrogen economy. The ultimate dream is to use solar energy to split hydrogen from seawater, thus providing the world with an infinite supply of clean hydrogen fuel—and even some freshwater as a bonus—with no air pollution or greenhouse gases. But nothing like that will be in place by 2050.
Years of research are needed to resolve a rat’s nest of challenges concealed within the previous two paragraphs, with major technology advances and cost reductions necessary in all areas.121 Basic research in hydrogen manufacture, transport, and fuel cells is still lacking. The cost of making a fuel-cell vehicle is extremely high. A completely new physical infrastructure is required, including manufacturing plants, pipelines, distribution and bottling centers, and filling stations. Hydrogen is explosive, so there are many safety issues to be resolved, like how to safely pack enough of it into a vehicle to drive three hundred miles, comparable to vehicles today. One way is to use highly pressurized hydrogen, but the collision safety of ten-thousand-psi tanks remains unproven. Early hydrogen supplies are all but certain to be made from fossil fuels, and thus will help little with reducing carbon emissions.
In light of these challenges, most experts agree that a hydrogen economy lies at least thirty to forty years in the future, at which point hydrogen fuel-cell cars might possibly be the new “next-generation” technology that plug-in hybrids are today. Under the conservative ground rules of our thought experiment, we will assume the world will not convert to a hydrogen economy by the year 2050.


 Running on Moonshine and Wood 
Unlike hydrogen, biofuels offer a quicker solution to the liquid-fuels problem. Like gasoline, they are refined hydrocarbons that are burned in an internal combustion engine. They use the same filling stations and, with only slight modifications, the same car and truck engines of today.122 The only real difference between biofuels and current fuels is that they are made from contemporary organic matter rather than ancient organic matter, and are somewhat cleaner. They emit similar levels of carbon dioxide from the tailpipe as gasoline or diesel, but fewer sulfur oxides and particulates. In principle, when biofuel crops grow back they draw down a comparable amount of new carbon from the atmosphere, thus offsetting their emission of greenhouse gas, but this does not take into account the added emissions of growing, harvesting, and transporting the crop. The biggest appeal of biofuels, therefore, is that they offer a domestic or alternative liquid-fuel source to oil, and potentially less greenhouse gas emission, depending on how efficiently the biofuel can be produced.
The most common biofuel today is ethanol made from corn (in the United States), sugarcane (Brazil), and sugar beets (European Union). Making ethanol is essentially the ancient art of fermenting sugars to make alcoholic drinks, meaning that corn-based car fuel is very similar to moonshine. It is commonly mixed with gasoline, and in Brazil, cars run on flex-fuel mixtures containing up to 100% ethanol. Ethanol has higher octane than gasoline and for this reason was used in early racing cars. In fact, when cars were first being developed about a century ago, their makers strongly considered fueling them with ethanol. 123
The world’s two largest ethanol producers are the United States and Brazil, together producing more than ten billion gallons per year. That may sound like a lot, but it’s less than 1% of the liquid-fuels market. The good news is that Brazil is becoming quite expert at making sugarcane ethanol. Production is rising rapidly and is expected to double by 2015. 124 Sugarcane plantations are expanding and, contrary to popular belief, represent little deforestation threat to Amazon rain forests because they are found mostly in the south and east of Brazil.125 Improved agricultural practices have more than doubled the ethanol yield per unit area, and new genetic methods called marker-assisted breeding suggest further increases of up to 30% in the future. The price Brazilians pay for ethanol has steadily fallen for the past twenty-five years even as the price paid for gasoline has gone up.126 In 2008, for the first time in history, Brazilians bought more ethanol than gasoline. 127
The United States is also ramping up ethanol production. The 2007 Energy Independence and Security Act calls for a tripling of U.S. corn-based ethanol production by 2022, a goal reaffirmed by the Obama administration in 2010. Ethanol also comprises a large part of the U.S. Department of Energy’s official goal to replace 30% of gasoline consumption with biofuels by 2030. The European Union hopes to derive a quarter of its transport fuels from biofuels by the same year. 128
Unfortunately, there are tremendous differences in production efficiency among the different plant crops used to make ethanol. Sugarcane is a high-value feedstock, yielding up to eight to ten times the amount of fossil-fuel energy needed to grow, harvest, and refine sugarcane into ethanol. Corn-based ethanol, in contrast, is terribly inefficient, usually requiring as much or more fossil fuel in its manufacture as is delivered by the final product. Therefore the greenhouse gas benefit of corn ethanol over oil is negligible.129 While often pitched otherwise, American subsidies for it are for objectives other than greenhouse gas reduction. For that goal, a far smarter biofuel investment would be production of sugarcane ethanol in the Caribbean, a potential “Middle East” for ethanol export to the United States.130
Another problem is that current technology requires ethanol to be made from simple sugars and starches, putting biofuel crops in direct competition with food crops. The U.S. corn ethanol program was widely blamed in 2007 for a worldwide rise in food prices, because it subsidized farmers to plant fields with corn for fuel rather than with wheat and soybeans for food.131 This notion that biofuels threaten global food supply reared up again in 2008 in response to a series of food riots in Haiti.132 While this fear is probably overblown—the share of arable land currently used for biofuel production is only a few percent, and geographic models indicate adequate land does exist for the coexistence of energy and food crops133—it is nonetheless disturbing to imagine, in a 2050 world with half again more people than today, converting large swaths of prime farmland to feed cars instead of people.
An attractive alternative would be making ethanol from cellulose, extracted from low-value waste and woody material. Indeed, to make sense any large-scale conversion to biofuels must include cellulosic technology. 134 Cellulose is found in waste products like sawdust and cornstalks, or in grasses and woody shrubs that grow on marginal land not suitable for food crops. It is also the only way to achieve large greenhouse gas reduction through biofuels: Because cellulose requires little or no mechanical cultivation, fertilizers, or pesticides, the amount of fossil fuel needed to produce it is greatly diminished.
At the moment, we do not yet have the technology to produce cellulosic ethanol at sufficiently low price and large scale to penetrate the liquid-fuels market. Woody material contains lignin, a tough polymer that surrounds the cellulose to strengthen and protect the plant. Lignin prevents enzymes from reaching the cellulose to break it down to sugars that can then be converted to ethanol. Current methods for doing this require strong acids or high temperatures, making them uneconomic. But cows and termites, through a symbiotic relationship with gut bacteria, have no problem breaking down cellulose, and promising research is under way to discover how we can too.135 Another potential source of liquid biofuels is algae (e.g., algenol), which can be grown in non-agricultural, non-forest places like deserts, potentially even from wastewater and seawater.
Whether from increased competition with food crops, or the harvesting of brush and wood for cellulose, a downside of all biofuels is a pressure to expand cultivation, putting even more pressure on natural habitats. Because they consume so much land area, biofuels have the largest “ecological footprint” of any energy source including fossil fuels.136 Another challenge is purely logistical. Most plant biomass is dispersed over the landscape. How will we secure enough of it, and deliver it to plants at a reasonable cost, without also burning large amounts of fuel in the process? In an echo of hydrogen, this lack of broad-scale processing infrastructure thus remains an open challenge to major production of liquid biofuels.
Of the nonfossil fuel sources of energy, biomass is the world’s most important source today, accounting for around 9%-10% of total primary energy consumption. Most of this comes from burning wood and dung for heating and cooking in developing countries. While less than 1% of the world’s electricity production comes from biomass, its role is expected to grow across all energy sectors in the next forty years, with total biomass consumption rising 50%-300% by the year 2050. 137 Sugarcane ethanol is already a success, and most experts feel that an economically viable cellulosic technology will be found. If the described challenges to agriculture, land management, and infrastructure can be met, biofuels could possibly supply up to a quarter of all liquid transport fuels by 2050.138 But this is no small task: With world population growing another 50% over the same period, it means tripling our current agricultural productivity. Total bioenergy use in 2050 would have to approach the level of world oil consumption today.


 Was Jack Lemmon’s Oscar a Setback for the United States? 
On March 16, 1979, the movie thriller The China Syndrome opened, starring Jack Lemmon, Michael Douglas, and Jane Fonda. It was about a nuclear accident, compounded by a series of human blunders and criminal acts, at a fictional nuclear power plant in California. By sheer coincidence, just twelve days later a nuclear reactor core was seriously damaged at the Three Mile Island power plant near Harrisburg, Pennsylvania. The level of radioactivity leaked into the environment was too low to harm anyone, but the accident’s timing was uncanny. The real accident, although quickly contained, brought immediate attention to the film and it became a box-office smash.
Jack Lemmon won an Academy Award for his performance as the distraught plant manager who barricades himself inside the control room to prevent a criminal cover-up by the plant’s owners. I won’t spoil the ending, but the story remains gripping to this day. The China Syndrome horrified an audience of millions and, together with the accident at Three Mile Island, helped to turn the court of U.S. public opinion against nuclear energy. The last year that a construction permit for a new nuclear power plant was issued in the United States was 1979.139
Then, a second, far more deadly catastrophe occurred. On April 26, 1986, nuclear reactor unit No. 4 exploded at the Chernobyl power plant in Ukraine, then part of the Soviet Union. The blast and consequent fire that burned for days released a radioactive cloud detected across much of Europe, with the fallout concentrated in Belarus, Ukraine, and Russia. Two people were killed in the plant explosion, and twenty-eight emergency workers died from acute radiation poisoning. About five million people were exposed to some level of radiation.
Soviet officials initially downplayed the accident. It took eighteen days for then-general secretary Mikhail Gorbachev to acknowledge the disaster on Soviet television, but he had already mobilized a massive response. Soviet helicopters dropped more than five thousand tons of sand, clay, lead, and other materials on the reactor’s burning core to smother the flames. Approximately 50,000 residents were evacuated from the nearby town of Pripyat, still abandoned today with many personal belongings lying where they were left. Some 116,000 people were relocated in 1986, followed by a further 220,000 in subsequent years. Approximately 350,000 emergency workers came to Chernobyl in 1986-87, and ultimately 600,000 were involved with the containment effort. Today, a thirty-kilometer “Exclusion Zone” surrounds the Chernobyl disaster site, and Ukraine’s government expends about 5% of its budget annually on costs related to its aftermath.140 Although claims of tens or even hundreds of thousands of deaths are exaggerated—by conservative estimates perhaps 8,000 people suffered cancer as a result of Chernobyl141—and the failures leading to the explosion are unlikely to be repeated, it was an epic catastrophe from which the Soviet Union and nuclear industry never fully recovered. In the United States and many other countries, what lingering support for nuclear power had remained after Three Mile Island was largely buried alongside the victims of Chernobyl.
Today, that situation appears about to change. In late 2008, the U.S. company Northrop Grumman and the French company Areva, the world’s largest builder of nuclear reactors, announced a $360 million plan to build major components for seven proposed U.S. reactors. Twenty-one companies were seeking permission to build thirty-four new nuclear power plants across the United States, from New York to Texas. By 2009 the French firm EDF Group was planning to build eleven new reactors in Britain, the United States, China, and France, and contemplating several more in Italy and the United Arab Emirates. In 2010 U.S. president Barack Obama pledged more than $8.3 billion in conditional loans to build the first nuclear reactor on U.S. soil in over three decades, and for his 2011 budget sought to triple loan guarantees (to $54.5 billion) supporting six to nine more. In a Wall Street Journal Op-Ed, U.S. secretary of energy Steven Chu called for building “small modular reactors,” less than one-third the size of previous nuclear plants, made in factories and transported to sites by truck or rail. And for the first time nearly two-thirds of Americans were in favor of nuclear power, the highest level of support since Gallup began polling on the issue in 1994.142
One reason for all the renewed interest is that nuclear fission is one of only two forms of carbon-free energy already contributing a significant fraction of the world’s power supply.143 Notwithstanding the threatening appearance of billowing white plumes streaming from concrete nuclear towers, they emit no greenhouse gases directly,144 thus winning the support of a surprising number of climate-change activists. To date, nuclear reactors have been tapped mainly to produce electricity, but they also have potential uses for seawater desalinization, district heating, and making hydrogen fuel.145 Nuclear power plants are very costly and take years to build, but once established they can provide electricity at prices comparable to burning fossil fuel. In some countries like Japan, nuclear power is actually cheaper than fossil-fuel power.146 Nuclear advocates point to France, which gets about 80% of its electricity from nuclear plants with no accidents so far. Belgium, Sweden, and Japan also obtain large amounts of electricity from nuclear reactors, so far without major mishap.
Public health remains the single greatest concern with nuclear energy. Although great strides have been made to increase reactor safety,147 accidents and terrorism remain legitimate threats. Of grave concern is the disposal of radioactive waste, which must be safely interred for tens of thousands of years. The most feasible way to do this is probably subterranean burial in a geologically secure formation. But certifying anything as “geologically secure” for a hundred thousand years is exceedingly difficult. After more than two decades of research and $8 billion spent, the U.S. government recently killed plans to tunnel a long-term nuclear waste repository into Yucca Mountain, a volcanic formation in Nevada. Even in the middle of desert, there was simply too much evidence of fluctuating water tables, earthquakes, and potential volcanic activity to declare the site “safe” for a hundred thousand years.
Finally, there is the issue of fuel supply. Estimated R/P life-index estimates for conventional uranium are under a hundred years, with most closer to fifty years. Therefore, over the long run a shift to nuclear power will require the reprocessing of spent uranium fuel rods from conventional “once-through” nuclear reactors so as to recycle usable fissile material. But spent-fuel reprocessing yields high-grade plutonium, even small amounts of which are the principal barrier to acquiring a nuclear bomb. Therefore, any expansion in nuclear power that involves spent-fuel reprocessing or breeder reactors elevates the threat of proliferating nuclear weapons and creates attractive targets for terrorism.
Nuclear power generates about 15% of the world’s electricity today. In a recent analysis of the industry’s future, the Massachusetts Institute of Technology concluded that if aggressive steps are taken to deal with the issues of waste disposal and security, it is feasible to more than triple the world’s current capacity to 1,000-1,500 conventional “once-through” nuclear reactors, up from the equivalent of 366 such reactors today.148 Enough natural uranium is available to support this to at least midcentury or so. Depending on the choices we make,149 our global nuclear power capacity is projected to either stagnate or grow fivefold, producing as little as 8% to as much as 38% of the world’s electricity by the year 2050.


 Renewable Carbon-Free Electricity: The Holy Trinity 
Besides nuclear fission, there are only three other carbon-free sources of energy positioned to significantly dent the world’s power needs by 2050.150 Unlike nuclear energy (which consumes uranium), they are truly renewable. One of them, hydropower, is already important, generating about 16% of the world’s electricity today. The other two sources—wind and solar—provide barely 1% combined. But that breakdown is poised to change.
Hydropower is a mature technology that has already been developed to or near its maximum potential in much of the world. There are only so many large rivers, and even fewer appropriate places to build a dam. Except in Africa, South America, and parts of Asia, most of the good spots have already been taken. Big dams also create many local problems. They pool huge reservoirs, displacing farmland, wildlife, and people. They dramatically change hydrological conditions downstream—a big source of strife between countries sharing transboundary rivers—and fill up with silt, requiring dredging. While “small hydropower” schemes that don’t require dams, like waterwheels, have great potential for growth, big dam projects do not. For this reason, regardless of the choices we make,151 hydropower is expected to lose market share despite doubling in absolute terms. By 2050, it is projected to supply just 9%-14% of the world’s electricity.
Wind and solar, in contrast, are the fastest-growing energy sectors today. Although wind power provides barely 1% of the world’s electricity, that number hides enormous differences around the globe. Nearly 4% of electricity in the European Union, and nearly 20% in Denmark and the Canadian province of Prince Edward Island, comes from wind.152 This has partly to do with geography—the mid to high latitudes are windier than the tropics, for example—but much of it is driven by investment.
The wind power trend kicked off in the 1980s in California and in the 1990s in Denmark. Today, Germany, the United States, and Spain are aggressive wind developers and presently lead the world in total installed power capacity, each with fifteen thousand megawatts or more (a typical coal-fired power plant is five hundred to a thousand megawatts; a thousand megawatts might power one million homes). India and China are close behind with six to eight thousand megawatts. Canada, Denmark, Italy, Japan, the Netherlands, Portugal, and the United Kingdom all have installed capacities of one thousand megawatts or more. Altogether, at least forty countries worldwide are now developing wind farms,153 and all of these numbers are growing quickly.
The reasons for this rapid growth are many. To start, wind is free. Wind turbines are relatively cheap, consume no fuel or water, emit no greenhouse gases, and, aside from the permitting process, can be installed quickly. Because wind farms are comprised of many turbines, it is possible to start small, then grow capacity over time. At present, wind power is one of the cheapest renewable energies, averaging around $0.05 per kilowatt-hour,154 putting it closest to conventional fossil-fuel electricity prices ($0.02-$0.03/ kWh). The main concerns with wind power are bird and bat deaths, conflicts over land use, and aesthetics. Most wind farms today are on land, but offshore installations are also gathering investors’ interest. While it’s harder to install turbines and grid connections in the ocean, offshore winds are stronger, so they produce more electricity, and there is less competition for the space. In 2010 the Obama administration approved the United States’ first offshore wind farm near Cape Cod, Massachusetts.
The wind power industry has a thirty-year legacy and is now reaping double-digit growth. Depending on the choices we make,155 our global wind power capacity is expected to grow anywhere from tenfold to over fiftyfold by the year 2050, cornering 2%-17% of the world’s electricity market.
That leaves solar energy. The Sun, in principle, offers us more inexhaustible clean power than we could ever possibly use. One hour of sunlight striking our planet contains more energy than all of humanity uses in a year. It absolutely dwarfs all other possible energy sources, even if we add up all of the world’s coal, oil, natural gas, uranium, hydropower, wind, and photosynthesis combined. It is nonpolluting, carbonless, and free. Panels of solar photovoltaic cells have been powering satellites for over half a century, and we see their familiar shape all around us—encrusted on streetlights, garden lamps, and pocket calculators. Why, then, is our total world production of solar photovoltaic electricity equivalent to that of just one very large coal-fired power plant?
For all its largesse, sunlight has a fundamental problem. Although vast in total, its energy density is low. Unlike a power-packed coal nugget, sunlight is diffuse, low-grade stuff. Getting significant power out of it requires covering a large area, either with mirrors to focus the Sun’s rays, or with panels of photovoltaic (PV) cells that directly convert solar photons into electricity. Both are expensive (especially photovoltaics) and efficiencies are low.
Theoretically,156 PV cells can convert sunlight to electricity with efficiencies as high as 31%, but most are considerably lower, around 10%-20%. If that sounds pathetic to you, then consider that the efficiency of plant photosynthesis, after three billion years of evolution, is just 1%. Nonetheless, a typical silicon-based solar photovoltaic panel, with 10% efficiency and a manufacturing cost of around three hundred dollars per square meter, produces electricity that costs around thirty-five cents per kilowatt-hour. That’s seven to seventeen times greater than coal-fired electricity. So sunlight, despite being far and away the world’s biggest energy source, is also the most expensive.
Finding a cheaper way to hijack sunlight is thus the single greatest barrier to the widespread use of solar power. Most photovoltaic panels are made of sliced wafers of extremely pure silicon that are highly polished, fitted with electrical contacts, sealed into a module, and encased in transparent glass. They are heavy, cumbersome, and expensive to make, and become even more costly when the price of silicon goes up. As ardent renewable-energy enthusiast Chris Goodall points out, installing large solar panels on the roof of his Oxford home costs about £12,000, yet the total market value of the electricity they produce after four years is just £300. While it makes sense for governments to subsidize such investments initially, eventually the technology must become competitive with fossil fuels in order to take hold.
That means the cost of PVs must fall to about one-fifth of what they are today, a huge challenge. It’s a materials-science problem and there is much exciting research under way, particularly in the area of “thin-film” photovoltaics that abandon heavy silicon panels in favor of exotic coatings of semiconductors like cadmium telluride, or even carbon nanotubes.157 The conversion efficiencies of these materials would probably be lower than that of traditional silicon PV cells (8%-12%), but if they could be manufactured cheaply—even printed as shrink-wrap for buildings, for example—the cost of PV electricity would tumble and we could start enshrouding the planet in electricity-making paints and films.
At the moment, photovoltaic paint lies in the sweat-soaked dreams of nanotech graduate students. A safer bet for 2050 lies in the expansion of so-called concentrated solar thermal power, or CSP, technology. Like wind power it has been around for years, and is already providing economically viable electricity from a handful of pilot installations. Unlike photovoltaics, CSP does not attempt to convert sunlight into electrons directly. Instead, in much the way that kids fry ants with a magnifying glass, CSP relies on mirrors or lenses to focus the Sun’s rays, heating a fluid like water, mineral oil, or molten salt inside a metal tube or tank. The fluid boils or expands, forcing a mechanical turbine or Stirling engine to move, making electricity. Sound familiar? It’s just plain old-fashioned electricity generation158 driven by a new source. And because CSP plants work best on hot, sunny days—a time when millions of air conditioners drive up the price of electricity—their product commands top dollar. Unlike photovoltaics, CSP requires no silicon wafers, cadmium telluride, or other fancy semiconductors, just a great many polished mirrors, the motorized steel racks to mount them on, and a traditional power plant.
To make the most sense, CSP plants should be located in deserts. Current operations include several in Spain and the U.S. states of California, Nevada, and Arizona. Seventy miles southwest of Phoenix a billion-dollar project is under way to spread mirrors across three square miles of desert, enough to power seventy thousand homes.159 Other projects are operating or planned in Algeria, Egypt, Morocco, Jordan, and Libya.160 In terms of sheer untapped potential, these North African countries are the next Saudi Arabia-in-waiting for solar energy (as is Saudi Arabia). The same goes for Australia, much of the Middle East, the southwestern United States, and the Altiplano Plateau and eastern side of Brazil in South America.
So why, then, haven’t we plastered CSP plants all over our deserts? One reason is that because there are still so few built, the necessary mirrors and other equipment are still specialty products and thus quite expensive. These costs are expected to fall as the industry grows, but at the moment, with electricity prices of at least twelve cents per kilowatt-hour, CSP is still less economical than conventional power plants. Another challenge is the lack of high-voltage transmission lines connecting hot, empty deserts to the places where people actually live. All the electricity production in the world is worthless if it can’t be delivered to customers. This entails running hundreds of miles of high-voltage direct-current (HVDC) power cable, which suffers lower transmission losses than traditional alternating current (AC) transmission lines. HVDC is already used to transmit electricity over great distances in Africa, China, the United States, Canada, and Brazil but, like all major infrastructure, is quite expensive. An undersea HVDC cable between Norway and the Netherlands cost about a million euros per kilometer in 2008.161 So while doable, channeling solar power from the world’s deserts to cities will require major capital investments in infrastructure.
One disadvantage that afflicts not just CSP but all forms of solar and wind energy is energy storage. Few of us marvel that a light beam appears with the simple click of a flashlight button. Yet, imagine if the flashlight were powered not by battery but by hand-crank, with no battery storage whatsoever. Use of this flashlight would require constant hand-cranking (I would simply give up and sit in the dark). Furthermore, for maximum efficiency the turning hand would have to exactly match the electricity requirement at all times: Without battery storage, any excess power generated (i.e., beyond the wattage of the bulb) is lost; any deficit causes the bulb to dim.
Scaling this problem up, we see that meeting society’s volatile electricity needs in a nonwasteful manner poses an enormous challenge. Demand fluctuates by the week, hour, and minute in response to all sorts of things, from business cycles to the commercial breaks of popular television programs. Power utilities must constantly adjust their production of electricity accordingly. Too much capacity wastes money as power plants make unused electricity; too little capacity triggers brownouts or rolling power outages.
It’s hard enough to predict fluctuations on the demand side. Solar and wind sources—because they wither or die on calm days, cloudy days, and at night—add new volatility on the supply side. In a world powered substantially from wind and solar sources, avoiding brownouts will require vast “smart grids,” meaning highly interconnected and communicative transmission networks, plenty of backup capacity from conventional power plants,162 and new ways to store excess electricity for times of deficit.
Storing excess electricity is challenging. One way is “pumped storage” using water. If excess electricity becomes available, it is used to pump water uphill, from a reservoir or tank, to another one at higher elevation. When electricity is wanted, the water is released from the upper to lower container again, flowing by force of gravity over turbines to make electricity. Pumped storage is relatively efficient, inexpensive, and has been around for a long time, but requires lots of water and reservoirs.163
An exciting storage idea is to tap into the batteries of millions of parked electric cars whenever they plug into the power grid. By communicating with the grid, car owners can elect to charge up when electricity demand is low, and discharge back into the grid when demand is high. Google Inc. is actively developing such a “V2G” (vehicle-to-grid) technology through their RechargeIt initiative.164 In effect, a city’s entire motor pool becomes a giant collective battery bank, helping to buffer fluctuations in electricity supply and help protect against brownouts. In return, cars earn a profit by buying electricity when it is cheap and selling when it is expensive. Thus, the notion of a “cash-back hybrid.” Jeff Wellinghoff, commissioner of the U.S. Federal Energy Regulatory Committee, estimates that if millions of cars were made available to the grid, cash-back hybrids could earn their owners up to two thousand to four thousand dollars per vehicle.
Solar power is an exciting, fast-evolving field, and is positioned for technological breakthroughs on multiple fronts.165 With transmission line investments CSP technology has good potential to bloom in well-placed deserts, for example tapping the northern Sahara to supply electricity to Europe. Globally, the solar power industry is over USD $10 billion per year and growing 30%-40% annually, even faster than wind power. 166,167 Depending on the choices we make,168 world electricity production from solar sources is expected to grow anywhere from fiftyfold to nearly two thousandfold by 2050, cornering some 0%-13% of the world’s electricity market.
That zero was not a typo. This is all very exciting and will surely inspire many investor fortunes in the stock market. But if you’ve been adding up the numbers as we went along, you’ve already figured something out: Fast-growing as they are, the blunt truth is that the clean, renewable energy sources we’d all love to have—wind, solar, hydro, geothermal, tidal, and (sustainably grown) biomass—are in no position to replace nonrenewable sources by 2050.169
Despite blistering growth, by 2050 solar energy will just be starting to substantially dent our energy needs. It takes time to grow from a base of near-zero. Our present capacity is so minuscule that a fiftyfold increase of solar power in the next four decades will still supply about 0% of the world’s electricity. Even the most aggressively modeled expansion of solar sources suggests they can meet just 13% of the world’s electricity demand by 2050. So buy the stocks if you wish, but in forty years where will the bulk of the world’s energy be coming from? Very likely from the same sources they come from today. There is simply no realistic way to eliminate oil, coal, and natural gas from the world’s energy portfolio in just forty years’ time.


 Natural Gas versus the Dirty Temptation 
As oil supply tightens we will harden our gaze more than ever upon coal and natural gas, until that distant day when renewable sources can catch up. Both have their handicaps and benefits relative to oil and to each other. Neither approaches the value of oil for making liquid fuels and chemical products. However, these two fossil fuels already dominate the world’s electricity generation, with about 40% coming from coal and 20% from natural gas (in contrast, only 7% of all electricity is generated using oil). A transition to electric cars, therefore, would seem a natural one even without renewable and nuclear sources of electricity.
Should current trends continue unabated, coal demand will nearly triple by 2050, at which point it would capture 52% of the electricity market. Natural gas demand will more than double, at which point it would capture about 21%. However, nothing is fixed about these “business as usual” projections. Through aggressive conservation measures, and development of natural gas, nuclear, and renewable sources, for example, global electricity production from coal could be as little as a few percent by then.170 There are compelling reasons for the world to work toward this goal, as we shall see shortly.
Demand for natural gas is projected to more than double between now and 2050, and it is difficult to imagine any scenario in which we will not be aggressively pursuing it (and oil) between now and then. Natural gas is widely used for heating, cooking, and industrial purposes. It comprises about one-fourth of all energy consumption in the United States. It has a growing niche as a gaseous transportation fuel, and various gas-to-liquid technologies have good potential for providing liquid fuels. It is the prime feedstock for making agricultural nitrogen fertilizers. Of the big three fossil hydrocarbons, natural gas is by far the cleanest, with roughly one-tenth to one-thousandth the amount of sulfur dioxides, nitrous oxides, particulates, and mercury of coal or oil. When burned, it releases about two-thirds as much carbon dioxide as oil and half as much as coal. There is also considerable room to improve the efficiency of natural-gas-fired plants, mainly by replacing gas-fired steam cycles with more efficient combined-cycle plants.
The biggest drawback of natural gas, of course, is that it’s a gas. Unlike coal and oil, which can be simply dumped into tankers or a train car, it isn’t very portable. Getting natural gas from wells to distant markets requires either an intricate pipeline system or construction of a special refinery to chill it into liquefied natural gas (LNG). Because LNG takes up only about one six-hundredth the volume of natural gas, it can then be transported using tankers. At present, LNG comprises only a tiny fraction of world gas markets, but its use is growing fast. It is especially appealing for remote gas fields that would otherwise be uneconomic to develop. However, this does not come cheaply. A joint LNG venture begun in 2010 by Chevron, Exxon Mobil, and Shell off the coast of Australia, for example, was expected to cost roughly USD $50 billion. The project will tap offshore gas fields for Asian markets and, together with other LNG projects, could make Australia the world’s second-largest LNG exporter after Qatar, with revenues in excess of USD $24 billion per year by 2018.171
A second drawback of natural gas, similar to a big drawback of oil, is that most of it is concentrated in a handful of countries. The world’s largest reserves, by far, are controlled by the Russian Federation (about 1,529 trillion cubic feet or 23.4% of world total), followed by Iran (16.0%), Qatar (13.8%), Saudi Arabia (4.1%), the United States (3.6%), United Arab Emirates (3.5%), Nigeria (2.8%), Venezuela (2.6%), Algeria (2.4%), and Iraq (1.7%).172 China and India, projected to be the first- and third-largest economies by 2050, have only 1.3% and 0.6% of world reserves of natural gas, respectively. These countries will require aggressive imports of foreign gas to meet their needs.
Like oil, gas fields are finite, so our transition to natural gas is something of a bridging solution to our long-term energy problems. But, as the cleanest-burning fossil fuel, with lowest greenhouse gas emissions and greatest room for efficiency improvements, it is by far the most environmentally appealing of the three. There are substantial world reserves remaining, a long history of exploitation, and additional markets for fertilizers and perhaps hydrogen feedstocks. In the coming decades natural gas will be an elite commodity, highly prized wherever it is found. There seems little doubt that natural gas, like oil, is a raw resource we shall pursue to the last corners of the Earth.
Coal, in contrast, is plentiful and found all over the world. Proved reserves of natural gas have R/P life-index lifetimes of only around sixty years, but for coal they are at least twice as long, often up to two hundred years.173 The largest reserves are in the United States (238.3 trillion tons, or 28.9% of world reserves), Russia (19.0%), China (13.9%), and India (7.1%), but coal is mined all over the planet. Coal fueled the Industrial Revolution and, despite popular perceptions, is the world’s single largest electricity source today. Half of all electricity in the United States comes from more than five hundred coal-fired power plants. In China it’s 80%, and the country is building about two new plants per week, equivalent to adding the entire United Kingdom power grid every year. 174 Coal can even be gasified to make synthetic natural gas (SNG) or liquid diesel and methanol transport fuels. South Africa has been doing this since the 1950s and currently makes nearly two hundred thousand barrels of liquid coal fuel every day.175 Under our current trajectory, world coal consumption is projected to grow 2%-4% annually for many decades, surpassing oil to become the world’s number one energy source. Should current trends continue unabated, coal demand will nearly triple by 2050.
It’s enough to make you wish there was more oil. Coal is the dirtiest and most environmentally damaging fuel on Earth. Entire mountaintops are leveled to obtain it. Coal mining pollutes water and devastates the landscape, covering it with toxic slurry pools and leaving behind acidic, eroding deposits upon which nothing will grow. I studied one of these places for my rather traumatizing master’s thesis. An hour’s fieldwork would leave me covered in black grime, hands and clothing stained orange from an acidic creek full of chemical leachate.176 Coal mining also releases trapped methane, a powerful greenhouse gas and even more powerful explosive inside subterranean mines. Several thousand coal miners are killed each year in China.
Coal is worse than oil and much worse than natural gas when it comes to emissions of greenhouse gas, because its carbon content is the highest of all fossil fuels. To produce an equivalent amount of useful energy, burned coal unleashes roughly twice as much carbon dioxide as burned natural gas. It also releases a host of irritating or toxic air pollutants, including sulfur dioxide (SO2), nitrogen oxides (NO and NO2), particulates, and mercury. It makes acid rain. If converted to a liquid, it releases 150% more carbon dioxide than oil fuels. To people hoping to bring our escalating release of greenhouse gases to the atmosphere under control, coal is Public Enemy Number One.
As my University of California colleague Catherine Gautier writes, “Were it not for its environmental impact, coal would be the obvious choice to replacing oil.”177 From a geological perspective, there will be no scarcity of the stuff anytime before 2100.178 And therein is the problem: From nearly all model projections, coal is slated to replace oil. By the year 2030 its consumption in the United States is projected to rise nearly 40% over 2010 levels. In China, which already burns twice as much coal as the United States, consumption is projected to nearly double.
Other than banning the stuff, the only thin hope lying between this future and a giant upward lurch in the atmosphere’s greenhouse gas concentrations is something called Carbon Capture and Storage (CCS), often called “clean coal” technology. There’s no such thing as clean coal, but CCS does appear technically possible and, at first blush, alluringly simple: Rather than send carbon dioxide up the smokestacks of coal-burning power plants, use chemical scrubbers to capture it, compress it to a high-pressure liquid, then pipe the liquid someplace else to pump deep underground. Oil companies already use a similar process to force more petroleum out of declining oil fields. Successful pilot demonstrations of CCS technology are under way in Norway, Sweden, and Wyoming, the longest running for more than a decade without mishap.
The main problem with CCS is one of scale, and therefore cost. First, the “capture” process consumes energy itself, requiring significantly bigger plants burning even more coal to generate the same quantity of electricity. Second, a vast network of pipelines is needed to transport staggering volumes of liquid CO2 away from the power plants to suitable burial sites (abandoned oil fields or deep, salty aquifers). The United States alone produces about 1.5 billion tons of CO2 per year from coal-fired power plants. Capturing and storing just 60% of that means burying twenty million barrels of liquid per day—about the same as the country’s entire consumption of oil.179 Small pilot demonstrations are one thing, but a demonstration of CCS at the scale of even one full-sized power plant has yet to be attempted. FutureGen, the only proposed prototype, was scrapped in 2008 when its estimated cost swelled to $1.8 billion (the project has since been revived). Finally, there are no guarantees that the stuff won’t leak back out to the atmosphere. A leakage rate of just 1% per year would lead to 63% of the stored carbon dioxide being released within a century, undoing much of the supposed environmental benefit.180
Carbon Capture and Storage has become a commonly accepted bullet point among proponents of coal, as if all of the above problems have somehow been worked out. Politicians and many scientists have dutifully lined up behind it. It figures prominently in all of our biggest blueprints for reducing greenhouse gases, including model scenarios of the Stern Report, the Intergovernmental Panel on Climate Change, and the International Energy Agency projections outlined above. CCS is embraced by Barack Obama, Angela Merkel, Gordon Brown, and other leaders of the G8. It is the single strand of hope upon which a thunderous increase in carbon emissions from our coming coal boom might possibly be restrained.
I’m not holding my breath.


CHAPTER 4
California Browning, Shanghai Drowning
“Behold, he withholdeth the waters, and they dry up: also he sendeth them out, and they overturn the earth.”
—Job 12:15




In January 2008, the U.S. state of Iowa was on the front pages of newspapers all around the world. Ninety-four thousand voters of the Iowa Democratic Party had just propelled Barack Obama—a freshman Illinois senator who was virtually unknown just two years earlier—over the longtime national front-runner, Senator Hillary Rodham Clinton of New York. The Iowa caucuses are the first major electoral event in the U.S. presidential race and are widely believed to influence its outcome. Iowa’s voters had delivered a stunning upset and the opening salvo of one of the most exciting and protracted primary battles in U.S. electoral history. Little did they know that only five months later, their state would be on the front pages of newspapers around the world once again.
Within weeks after the political campaigns had left for other battles in other states, the snow started to fall. Two big storms dumped more than three feet of it around the little town of Oskaloosa. By March, Iowa had tied its third-highest monthly snowfall total in 121 years of record keeping. Then came the rain. April’s statewide average was the second-highest in 136 years. Twelve inches deluged the town of Fayette, obliterating its previous record of eight inches set back in 1909.181 Snowmelt and water ran everywhere, flooding cornfields and swelling streams and rivers. On May 25, a category F5 tornado—the strongest category of tornado and Iowa’s first F5 in forty years—leveled a forty-mile swath through tiny Parkersburg, killing eight people, destroying hundreds of homes, and narrowly missing populous Cedar Falls. President George W. Bush declared four counties federal disaster areas and the Federal Emergency Management Agency (FEMA) dispatched thirty-nine relief workers to the state.182 Forty-eight other tornados followed in the month of June, killing four Boy Scouts and raising the state’s tornado fatalities to its highest since 1968.
Then things got nasty. The wettest fifteen days in Iowa history began on May 29. Global food prices soared as farm fields in America’s top state producer of corn and soybeans melted away in the rain. In Cedar Rapids, thirteen hundred city blocks were inundated when the Cedar River leapt its banks and climbed eleven feet higher than had ever happened in the city’s 159-year existence. In Iowa City, parts of the University of Iowa campus were underwater. When I arrived in mid-July the university’s magnificent arts buildings and museum were trashed. Cedar Rapids was piled high with gutted wood, dead cars, and molding drywall. A train dangled crazily from a crushed bridge into the river. The little farming town of Oakville was simply wiped off the map—its former green fields cratered or buried in sand by the flood. There was nothing left but wrecked homes and fields, with plumes of black smoke rising from piles of burning wreckage.
By August, eighty-five of Iowa’s ninety-nine counties had been declared federal disasters. FEMA’s response team had grown from thirty-nine to fifteen hundred. Two million acres of the world’s finest farmland had lost twenty tons or more of topsoil per acre; six hundred thousand acres of bottomland were simply scoured away. 183 The statewide damage estimates had swelled to $10 billion—roughly $3,500 for every man, woman, and child in Iowa—and would later go even higher. By 2009 damage estimates to the University of Iowa alone were approaching one billion dollars.184 Forty thousand Iowans—almost half the number of voters who in January helped send Barack Obama to the White House—had been displaced from their homes.
Meanwhile, six states and eighteen hundred miles to the west, a very different water-related disaster was unfolding. On June 4, 2008—right in the middle of those wettest fifteen days of Iowa history—Governor Arnold Schwarzenegger strode to a podium in Sacramento to declare an official state of drought in California, the largest total producer of agricultural products in the United States.
Conditions in the Golden State had deteriorated rapidly in an already dry decade. The year before, rainfall in Southern California had been 80% below average. Statewide snowpack and rainfall levels were so low that farmers had begun abandoning their crops. By October, the extreme dryness had fueled a series of vicious wildfires, killing ten people and forcing almost a million more to evacuate. Thousands of homes were destroyed. 185 By May 2008, northern California was also suffering. In many areas its rainfall, too, fell 80% below normal. Flows in the Sacramento and San Joaquin rivers were critically low. Reservoir levels were down across the state, and Lake Oroville, a key supplier to California’s massive State Water Project, was half gone. More than a hundred thousand acres in California’s sprawling Central Valley—the very heart of the state’s gigantic agricultural engine—went unplanted.
Schwarzenegger issued an executive order setting into motion water-transfers, conservation programs, and other measures to combat the crisis,186 but the drought deepened. Water levels fell further and more fires burned. Eight months later, in February 2009, he proclaimed a state of emergency. Citing “conditions of extreme peril to the safety of persons and property” and “widespread harm to people, businesses, property, communities, wildlife, and recreation,”187 he ordered even more draconian measures to be taken. Experts were predicting that field fallowing would rise from one hundred thousand to eight hundred thousand acres—meaning that nearly 20% of the Central Valley’s farmland would go unplanted.188 Suddenly, on top of a historic economic crisis from collapsed housing and global credit markets, California was bracing to lose another eighty thousand jobs and $3 billion in agricultural revenue from drought.
Iowa and California were not alone in their water-related crises. As Schwarzenegger mobilized California, the southeastern United States, which is usually moist, was also in historic drought, triggering a wave of outdoor-watering bans, withered crops, and unheard-of water battles between states like Georgia, Tennessee, and the Carolinas.189 Mexico had been in severe drought, with only limited relief, for fifteen years.190 Exceptional droughts were under way in Brazil, Argentina, western Africa, Australia, the Middle East, Turkey, and Ukraine.191 Drought emergencies were triggering food aid in Lesotho, Swaziland, Zimbabwe, Mauritania, and Moldova.192 By February 2009, precipitation was 70%-90% below normal in northern and western China, threatening 10% of the country’s entire cereal production. 193 That same month, extreme dryness primed “Black Saturday,” when six hundred blazes killed two hundred people in the worst Australian wildfires in history. By April, crop failures in Chattisgarh state drove fifteen hundred Indian farmers—unable to repay their debts without water—to commit suicide.194
Within days of the Iowa floods, heavy rains also struck eastern India and China, killing sixty-five people and displacing five hundred thousand in India. In China, floods in Guangdong and Guangxi Zhuang, Sansui City, and the Pearl River delta killed 176 and displaced 1.6 million. While America’s eyes were fixed on Sarah Palin, hydrologist Bob Brakenridge at Dartmouth was watching floods from space, using satellites to track them all over the world.195 In the ten months between Barack Obama’s winning the Iowa caucuses on January 3, and the general election on November 4, Brakenridge documented 145 major floods carving destruction around the planet. As Barack Obama took down first Hillary Clinton and then John McCain, those rivers took down lives and property from Taiwan to Togo. They killed almost five thousand people and washed seventeen million more from their homes.


 Our Most Necessary Resource 
It’s hard to imagine anything humans need more than freshwater. If it were to all somehow vanish, the human race would be extinct in a matter of days. If it stopped flowing to our animals and fields, we would starve. If it became unclean, we would become sick or even die. Our societies need water in proper quantity, quality, and timing to preserve civilization as we know it. Too little, or at the wrong time of year, and our food dies off and industries fail. Too much, and our fields dissolve and people drown. For the past ten thousand years the very existence of permanent human settlements has depended upon having a consistent, dependable supply of usable water.
What does the future hold? Are we running low on water, as we must ultimately run low on oil? In the past fifty years we’ve doubled our irrigated cropland and tripled our water consumption to meet global food demand. In the next fifty, we must double food production again.196 Is there really enough water to pull that off?
In his book When the Rivers Run Dry environmental journalist Fred Pearce describes in vivid, firsthand detail the stark reality of impending water crises in more than thirty countries around the globe. We now withdraw so much water that many of our mightiest and most historic rivers—like the Nile, the Colorado, the Yellow, the Indus—have barely a trickle left to meet the sea.
The good news is that, unlike oil, which is ultimately finite, water is endlessly returned to us by the hydrologic cycle. Except for fossil groundwater, there is no such thing as “Peak Water” in the same sense as “Peak Oil.” It always comes back—somewhere—as rain or snow. It may be too much, or too little, or come at the wrong time, but it does come back. The bad news is that in addition to the aforementioned problems of too much, too little, or bad timing, our water sources can also become polluted. Finally, while it’s true that there is plenty of water circulating out there someplace, nearly all of it is useless to us.
The Russian hydrologist Igor Alexander Shiklomanov estimates that almost 97% of the world’s water is salty ocean, unfit for drinking or irrigation; 1% is salty groundwater, again useless. Of the 2.5% or so that is fresh, most would be salty if not for the glaciers of Antarctica, Greenland, and mountains that hold it up on land in the form of ice, rather than letting it run off into the ocean. Fresh groundwater holds about three-quarters of 1%. The minuscule remainder—about eight one-thousandths of 1%—is held in all the world’s lakes, wetlands, and rivers combined. Our atmosphere’s clouds, vapor, and rain hold even less, just one ten-thousandth of 1% of all water on Earth. 197
There are three points to be taken from Shiklomanov’s numbers. The first is that the most important sources of water for people and terrestrial ecosystems—rivers, lakes, and rain—are actually fleetingly rare forms of H2O. If all the water in the world was a thousand-dollar bill, these sources would amount to about eight cents. The second point is that relative to rivers, lakes, and rain, far larger volumes of freshwater are frozen up inside glaciers, or stored underground in aquifers. These, too, are critically important to humanity and will be discussed shortly.
The third point—and frankly one that is all too often neglected by policy makers and scientists alike—is that these numbers alone do not tell the whole story when it comes to human water supply. Recall that water, unlike oil, is a circulating resource. It recycles constantly through the hydrologic cycle, in infinite loops of rain, runoff, evaporation, and various storage compartments, like ice. From a practical standpoint the throughput of freshwater (or “flux”) is just as important as the absolute size of its various containers. The total volume of water held in rivers at any given instant is tiny, but it is replaced quickly, unlike, say, an ancient glacier or slowly oozing aquifer. A water droplet moves down a natural river in a few days, whereas the same droplet moving through glaciers, groundwater, and deep ocean currents could be stuck there for centuries to hundreds of thousands of years. This explains the seeming paradox that despite the world’s rivers’ instantaneous storage capacity of just two thousand cubic kilometers of water, we pull almost twice that amount from them every year.198
This is why rainfall and surface water, despite their diminutive holdings, are so critically important to land-based ecosystems and people. Their fast throughput is what makes them so valuable. But because their storage capacities are so tiny, we are vulnerable to the smallest of variations in that throughput. Unlike an ocean or glacier, the atmosphere and rivers have no meaningful storage capacity from which to draw water in dry times or hoard it in wet times. Therefore, terrestrial life is highly sensitive to floods and droughts, whereas marine life is generally not. Tuna have plenty of worries, but droughts are not one of them. Battling this vulnerability is a prime reason why we have built millions of dams, reservoirs, lakes, and ponds throughout the world. Yet even after all this massive engineering, we still have only enough of these artificial impoundments to store slightly less than two years’ water supply.199
The other big problem for humans, of course, is that this small bucket of fast-recycling river water is spread very unfairly around the planet. Canada, Alaska, Scandinavia, and Russia are veined with so many permanent streams, rivers, and lakes that most have never been named, whereas Saudi Arabia has no natural ones at all. Water-rich Norway has 82,000 cubic meters of renewable freshwater per person while Kenya has just 830.200 And to a very large degree, this unfair distribution of surface water is created by the pattern of the global atmospheric circulation itself.


 Rainmaker, Land Baker 
Just a hundred steps into the rain forest my head was thudding, my shirt drenched, and I couldn’t breathe. It wasn’t claustrophobia—although I couldn’t see well through the green gloom of filtered canopy light—but the wet, steaming heat. It was like inhaling vapors over a teakettle. Something went soft under my foot—I had unwittingly crushed an exotic caterpillar the length of my hand. I excused myself from the group and walked gasping back toward the boat, but was intercepted by an aboriginal man. He was selling tiny clay couples with enormous genitalia, eternally frozen in joyous copulation. Back on the boat, a hot breeze blew down the Amazon River but my skin dripped even faster. The air was totally saturated. I couldn’t wait to get back to my air-conditioned hotel room in Manaus.
I must have caught the Amazon on a bad day. Most living things love tropical rain forests. Their wide green sash—plain on any world map, roughly encircling the equator—is bursting with life and contains the vast majority of species, known and as yet undiscovered, on Earth. Rain forests grow there thanks to the condensate downpours dumped by the moist, rising air masses of the Intertropical Convergence Zone (ITCZ). This band of clouds and rain follows the Sun, circling nearly directly overhead, as it sizzles the equatorial oceans and landmasses to evaporate huge quantities of water vapor. The vapor rises, cools, and condenses, deluging the tropics with rain and triggering the Asian and African monsoons as the ITCZ drifts back and forth across the equator each year, endlessly chasing the seasonal march of the Sun. Billions of living things hang on the strength and reliability of these annual rainfall patterns, including us.
To the north and south, straddling the lush equatorial belt and monsoonal areas like the dried-out bun halves of a veggie sandwich, are two huge drought-stricken bands of drylands and deserts. The Sahara, Arabian, Australian, Kalahari, and Sonoran are all found here, huddled at roughly 30º N and S latitude. While not lifeless, these zones are decidedly stark compared with their green equatorial neighbor. They mark the killing fields of the moist ITCZ air masses. Emptied of their rain holdings, the air masses drift north or south before tumbling earthward again, baking the land with crushing dry heat, pressed downward by the weight of still more air falling from above. Like the perpetual circuit of rising and falling wax in a Lava lamp, this sinking air closes the convection loop, flowing from both hemispheres back toward the equator in the form of trade winds. From there, the Sun’s rays will moisten and lift the air once again, repeating the cycle. This overall pattern of atmospheric circulation, called the Hadley Cell, is one of the most powerful shapers of climate and ecosystems on Earth.

Despite the harsh aridity, billions of people live in or around those twin subtropical blast zones of sinking dry air, which contain some of our fastest-growing human populations. Pressing hard into the Sahara’s southern flank are nearly eighty million people of Africa’s Sahel, a population projected to reach two hundred million by 2050.201 North of the Sahara are the large populations of northern Africa and Mediterranean Europe. Australian cities cling to the coastline of their dusty continent, leaving the continent’s vast desert interior mostly uninhabited. But the parched Middle East, southern Africa, and western Pakistan are heavily populated and have some of the youngest, fastest-growing populations in the world.
Phoenix and Las Vegas—two briskly growing cities in the arid southwestern United States—lie in the middle of a Hadley Cell desert. Nineteen million people can survive in Southern California only because there are a thousand miles of pipelines, tunnels, and canals bringing water to them from someplace else. It comes from the Sacramento-San Joaquin Delta and Owens Valley to the north, and from the Colorado River to the east, far across the Mojave Desert. They enjoy green lawns, burbling fountains, and swimming pools in a place where rainfall averages less than fifteen inches per year. A second canal202 from the Colorado pumps water up nearly three thousand feet in elevation and 330 miles east to Phoenix and Tucson, prompting Robert Glennon, author of Water Follies, to observe that we literally move water “uphill to wealth and power.”203 Without this infrastructure and the energy to run it, Arizonans’ water supply would more closely resemble that of Palestinians: fifteen dubious gallons a day haggled from the back of a water trafficker’s truck.


 Which Is Worse? 
Even if there were no climate change, the world would still be facing declining per capita water supply because of our growing economy and population. In general, more people means more water demand. Even if we could freeze population growth, advancing modernization means more meat, finished goods, and energy, all of which raise per capita water consumption.204 Contrary to common perception, population growth and industrialization thus represent an even bigger challenge to the global water supply than does climate change.
Policy wonks and water managers have long sensed this. But hydrologist Charlie Vörösmarty blew it wide open in 2000 when he and his colleagues Pamela Green, Joe Salisbury, and Richard Lammers at the University of New Hampshire compared climate and hydrologic models with long-term population and water-consumption trends.205 As part of the study, they published three brightly colored maps of projected water demand for 2025. I make my students stare at these maps at least once in my introductory course lectures at UCLA.
One of the maps is quite scary-looking and captures the combined effects of both climate and population trends on human water-supply stress. Most of the world is colored red (indicating less water availability than today) with a few places colored blue (more water availability, mostly in Russia and Canada) and even fewer in green (meaning little or no change). This fearsome red map suggests that by the year 2025 much of humanity’s water supply will be worse off, either from population growth, or climate change, or both.
The other two maps separate out the effects of population and climate change. The population-only map is even scarier than the combined map. Nearly all the world is bathed in red, with blue colors even rarer than before. Compared to it, the climate-only map seems almost benign, with roughly equal proportions of blue and red tones and even more in green. In other words, climate changes are expected to both harm and help water availability in different parts of the world, whereas population and economic growth harm it nearly everywhere.206 So even if our climate-change problems could somehow disappear tomorrow (and they won’t), we would still face enormous challenges to water supply in some of the hottest, most crowded places on Earth.


 Drinking Sh** 
It’s hard to imagine the world behind those red maps. To most people—especially living in cities—clean water is like oil and electricity: one of those things upon which they depend mightily yet give barely a passing thought. In my own city of Los Angeles, everyone will gladly pay a hundred dollars a month for cable television, yet would roar in protest if forced to pay that much for life’s elixir piped directly into their homes. When Governor Schwarzenegger declared a state of drought emergency, I studied my water bill closely for the first time in my life. For two months of clean drinking water, snared from faraway sources and delivered to my house by one of the world’s most expensive and elaborate engineering schemes, I was charged $20.67. I spend more on postage stamps.
If only everyone could indulge such ignorant bliss. While eight in ten people have access to some sort of improved water source,207 this globally averaged number masks some wild geographic discrepancies. Some countries, like Canada, Japan, and Estonia, provide clean water to all of their citizens. Others, especially in Africa, do so for under half. The worst water poverty is suffered by Ethiopians, Somalis, Afghanis, Papua New Guineans, Cambodians, Chadians, Equatorial Guineans, and Mozambicans.208 Even their statistics hide the most glaring divide—between cities and rural areas. Eight in ten urban Ethiopians have some form of improved water whereas just one in ten rural Ethiopians do.
As we saw in Chapter 3, cities empower efficient channeling of natural resources to people. It is far more economical to lay water pipes and sewerage in a densely populated area than to spread them across the countryside. For much of the world, even sewers are a luxury. Unbelievably, four in ten of us don’t even have a simple pit latrine. Small wonder that waterborne diseases kill even more people than our raging epidemic of HIV/AIDS. As Jamie Bartram of the United Nations World Health Organization writes:
Far more people endure the largely preventable effects of poor sanitation and water supply than are affected by war, terrorism, and weapons of mass destruction combined. Yet those other issues capture the public and political imagination—and public resources—in a way that water and sanitation issues do not. Why? Perhaps in part because most people who read articles such as this find it hard to imagine defecating daily in plastic bags, buckets, open pits, agricultural fields, and public areas for want of a private hygienic alternative, as do some 2.6 billion people. Or perhaps they cannot relate to the everyday life of the 1.1 billion people without access to even a protected well or spring within reasonable walking distance of their homes.209
Most experts agree that getting clean water to the world’s poorest people is largely a matter of money. According to the United Nations, the price tag for everyone to have safe, clean drinking water would be about $30 billion per year. But in the poorest countries, building water treatment plants and a network of pipes to move it is still prohibitively expensive, especially for rural areas. Well-intentioned foreign aid often fails to leave the cities of ruling elites. And while small, inexpensive water treatment technologies like ultraviolet purification hold promise, microprojects have failed to attract much interest from the big lenders. Water expert Peter Gleick, cofounder and president of the Pacific Institute, likes to point out that the World Bank and International Monetary Fund know how to spend a billion dollars in one place (on a big dam project, for example) but not how to spend a thousand dollars in a million places. But all too often, a thousand-dollar solution is what’s needed most. Getting clean water to people living in our most impoverished places remains an enormous challenge, with no clear solution on the horizon.

Another trend is further clouding the picture. Multinational corporations are increasingly moving to privatize and consolidate water supplies. Over the past decade, at least three—Suez, Veolia Environmental Services (formerly Vivendi), and Thames Water—have expanded into for-profit water delivery ventures all over the developing world. In early 2009 Germany’s industrial giant Siemens paid nearly $1 billion for U.S. Filter, the leading supplier of water treatment products and services in North America. Multinational giants like General Electric and Dow Chemical are also jumping into the water business, alongside other companies you’ve never heard of, like Nalco, ITT, and Danaher Corporation.
The benefit of this water-privatization frenzy is the expansion of modern water treatment and distribution facilities into impoverished places that desperately need them. However, these are for-profit companies, not public municipalities. In return for the new infrastructure, they must charge fees for the water in order to recoup building costs and generate profits for their shareholders. This is a familiar transaction in the developed world, where people are accustomed to paying for water, but is a radical shift in poor countries where municipal water supply—to the extent that it is available—is often free.
Control of life’s most essential natural resource by overseas multinational corporations is an abomination to people like Maude Barlow, author of Blue Gold and Blue Covenant.210 These books point out that to the poorest of the poor, even a few cents for water is unaffordable, forcing them to drink from polluted streams and ditches, fall sick, and die. Extrapolating the current globalization trend into the future, Barlow imagines the following in Blue Covenant:

A powerful corporate water cartel has emerged to seize control of every aspect of water for its own profit. Corporations deliver drinking water and take away wastewater; corporations put massive amounts of water in plastic bottles and sell it to us at exorbitant prices; corporations are building sophisticated new technologies to recycle our dirty water and sell it back to us; corporations extract and move water by huge pipelines from watersheds and aquifers to sell to big cities and industries; corporations buy, store, and trade water on the open market, like running shoes. Most importantly, corporations want governments to deregulate the water sector and allow the market to set water policy. Every day, they get closer to that goal.
Opponents of multinational companies are a passionate group, and especially when it comes to water. They protest that water privatization has become a key objective of the World Bank, and even of regional lenders like the African Development Bank and Asian Development Bank, with full buy-in from the United Nations and World Trade Organization. They accuse the World Water Council—purportedly an ideologically neutral platform to promote “conservation, protection, development, planning, management, and use of water in all its dimensions on an environmentally sustainable basis for the benefit of all life on Earth”211—as in fact being a subversive global champion of water privatization and business corporations. They organize resistance movements and sit-ins, losing a fight with Nestlé over a Poland Spring bottling plant in Michigan, winning another against Coca-Cola at Plachimada, India; and even street riots to force Bechtel out of Bolivia.212
Surveying the debate coolly from arm’s length, one can appreciate the benefits of the private-sector model. If countries cannot or will not deliver clean water to their citizens who desperately need it, and neither will the World Bank, then why not let private capital have a go? On the other hand, something does feel creepy about transferring control of life’s most basic requirement—clean drinking water—from local to overseas control, to corporations whose fiduciary responsibility lies first and foremost with their shareholders. Paying for water works fine in the developed world, but where people earn a dollar per day? Is water property, or human right? This battle continues on fronts all over the world, with no clear best path forward.
World population will grow by 50% in the next forty years, nearly all of it in the developing world and mostly in places that are already water-stressed now. This new population will also be wealthier and eat more meat, thus requiring higher per capita food production than today. To meet this projected demand for food and feed, we must double our crop production by 2050. Finding enough freshwater to support this, plus more industry, plus billions of new apartments, all while keeping the water clean as it cycles endlessly between our kidneys and the environment, is very likely the greatest challenge of our century.


 The Information Revolution 
Breakfasts at high-powered NASA meetings in Washington, D.C., were much less glamorous than I’d hoped. Rather than sampling astronaut food in a gleaming high-tech boardroom, I was hunched in a bland carpeted hallway at the Marriott, poking a half-empty platter of stale bagels. But I didn’t mind. I grabbed the last poppyseed and a cup of coffee and ducked into the cramped meeting room. My old grad-school roommate Doug Alsdorf, now a professor at Ohio State, was bellowing at us to take our seats. I found one and sat quickly. One of the smartest men I have ever known, radar engineer Ernesto Rodriguez from NASA’s Jet Propulsion Laboratory, was preparing to give us another update on our half-billion-dollar idea.
The water crisis is about more than failing crops and unsanitary conditions. It is also about information—or more precisely, the lack of it—for effective water management. Water is constantly on the move, but unbelievably, we have hardly any idea of where, when, or how much we have at any given moment. Our knowledge of Earth’s hydrology is extraordinarily data-poor. Other than large rivers, few streams are measured. Outside the United States and Europe, the vast majority of water bodies receive no hydrologic monitoring whatsoever. We have basically zero information for small lakes, cattle ponds, and wetlands. Even the water levels behind dams, while monitored by their operators, are seldom released to the broader public in many countries.
Because of this information gap, millions of people have no idea whether next week will bring lower water levels in their river or lake, or a raging flood. Emergency workers don’t know when a flood has peaked or how high it will go. Along many rivers even the weather isn’t a reliable predictor because upstream reservoirs release water at the command of dam operators, not rainstorms. In a complete reversal of their preexisting natural state, many of today’s rivers shrink, not swell, as they move downstream. In fits and starts, a gauntlet of diversions and dams sips them to death.
Since construction of the High Aswan Dam almost all flow in the Nile River is now either diverted for irrigation or evaporates away behind reservoirs. 213 Dams along Africa’s Volta River system can hold back or release more than four years’ worth of its total river flow. Water passage through the Euphrates-Tigris in the Middle East, the Mae Khlong in Thailand, the Río Negro in Argentina, and the Colorado in North America is similarly controlled. But hydrologic data are seldom released. Many countries even classify them, so their downstream neighbors can’t tell if they are complying with international water-sharing agreements.214
These are the reasons why our group of scientists and engineers were in that Washington, D.C., hotel room, and in other meeting rooms like it in Rome, San Francisco, Barcelona, Paris, Orlando, San Diego, Columbus, and Lisbon. There are now over five hundred of us in thirty-two countries, working on a bold new idea to globalize information about water resources, by measuring it everywhere and all the time, from space. The technology to do it is a satellite called a wide-swath altimeter. It uses a remarkable radar technology that Ernesto Rodriguez invented, called a “Ka-band radar interferometer” or KaRIn (named adorably after Ernesto’s wife). We’re going to put KaRIn into space, mounted on a satellite called SWOT.215
SWOT will point not one but two radars—tethered to each other by a thirty-foot boom—toward the Earth. Like two giant police radar guns they will stare down at the planet, zapping millions of rivers, lakes, coastlines, and other wet spots on its rotating face while hurtling through orbit at over fifteen thousand miles per hour. Even one SWOT satellite will stream three-dimensional water-level maps of the entire world, day and night. This technology will constantly scan the pulse of the planet’s plumbing. It will unveil its throbs and ebbs of circulating water in all their complexity for the first time. Then, we will post the data online for free.
Billions care about the fate and availability of their water. Especially where it is scarce, little information is available, and lives depend on it. Our satellite is currently wending its way through the political labyrinth of being approved, built, and launched. We are hoping it can be up and orbiting by 2018. But regardless of SWOT’s particular fate, I am confident that by 2050, its successors will have made globalized water resource information transparently available for everyone and everywhere on Earth, as has now been done very successfully with other kinds of satellite data.216 No more water secrets or scientific question marks. It will completely transform the way we study and manage our most vital natural resource.


 Wars over Water? 
It has become fashionable to declare water the “next oil,” over which the world is bracing to go to war in the twenty-first century. Googling “water wars” yields over three hundred thousand hits; the phrase is showing up in scholarly articles as well as newspaper headlines.217 “Fierce competition for freshwater,” said U.N. secretary general Kofi Annan in 2001, “may well become a source of conflict and wars in the future.” His successor, Ban Ki-Moon, in a 2007 debate of the U.N. Security Council, warned of water scarcity “transforming peaceful competition into violence,” and floods and droughts sparking “massive human migrations, polarizing societies and weakening the ability of countries to resolve conflicts peacefully.”218
International relations professor and journalist Michael Klare gets more specific. He expects four rivers in particular—the Nile, Jordan, Tigris-Euphrates, and Indus—to provoke “high levels of tension along with periodic outbreaks of violent conflict.”219 Those four are good picks. They are already oversubscribed, and shared between sworn enemies. The Jordan River’s water is divided among Israel, Jordan, Lebanon, Syria, and the occupied Palestinian territories. Tigris-Euphrates water is used by Iraqis, Iranians, Syrians, Turks, and Kurds. The Indus is shared by Afghanistan, China, India, Pakistan, and Kashmir. The Nile and its tributaries are controlled by eight other countries besides Egypt.
Virtually all of the water flowing down these four river systems is in use today. By 2050, depending on the basin, their dependent human populations will jump anywhere from 70% to 150%. This means that for a vast area, from North Africa to the Near East and South Asia, human demand for water is rapidly overtaking available supply. “Now at the dawn of the twenty-first century,” Klare warns, “conflict over critical water supplies is an ever-present danger.”220
Scary stuff. But will the world really go to war over water? Here is a pleasant surprise: History tells us that while international conflicts over water are very common, nearly all of them—at least so far—are peacefully settled. A close reading of history reveals that while water and violence are often associated, countries rarely resort to armed violence over water.221
Peter Gleick at the Pacific Institute and Aaron Wolf at Oregon State University maintain historical databases of past conflicts and their causes.222 These reveal a rich soap opera of tensions, conflicting interests, and contentious relations, but not outright war—at least not between sovereign countries or specifically over water resources. Most commonly, the violence they document identifies water as a tool, a target, or a victim of warfare—but not its cause.223
Remarkably, successful water-sharing agreements are common even between hydrologically stressed countries that go to war over other things. Wendy Barnaby, editor of Britain’s People & Science magazine, points out that India and Pakistan have fought three wars, yet always have managed to work out their water disputes through the 1960 Indus Water Treaty.224 The reason is purely rational: By cooperating, both countries are able to safeguard their core water supply. Water is too important to risk losing in a war. Israel’s water independence ran out in the 1950s, Jordan’s in the 1960s, and Egypt’s since the 1970s. But their wars have never been fought over water. It’s amazing, because these countries no longer have enough even to grow their food.
Instead, they all import someone else’s water . . . in the form of grain.


 The Virtual Water Trade 
The most skilled diplomats in the world couldn’t stop a water war if people were starving. What enables sworn enemies to coexist, with large and growing populations, along a dwindling dribble like the Jordan River? Ten million people living between it and the Mediterranean Sea, with barely enough water to grow a fifth of their food? The answer is global trade flows of food.
The single biggest users of water are not cities but farms. Fully 70% of all human water withdrawal from rivers, lakes, and aquifers is for agriculture.225 Because agricultural products require water to grow, they essentially have water resources “embedded” within them. The export and import of food and animals, therefore, amounts to the export and import of water.
This “virtual water trade” is the globalized-world solution to the ancient problem of having abundant water in some places and not enough in others.226 From the global perspective, it is also less wasteful. It takes far more water to grow an orange in the baking dry heat of Saudi Arabia than to grow the same orange in humid Florida. Hidden inside Mexico’s imports of wheat, corn, and sorghum from the United States is the import of seven billion cubic meters of virtual water a year. Not only does this help Mexico—now in its fifteenth year of drought—it also requires less water overall. To produce that same amount of grain domestically, Mexico would need nearly sixteen billion cubic meters of freshwater per year, almost nine billion more. That single trade relationship saves enough water to flood the entire United Kingdom under an inch and a half of standing water.
The virtual water trade is a little-discussed secret not publicized by political leaders. Most people don’t enjoy hearing that their country is food-dependent, or that it uses its water to support others. North America is the world’s biggest exporter of virtual water. Many countries—including much of Europe, the Middle East, North Africa, Japan, and Mexico—are net importers. Unbelievably, about 40% of all human water consumption is moved around in this way, embedded in global trade flows of agricultural and industrial products.227 Without these flows the world would look very different than it does today. Dry places would support far fewer people. Lacking distant markets, large areas of terrific farmland would either surge in population or become abandoned. Global trade may be bad for local economies, bad for energy consumption, bad for resource exploitation, bad for other things . . . but it’s also spreading the wealth—of water—around.

Despite its endless recirculation, there are parts of the hydrologic cycle that smell suspiciously like depletion of a finite natural resource. This is especially true for underground sources, collectively called groundwater.
Groundwater is a very attractive water source. Unlike rainfall and rivers, which have tiny holding capacity and variable throughput, aquifers hold large volumes and are relatively stable. Humans have dug wells for thousands of years—the Egyptians, Chinese, and Persians had them as early as 2000 B.C. However, wells more than seventy to eighty feet deep are a modern invention, brought about by centrifugal pumps and the internal combustion engine.228 In water-scarce areas this new technology quickly triggered a water-drilling boom, much like the oil-drilling boom described in the previous chapter. We became a horde of mosquitoes, piercing and probing the planet with steel proboscises in search of fluids.
Tapping subterranean water meant that farmers could convert drylands and deserts into lush, productive fields virtually overnight. Here’s a dirty little secret about the agricultural “green revolution” of the latter half of the twentieth century. The green revolution was brought about not only by new petrochemicals, hybrid seeds, and mechanized agriculture, but also by a massive ballooning in the pumping of groundwater to irrigate crops. In just fifty years the world’s irrigated land area doubled from 60 million acres in 1960 to 120 million and growing by 2007.229 Much of that irrigation water came from underground. Today, many farmers in California, Texas, Nebraska, and elsewhere are utterly dependent upon groundwater for their livelihoods.230
A common misconception about groundwater arises from photographs of headlamp-wearing spelunkers wading through mysterious dark pools in underground caverns. Actually an “aquifer” is rarely a subterranean river or pool but instead just a geological layer of saturated sediment or bedrock, the best material being porous sand.231 Water is removed from the aquifer by drilling a hole into the layer and installing a pump to raise water to the surface. This creates a cone of depression in the water table, causing surrounding groundwater to ooze through the porous matrix toward the borehole, providing a continuous water supply. Water raised from deep aquifers is normally reliable, clear, cold, and delicious. Deep aquifers don’t flood or go into drought. In some of our driest, most water-stressed civilizations, it is the discovery and tapping of giant aquifers—ancient relicts that took many thousands of years to form—that has watered cities and exploded lawns across deserts from Texas to Saudi Arabia.
The problem is that no one knew or cared where the groundwater came from. In the early days many drillers thought it was infinite, or replenished somehow by mysterious underground rivers. But because aquifers are ultimately recharged by whatever rainfall manages to percolate down from the surface, they refill slowly. If water is pumped out faster than new water can ooze in, the aquifer goes into overdraft. The water table drops and wells fail. Farmers drill deeper, then the wells fail again. Eventually the aquifer is depleted or lowered too far to raise, and becomes uneconomic.
We are now coming to appreciate just how widespread this problem is globally, by measuring small variations in the Earth’s gravity field precisely from space. In 2009 researchers using the NASA Gravity Recovery and Climate Experiment (GRACE) satellites discovered that despite natural recharge, groundwater tables in heavily irrigated parts of the Indian subcontinent are falling between four and ten centimeters per year, an unsustainable decline in an area supporting some six hundred million people.232
Most irreversible is groundwater overdrafting in our driest places. Not only do these aquifers have very low rates of rainfall recharge—and thus faster overdraft—but they are very often the main or only water source upon which people depend. Once gone, they take thousands of years to refill, or may never refill at all because they are relicts left over from the end of the last ice age. For all intents and purposes fossil groundwater, like oil, is a finite, nonrenewable resource. Eventually, the wells must run dry.


 Death of a Giant 
The Ogallala is a monster aquifer underlying no fewer than eight states across the western United States.233 Its existence had been known to High Plains ranchers and dryland farmers since the 1800s, but it wasn’t until the 1940s—with the arrival of modern pumps powered by electricity or natural gas—that the spigot could be opened wide. Since then, we have been pumping seven trillion gallons of cold, clear water out of the Ogallala Aquifer to irrigate circular center-pivot fields of wheat, cotton, corn, and sorghum across the Great Plains. This soon transformed over one hundred million acres of highly marginal land—much of it abandoned after the 1937 Dust Bowl—into one of the world’s most productive agricultural regions. From your airplane window or a Web-browser view from Google Earth, you can see for yourself the green circles stamped out across the Texas and Oklahoma panhandles through eastern Colorado, New Mexico, and Wyoming; and running north through Kansas and Nebraska all the way to southern South Dakota. Those verdant, neatly aligned disks are the telltale fingerprints of the Ogallala Aquifer.
Zoom in with your Web browser and you’ll see many of the disks are brown. By 1980 it was common knowledge that wells were falling fast in the Ogallala’s southern half. By 2005 large portions had fallen by 50 feet, 100 feet, even 150 feet, in southwestern Kansas, Oklahoma, and Texas. Wells in the wetter northern half were holding up fine thanks to much higher natural recharge rates, but the dry southern states, where the Ogallala water is mostly of Pleistocene age,234 was in serious overdraft. Wells began sputtering. Texas farmers, accustomed to feeding one or more center-pivot fields from a single well, began drilling several wells to support a single field.
In 2009 a team led by Kevin Mulligan, a professor of economics and geography at Texas Tech, completed a detailed study of just how fast Texas farmers are emptying out the southern Ogallala. Using a Geographic Information System (GIS), his team mapped thousands of wells throughout a forty-two-county area of northern Texas. They used the wells’ water-level and flow-rate data to calculate the remaining saturated thickness of the Ogallala, and how fast the water table is falling. From these data they constructed a series of maps projecting the remaining useful life expectancy of the aquifer, for ten, fifteen, and twenty-five years into the future.
The results were shocking. Texas’ Ogallala Aquifer is dropping an average of one foot per year and in some places as much as three feet per year. Many areas are careening toward a saturated thickness of just thirty feet, at which point the last wells will begin to suck air.235 These maps are incredibly precise—all of the thousands of individual wells and the green crop circles they support are shown—so the impending demise of the aquifer is mapped out in a very detailed way. Texas’ Parmo and Castro counties are plastered with center-pivot crops today, but their lush surface belies the situation below. Both counties are facing the abandonment of irrigated agriculture within the next twenty-five years.
Might the southern Ogallala be saved by sound conservation measures, like converting to drip irrigation? “We don’t see it,” snorted Mulligan to my question. It sounds great in theory, but his well data show that in practice, converting center pivots from sprinklers to dripping hoses doesn’t slow the speed of the Ogallala’s depletion. Instead, farmers just run their new drip systems longer so as to pull out the same volume of water, resulting in the same net drawdown. The hard fact is that there just isn’t any way to save an aquifer whose natural recharge is one-half to one inch per year, when it is being drawn down a foot or more per year. Ironically, the single biggest benefit of drip irrigation to farmers isn’t delaying the Ogallala’s death but ensuring it, by allowing access to its last remaining dregs.236 These wells are the final straws into a doomed giant once thought to be invincible.


 Oil and Water Truly Don’t Mix 
Everyone knows that it takes water to get food. Less obvious is how much energy it takes to get water (for pumping, moving, purifying, and so on). And hardly anyone grasps how much water is needed to get energy. But like hopeless lovers, water and energy are inextricably intertwined. Pressure on water resources, therefore, is intimately linked to pressures on coal, oil, and natural gas resources. Except for wind and certain forms of solar power, even renewable energy sources demand a lot of water.
Power plants—regardless of whether they run on coal, natural gas, uranium, biomass, garbage, or whatever—use water in at least two important ways: to make steam to turn a turbine and thus generate electricity; and to get rid of excess heat. The single greatest demand for water in the energy sector today is for the cooling of power plants. Over half of all water withdrawals in the United States alone, slightly more than for irrigating crops, are used for this purpose. That’s a half-billion acre-feet of water per year (enough to flood the entire country ankle-deep in water) to cool off our power plants. In some parts of Europe the percentage of water withdrawn for energy production is even higher.237
The total amount of water needed depends greatly on the fuel used, on plant design, whether the water is recycled, the type of cooling apparatus, and so on. But in all cases the volume of water needed to operate the power plant is large, even greater than the volume of fuel. This is why plants are sited next to water bodies or perched over large aquifers. It’s not uncommon to find a coal-fired power plant on a riverbank hundreds of miles from the nearest coal mine: It is cheaper to carry the coal to the water, rather than the other way around. The Three Mile Island nuclear power plant, site of the 1979 accident described in the previous chapter, really is on an island, stuck out in the middle of the Susquehanna River.
Power plants bite into water supply by reducing both its quality and its quantity. Water recycled back into a river is hotter than the water withdrawn, sometimes by as much 25°C.238 For plants located on large bodies of water like the ocean, this doesn’t introduce significant environmental harm. Putting hot water into a river or lake, however, degrades aquatic ecosystems for many reasons. Warm water holds less dissolved oxygen, slows the swimming speed of fish, and interferes with their reproduction. Desirable cool-water species like trout and smallmouth bass are replaced by warm-water species like carp.
The second problem is water consumption, meaning irrevocable water loss. Most power plants use “wet” cooling towers—or even open ponds—to deliberately evaporate water into the atmosphere, providing cooling in the same way that evaporating sweat cools your skin. Evaporation losses from power plants are much smaller than the total withdrawal but are still significant in water-stressed areas. In very dry places, it becomes increasingly difficult to guarantee enough water for cooling purposes at all.
In the first study of its kind, Martin Pasqualetti, a professor in the School of Geographical Sciences and Urban Planning at Arizona State University,239 scrutinized how much water consumption (i.e., evaporation) Arizona’s different energy technologies require in order to produce one megawatt-hour of electricity. What he found may surprise you:
Water Losses Embedded in Arizona Electricity Generation

From Pasqualetti’s data we learn that the water consumption of energy production is not only large, but varies tremendously depending on the type of energy being used. For example, a nuclear power plant evaporates about 785 gallons of water to generate one megawatt-hour of electricity, whereas natural gas power plants evaporate considerably less (especially modern combined-cycle plants, which evaporate about 195 gallons per megawatt-hour). This means that an average house in Phoenix, using twenty megawatt-hours per year, will unknowingly evaporate nearly 16,000 gallons of water if its electricity comes from a nuclear power plant, but only about 3,900 gallons if it comes from a combined-cycle natural gas plant. More virtual water.
To put that number into perspective, 15,000 gallons is roughly what a typical Phoenix household with irrigated landscaping uses in two weeks. So this “embedded” water is not an enormous amount, but still significant in such a dry place. But the big surprise here is that in terms of electricity generation, hydropower, of all things, is the worst water waster,240 followed by concentrated solar thermal (CSP) technology, then nuclear. Arizona does not grow biofuel crops, but other studies show biofuels are even worse than hydro in terms of water consumption.241 Thus biofuels, hydropower, and nuclear energy, while hailed for being carbon-neutral (or nearly so), are worse even than coal when it comes to water consumption. Of the renewables, only wind and solar photovoltaics are truly benign—something, Pasqualetti points out, that would make solar photovoltaics more cost-competitive if the price of the saved water was taken into account.
The water-energy nexus works both ways. Examined in the opposite direction, energy is needed at every step along the way to deliver clean water to a house. Take again, for example, our typical Phoenix home, which consumes about an acre-foot of water per year. It requires two megawatt-hours of electricity—roughly 10% of the home’s total energy use—to pump that acre-foot uphill from the Colorado River some two hundred miles away, purify it, and pressurize it locally. But those megawatt-hours never appear on any electric bill; they are embedded within the water bill itself. Remarkably, almost all the cost of providing drinking water to Phoenix households is for the energy embodied within it, not for the water.
“Indeed,” says Pasqualetti, “water and energy are married to one another. Water is needed in electrical generating stations if they are to run efficiently. Energy, on the other hand, is needed to provide our houses with safe drinking water. How much of each commodity is needed to provide the other is something not well appreciated by the public.”242
It is something not well appreciated by politicians and planners either. Instead of recognizing this marriage between energy and water, their respective planning and regulatory agencies are almost always totally separate entities. “Energy analysts have typically ignored the water requirements of their proposed measures to meet stated energy security goals. Water analysts have typically ignored the energy requirements to meet stated water goals,” concluded a recent Oak Ridge National Laboratory report.243 Historically we have gotten away with this thanks to cheap water, cheap energy, or both. That cushion will continue to narrow as supplies of both tighten out to 2050.

One of the most widely anticipated outcomes of climate change is that the Hadley Cell circulation will weaken slightly and expand. This appears not only in a broad range of climate model projections for the future, but also from historical data extending three decades into the past.244 The effect of this is the spawning of more clouds and rain in the tropics, but even drier conditions and a poleward expansion of the two desert blast zones straddling both hips of the equator. Precipitation futures are notoriously difficult to project, but this is one of those things about which all the climate models agree. Put simply, many of the world’s wet places will become even wetter, and its dry places even drier.
Rainfall will increase around the equator, but decrease across the Mediterranean, Middle East, southwestern North America, and other dry zones. Rivers will run fuller in some places and lower in others. One highly regarded assessment tells us to get ready for 10%-40% runoff increases in eastern equatorial Africa, South America’s La Plata Basin, and high-latitude North America and Eurasia, but 10%-30% runoff declines in southern Africa, southern Europe, the Middle East, and western North America by the year 2050.245 Through the language of statistics, these models are telling us to brace for more floods and droughts like the ones in Iowa and California.


 The Great Twenty-first-Century Drought? 
Part of the explanation for the many floods and droughts that happened around the world in 2008 was that it was a La Niña year, meaning that sea surface temperatures (SSTs) in the eastern half of the tropical Pacific Ocean cooled off. This triggered, among other things, dry conditions over California, contributing to its ongoing drought (her counterpart, El Niño, is associated with warm SSTs and wetter conditions there). Through connections between the sloshing ocean and the atmosphere, this “Little Girl” had impacts on human water supply that reverberated worldwide.
My UCLA colleague Glen MacDonald, an expert in the study of prehistoric climate change, is deeply concerned that something like the 2008 La Niña could happen again—but persisting for decades rather than months. In fact, MacDonald and his students believe the American Southwest, in particular, could be struck by a drought worse than anything ever seen in modern times. From shrunken tree-rings and other prehistoric natural archives, they have assembled a growing body of evidence that the region suffered at least two extended “Perfect Droughts” (coined by MacDonald to describe periods when Southern California, northern California, and the upper Colorado River Basin all experienced drought simultaneously) during medieval times.246 These Perfect Droughts were as bad as or worse than the Dust Bowl but lasted much longer, persisting as long as five to seven decades (the Dust Bowl lasted barely one). These prehistoric data tell us that this heavily populated region is capable of experiencing droughts far worse than anything experienced since the first European explorers arrived.
One reason for these massive prehistoric droughts was that between seven hundred and nine hundred years ago temperatures rose. The increase was similar to what we are beginning to see now but not so high as what climate models are projecting by 2050. The reason for the medieval temperature rise (fewer volcanic eruptions plus higher solar brightness) was different from what’s happening today, but it nonetheless provides us with a glimpse of how our planet might respond to greenhouse warming.247
Not only did the medieval climate warming increase the drying of soils directly, it may also have altered an important circulation pattern in the Pacific Ocean, by shifting relatively cool water masses off the western coast of North America for many decades at a time (this would be a prolonged negative phase of the so-called “Pacific Decadal Oscillation,” an El Niño- like oscillation in the northern Pacific that currently vacillates over a 20-30-year time scale). This likely created pressure systems driving rain-bearing storm tracks north, rather than south, across the western United States, triggering drought conditions in the American Southwest. Should the projected rise in air temperatures cause the Pacific circulation to behave like this again, the prolonged medieval megadroughts could return. Similar connections between shifting sea-surface temperatures and geographic rainfall patterns over land exist for the Atlantic and Indian oceans as well.
MacDonald points out that by the time Schwarzenegger declared a state of emergency in 2009, most of the southwestern United States was actually in its eighth year of drought, not third. “Arguably, we are now into the great Twenty-first Century Drought in western North America,” he mused to me. “Could we be in transition to a new climate state? Absolutely. Should we be worried? Absolutely.” His concerns are echoed by Richard Seager at Columbia University’s Lamont-Doherty Earth Observatory. In a widely read Science article,248 Seager and his colleagues showed consensus among sixteen climate models that projected greenhouse warming will drive the American Southwest toward a serious and sustained baking. Their result, of course, is dependent on the group of models analyzed, and the simulation is imperfect because today’s coarse-scale climate models don’t represent mountainous areas very well (e.g., the Rockies, which produce most of the region’s snowpack water). But if these model projections prove correct, then the drought conditions associated with the brief American Dust Bowl could conceivably become the region’s new climate within years to decades.


 Risky Business 
“Stationarity Is Dead,” announced another Science article in 2008, sending a cold shiver through the hearts of actuaries around the world.249 A hydrology dream team of Chris Milly, Bob Hirsch, Dennis Lettenmaier, Julio Betancourt, and others had just told them that the most fundamental assumption of their job description—reliable statistics—was starting to come apart.
Stationarity—the notion that natural phenomena fluctuate within a fixed envelope of uncertainty—is a bedrock principle of risk assessment. Stationarity makes the insurance industry work. It informs the engineering of our bridges, skyscrapers, and other critical infrastructure. It guides the planning and building codes in places prone to fires, flooding, hurricanes, and earthquakes.
Take river floods, for example. By continuously measuring water levels in a river for, say, twenty years, we can then use the stationarity assumption to calculate the statistical probability of rarer events, e.g., the “fifty-year flood,” “hundred-year flood,” “five-hundred-year flood,” and so on. This practice, while creating enormous misunderstanding with the public,250 has also made us safer. Hard statistics, rather than the whims of developers or mayors, are used to design bridges and for zoning. But flood prediction, and most other forms of natural-hazard risk assessment, rest on the core assumption that the statistics of past behavior will also apply in the future. That’s stationarity. Without it, all those risk calculations go straight out the window.
A growing body of research is showing that our old statistics are starting to break down. Climate change is not the sole culprit. Urbanization, changing agricultural practices, and quasi-regular climate oscillations like El Niño all influence the statistical probabilities of flooding. However, the dream team’s paper and others like it251 tell us that climate change is fundamentally altering the statistics of extreme floods and droughts, two things of enormous importance to humans. “In view of the magnitude and ubiquity of the hydroclimatic change apparently now under way,” they wrote, “we assert that stationarity is dead and should no longer serve as a central, default assumption in water-resource risk assessment and planning. Finding a suitable successor is crucial for human adaptation to changing climate.”252
Unfortunately, we have no good replacement for stationary statistics yet, certainly nothing that works as well as they once did. Moreover, there has been hardly any basic research done in this area since the 1970s. We can’t just invent a completely new branch of mathematics and train a new generation of water experts in it overnight. “Water resources research has been allowed to slide into oblivion over the past thirty years,” Lettenmaier growled later in a separate editorial. “Certainly the profession has been slow to acknowledge these changes and acknowledge that fundamentally new approaches will be required to address them.”253 So even as we’re beginning to grasp the enormity of this problem, we presently have no clear replacement for our old way of doing things. Until we find one, risks will be harder to predict and to price. We can expect insurance companies to react accordingly. In 2010, after failing to win a nearly 50% rate increase from state regulators, Florida’s largest insurance company abruptly canceled 125,000 homeowner policies in the state’s hurricane-prone coastal regions, saying the recent series of devastating hurricanes had rendered its business model unworkable. 254 Get ready for higher premiums, uninsurable properties, and failed or overbuilt bridges.


 Nonreturnable Containers 
Changing drought and flood statistics are not the only way that rising greenhouse gases harm our water supply. All of our reservoirs, holding tanks, ponds, and other storage containers are trifling compared to the capacity of snowpacks and glaciers. These are free-of-charge water storehouses, and humanity depends upon them mightily.
Snow and ice hoard huge amounts of freshwater on land, then release it in perfect time for the growing season. They do this by bulking up in winter, then melting back in spring and summer. They are the world’s hugest water-management system and, unlike a dam reservoir, displace no one and cost nothing. Glaciers (and permanent, year-round snowpacks) are especially valuable because they outlast the summer. This means they can hoard extra water in cool, wet summers, but give it back in hot, dry summers, by melting deeply into previous years’ accumulations. Put simply, glaciers sock away water in good years when farmers need it least, and release water in bad years when farmers need it most. Glaciologists call these “positive mass-balance” and “negative mass-balance” years, respectively, and they are a gift to humanity. Glaciers keep the rivers full when all else is dry. They are the ultimate sunny-day fund.
If you read the news, then you already know that many of the world’s glaciers are beating a hasty retreat, whether through warmer temperatures, less precipitation, or both. Ohio State University’s glaciologist power-couple Lonnie Thompson and Ellen Mosley-Thompson have been photographing the deaths of their various study glaciers since the 1970s. Some of these are even wasting away at their summits, which is a death knell for a glacier. There are ski resorts in the Alps trying to save theirs by covering them with reflective blankets. Most glaciologists expect that by 2030, Montana’s Glacier National Park will have no glaciers left at all.
Seasonal snowpack, which does not survive the summer, cannot carry forward water storage from year to year like glaciers do, but it is also a critically important storage container. It creates a badly needed time-delay, releasing water when farmers need it the most. By holding back winter precipitation in the form of snow, the retained water flows downstream to farmers later, in the heat of the growing season. Without this huge, free storage container, this water would run off uselessly to the ocean in winter, long before growing season. Rising air temperatures harm this benefit, both by increasing the prevalence of winter rain (which is not retained) and by shifting the melt season to earlier in the spring. Because the growing season is determined not only by temperature but also the length of daylight, farmers are not necessarily able to adapt by planting sooner. By late summer, when the water is needed most, the snowpack is long gone.
This seasonal shift to earlier snowmelt runoff portends big problems for the North American West and other places that rely on winter snowpack to sustain agriculture through long, dry summers. California’s Central Valley—the biggest agricultural producer in the United States—depends heavily on Sierra snowmelt, for example. But the long-term projection for health of the western U.S. snowpack is not good. It has already diminished in spring, despite overall increases in winter precipitation, in many places.255 By late 2008, Tim Barnett at the Scripps Institute of Oceanography and eleven other scientists had definitively linked this phenomenon to human-caused climate warming. This is not good news, they wrote in Science, warning of “a coming crisis in water supply for the western United States” and “water shortages, lack of storage capability to meet seasonally changing river flow, transfers of water from agriculture to urban uses, and other critical impacts.”256
High-profile research like this does not go unnoticed by policy makers. One response is to build more reservoirs, canals, and other engineering schemes to store and move water. China is now planning fifty-nine new reservoirs in its western Xinjiang province to retain water from glacier-fed rivers. In 2009, U.S. Interior Secretary Ken Salazar announced $1 billion in new water projects across the American West, with over a quarter-billion going to California alone.257
Thus begins our new technological race—to adapt to a shrinking water storage capacity, once provided for free by snow and ice. But it is important to understand that no amount of engineering can replace that storage. Think back to I. A. Shiklomanov (p. 86), his huge container of ice, and trifling container of surface water. Even if we quadrupled the world’s reservoirs, they wouldn’t come remotely close to replacement. And even if they did, we’d still end up with less water: Unlike snow and ice, water evaporates like crazy from open reservoirs.
We can’t hold it all back. More of the world’s water is leaving the mountains to run to the sea.


 Into the Sea 
It’s abnormal to be thinking about melting glaciers when standing on a nice sunny beach during holiday break. But this was no ordinary beach and no ordinary holiday. It was Christmas 2005, and I and other members of the Smith family were staring dumbly at the bones of what had once been my aunt and uncle’s house, a dozen blocks inland from the Mississippi coast. With the ease of a kid blowing foam across a cup of hot chocolate, Hurricane Katrina had thrown a wall of water—a storm surge—right through their lovely Biloxi neighborhood.
The place was a deserted war zone. Houses smashed to splinters, cars crushed and tossed into swimming pools. Nearer the beach, there were no house bones at all, just smooth rectangles of white concrete, scrubbed and gleaming to show where million-dollar homes had once stood. It was four months since the hurricane but the place was abandoned. No one was hauling away debris, no sound of hammering nails. All was silent except for the songbirds, cheeping and squabbling amid the wreckage. To them it was just another beautiful day on the American Gulf Coast.
In devastated New Orleans, ninety miles to the west, we saw a similar abandonment of entire neighborhoods. There were blocks and blocks of leaning houses, trashed and dark except for the colorful graffiti of rescue-worker symbols. The hieroglyphs recorded each house’s history in spray paint—the date searched, any noted hazards, whether any human bodies had been found. Living in one home was a pack of feral dogs.
So that is why, while standing on a gorgeous sunny beach, I was thinking about glaciers. In smashing my uncle’s former home, Hurricane Katrina had made the dry statistics of my field feel real—on a personal, visceral level. Although glacial melt hadn’t caused Katrina, I was thinking about the indelible control the world’s ice holds over our coastlines. When the glaciers grow, oceans fall. When they shrink, oceans rise. Oceans and ice have danced in this way, embraced in lockstep, for hundreds of millions of years. From my geophysical training I knew this. From my own research and that of colleagues, I knew how quickly the world’s glaciers were retreating. And for miles inland behind me, and hundreds of miles along the coast in either direction, the ground on which I stood lay barely above the surf. I had understood all this before in abstraction, but this endless plain of destruction made it real.
Global sea levels are now steadily rising nearly one-third of a centimeter every year, driven by melting glacier ice and the thermal expansion of ocean water as it warms.258 There is absolutely no doubt about this. There is absolutely no doubt that it will continue rising for at least several centuries, and probably longer. Sea-level rise really is happening. The big unknowns are how fast, whether it will progress smoothly or in jerks, and how high the water will ultimately go.
We shall explore the scary possibilities of fast sea-level rise in Chapter 9; for now, let’s stick to conservative models and what has been measured thus far. In the 1940s, global average sea level was about ten centimeters lower than today, but was rising more than 1 millimeter per year (a brisk rate at the time). It is currently rising 2-3 millimeters per year, and that number is projected to grow by around 0.35 millimeters for each additional degree Celsius of climate warming.259
Depending on whose model you like, this means we are looking at around 0.2-0.4 meters of sea level rise by 2050, or calf-deep. The state of California has just begun damage assessment and planning for 0.5 meters by that time,259,260 around knee-deep. And 2050 is just the beginning. By century’s end, global sea level could potentially rise from 0.8 to 2.0 meters.261 That’s a lot of water—up to the head of an average adult. Much of Miami would be either behind tall dikes or abandoned. Coastlines from the Gulf Coast to Massachusetts would migrate inland. Roughly a quarter of the entire country of Bangladesh would be underwater.
When oceans rise, all coastal settlements face challenges. Higher sea levels expand the inland reach and statistical probability of storm surges like the one Hurricane Katrina blew into the Gulf Coast. Decidedly unhelpful is a two-in-three chance that climate warming will make typhoons and hurricanes more intense than today, with higher wind speeds and heavier downpours.262 And just as we saw for water supply, there are other, nonclimatic actors that make the problem even worse. In fact, all four of our global forces are conspiring to place some of the world’s most important cities at risk.
Most of the world’s largest and fastest-growing urban agglomerations—like Mumbai, Shanghai, and Los Angeles—are globalized port cities on the coasts. Their populations and economies are rising fast. Demographers and economic models tell us they will grow even more over the next forty years.
Particularly in Asia, many of these great cities are located on “megadeltas,” enormous flat protrusions of mud and silt that grow where large rivers drop off their carried sediment upon entering and dissipating into the ocean. These piles of sediment are ferociously attacked by the ocean’s waves and storm surges, but the rivers keep dumping more. Like giant conveyer belts of cement, they keep trundling material to the river mouths—often from thousands of miles inland—to overwhelm the ocean’s defenses. Over centuries to millennia, the rivers grow the land out.
These deltas have always attracted humans. Farmers love their thick, rich soils that are also flat, well-watered, and have few rocks. Ships can ply both oceans and continental interiors. The river brings in freshwater for towns and cities, then carries their wastes off to the sea. A delta’s flat terrain is appealing to build on; the surrounding swamps and forests are teeming with fish and wildlife.
The problem, of course, is that the very existence of deltas is maintained by the constant sedimentation from flooding and back-and-forth migration of their rivers. They are full of low-lying swales that inundate readily. As human settlements grow, there is increasing pressure to expand into these dangerous areas. This happens not only with deltas but urbanizing river floodplains as well, like Cedar Rapids in Iowa. Flood damages therefore rise as development pushes into low-lying swamps considered too dangerous before. The reason Katrina spared New Orleans’ historic French Quarter is that it was the first place to be colonized: Even in 1718 people knew to perch their houses on that crescent-shaped sliver of natural levee, piled a few feet higher than the nearby swamps where the Upper Ninth Ward would drown nearly two centuries later.
As delta cities grow and their rivers become oversubscribed or polluted, they start pumping their groundwater resources. Groundwater removal—from what is essentially a pile of wet mud—causes the delta sediments to compact and settle, lowering the delta’s elevation closer to that of the sea. Even in the absence of groundwater pumping, some settling is normal. In a natural system, this settling is compensated by fresh blankets of silt laid down by floods. But the dikes and levees built to protect delta cities also prevent these fresh reinforcements from arriving. Farther upstream, dams thrown across the river snare the delta’s lifeblood of new sediment. Dam operators groan and search their budgets for dredging money. The conveyor belt is cut. Hundreds of miles downstream, the ocean starts taking back the land.
Important delta cities are found all over the world. They face the triple threat of rising oceans, sinking land, and sediment-starved coastlines. Without replenishment their coasts are washing away, bringing ocean wave energy and storm surges ever closer to the sinking cities. When combined with projected trends of rising sea level, population, and economic power, this puts some of the world’s most populous and prosperous places in harm’s way.
The risk assessment study on the next page was recently commissioned by the OECD.263 The study considered all 136 of the world’s major port cities holding one million people or more. As of 2005, about forty million people living in these cities were considered to be living in places at direct risk from flooding. The total economic exposure to flooding—in the form of buildings, utilities, transportation infrastructure, and other long-lived assets—was about USD $3 trillion, or 5% of global GDP.264 Under current trajectories of population growth, economic growth, groundwater extraction, and climate change, by the 2070s the total exposed population is forecast to grow more than threefold, to 150 million people. The economic exposure is forecast to rise more than tenfold, to USD $35 trillion, or 9% of global GDP. Of the top twenty major at-risk cities, exposed human populations could rise 1.2- to 13-fold, and exposed economic assets 4- to 65-fold, by the 2070s. Three-quarters of these major cities—nearly all of them in Asia—are found on deltas. Clearly, we are about to begin paying great attention to a new kind of defense spending. It’s called coastal defense.
 Top Twenty World Port Cities Most Vulnerable to global Sea Level Rise, Hurricanes, and Land Subsidence

(Sources: R.J. Nicholls, OECD, 2008)


 Imagining 2050 
The trends I’ve described—rising water demand; oversubscribed and/or polluted water sources; reduced time-delays and free storage from snow and ice; sharper floods and droughts that are also harder to predict and insure against; the competitive marriage of water to energy; and booming port cities on increasingly risky coasts—all stem from our four global forces of demographics, natural resource demand, globalization, and climate change.
Whether for-profit multinational corporations offer the best solution for tackling water quality problems in impoverished countries remains an open question that is heatedly debated. However, global trade flows of “virtual water” embedded in food, energy, and other goods are already smoothing out some stark water inequities around the world. Compared with other irritants, international water disputes have seldom led to war. Continued economic integration could foment even better water management across borders—especially when nudged along by free hydrologic data measured from space and posted openly on the Internet. Finally, the not-so-far-fetched possibility that new international trade flows in water—not just virtual but actual, physical water—could emerge as a partial solution for some water-stressed places that will be explored further in Chapter 9.
Looking ahead to the next forty years, it’s not hard to see where the big pressure points lie. Joseph Alcamo directs a research institute at the University of Kassel dedicated to exploring different possible futures for humanity’s water supply. To do this they built WaterGAP,265 a sophisticated computer model incorporating not only climate change and population projections but also other factors like income, electricity production, water-use efficiency, and others. WaterGAP is thus a powerful tool for simulating a range of possible outcomes depending on the choices we make.
A typical, “middle-of-the road” WaterGAP scenario is shown here for 2050.266 Regardless of how the WaterGAP model parameters are twiddled, the big picture is clear: The areas where human populations will be most water-stressed are the same areas where they are water-stressed now, but worse. From this model and others, we see that by midcentury the Mediterranean, southwestern North America, north and south Africa, the Middle East, central Asia and India, northern China, Australia, Chile, and eastern Brazil will be facing even tougher water-supply challenges than they do today. One model even projects the eventual disappearance of the Jordan River and the Fertile Crescent267—the slow, convulsing death of agriculture in the very cradle of its birth.

Computer models like these aren’t built and run in a vacuum. They are built and tuned using whatever real-world data scientists can get their hands on. Take, for example, the western United States. In Kansas, falling water tables from groundwater mining is already drying up the streams that refill four federal reservoirs; another in Oklahoma is now bone-dry. These past observed trends, together with reasonable expectations of climate change, suggest that over half of the region’s surface water supply will be gone by 2050.268 Kevin Mulligan’s projection of the remaining life of the southern Ogallala Aquifer requires no climate models at all—it simply subtracts how much water we are currently pumping from what’s left in the ground, then counts down the remaining years until the water is gone.
In the United States, the gravest threat of all is to the Colorado River system, the aorta of water and hydropower for twenty-seven million users in seven states and Mexico. It supplies the cities of Los Angeles, Las Vegas, Tucson, and Phoenix. It irrigates over three million acres of highly productive farmland. Global climate models almost unanimously project that human-induced climate change will reduce Colorado River flows by 10%-30%269 and already, its water is heavily oversubscribed.
More water is legally promised to the Colorado’s various shareholders than actually flows in the river.270 Its left and right ventricles are Lake Mead and Lake Powell, two enormous reservoirs created by the Hoover and Glen Canyon dams, respectively. They haven’t been full since 1999. A bitter combination of high demand, high evaporation, and falling river flows has thrown the Colorado River system into a massive net deficit of nearly one million acre-feet per year, enough water for eight million people. By 2005, Lake Powell was two-thirds empty and almost to “dead pool” (the elevation of its lowest outlet, below which no water can be released by the dam and it ceases to function).271 This desiccation stranded marinas and boat docks on dry land and left a white bathtub ring some ten stories high on Lake Powell’s newly exposed canyon walls. “It was as though in four years . . . Lake Powell had simply vanished,” wrote James Lawrence Powell of his namesake in Dead Pool.
I’m glad humanity has a decent track record with things like settling water disputes with courts rather than missiles, and exporting food from the places that have water to the places that don’t: If any of these model forecasts are correct, we’re going to need it. Humans currently withdraw about 3.8 trillion cubic meters of water annually, and are projected to require more than six trillion in the next fifty years. To serve India’s expected 2050 population of 1.6 billion, even with improved water efficiency, will require a near-tripling of its water supply. Farmers, energy utilities, and municipalities are all in competition for water. Put it all together and the numbers don’t add up. Something will have to give.
The survival of California’s thirsty dry cities—like Los Angeles and San Diego—seems all but guaranteed. Their populations and economies are growing briskly. Despite annual sales of over USD $30 billion, California agriculture still contributes less than 3% to the state’s economy—and cities use far less water than irrigated farms. Even with climate changes and a projected 2050 population of about 20 million, there will still be ample water for Angelenos and San Diegans to drink and shower and cook. Ample water for California farmers, however, is far less assured.
Forced to choose, cities will trump agriculture. Farmers will either lose or sell their historic water rights. Croplands will return to desert. The first signs of an urban takeover have already begun: After years of lawsuits, farmers of California’s Imperial Valley were forced to sell two hundred thousand acre-feet of their yearly Colorado River water allocation to San Diego in 2003. That fallowed twenty thousand acres of farmland. By early 2009 the Metropolitan Water District—supplier of twenty-six cities throughout Southern California—was trying to buy seven hundred thousand acre-feet more.272
Cities versus farmers: the real Water Wars.


PART TWO
 THE PULL


CHAPTER 5
Two Weddings and a Computer Model
My adoptive groomsman, whom I’d just met the night before, cracked open the church door and peeked anxiously out at the parking lot. It was a sorry mess of black asphalt, lingering slush, and streaming water. Some early guests were sitting in their cars, peering through their headlights for a dry way into the church. It was early afternoon but very dark. I’d expected dim—we were, after all, just three hundred miles shy of the Arctic Circle in the middle of winter—but not this. The expected reflective blanket of fluffy white snow was gone. My dress socks were wet and cold. We’d strategically timed our wedding day for the prettiest, whitest, most winter-wonderland month of the year. But instead, in the middle of February, some five hours north of Helsinki, a thousand miles northeast of London, and almost twenty degrees of latitude north of Toronto—there was only a steady downpour of rain.
More precisely it was our first wedding day, taking place across the Atlantic for my new European family and friends. Our second wedding day—for American families and friends—was a month later in the sunny desert resort of Palm Springs, California. Mid-March is peak tourist season in Palm Springs, with infallible blue skies and flawless temperatures hovering in the 70s. We had booked all outdoor venues for the day’s events. Our tremulous queries about tents and patio heaters—just in case of a weird-weather repeat—were politely but firmly dismissed. The weather here is always perfect in March, we were told. That’s why people pay twice as much to come then.
You know what happened next. A line of fat squalls sprayed cold rain onto our guests’ unprotected heads. By the time the lasagna came out, the temperature had plunged fifteen degrees. We did manage to scrounge up four patio heaters somehow, around which the jacketless masses could huddle. We were shocked and upset—again—by freaky weather. But just like our sub-Arctic celebration, the crowd’s good spirits soon prevailed. Both ceremonies went on as planned. Cakes were cut, dances were danced, and good times were had by all.
I shouldn’t have been so surprised. While there will always be some weird weather happening somewhere, my wedding experiences were consistent with everything we know about the statistics of climate change. I had described such phenomena many times (though as probabilities, not specific occurrences) to thousands of students in my lectures at UCLA. From my research and travels to the NORCs, plenty of people had told me about bizarre rains in the depths of winter. After a while I’d even become bored with it—one can only listen to so many bizarre-weather stories before it just isn’t new information anymore.
In the previous chapter, we explored how the statistical norms of flood and drought frequency are changing, and how they might become more intense in the future. Now it is time to discuss rising air temperatures in the North—even in the dead of winter and at very high latitudes. Indeed, this phenomenon is a central interest throughout the rest of this book.

Four facts about global climate change need to be made very clear.
The first is that any process of climate change—both natural and man-made—unfolds erratically over time. In fact, its behavior is not unlike that of the stock market.
As every investor knows, long-term trends in the stock market are overprinted with short-term fluctuations. We don’t normally assume that share prices will move smoothly up or smoothly down. Instead, and usually within days, we expect they will reverse, before reversing again, and so on. Wise investors accept this short-term volatility as being largely unpredictable, yet bank on the existence of an underlying long-term trend to guide their overarching portfolio strategy. They say that while short-term markets react to unpredictable things like profit-taking, news reports, and God-knows-what, a long-term trend is more fundamental. And indeed, they are right. Throughout modernity the long-term trend has been for stock values to rise. Its underlying driver is growth of the real economy, fueled by the steady rise of human population and prosperity.
The long-term trend for the Earth’s climate, for at least several centuries, is rising air temperatures in the troposphere (lower atmosphere). Its underlying driver is radiative forcing commanded by the steady rise of carbon dioxide and other greenhouse gases produced as by-products of human activity. Because carbon dioxide, in particular, can linger in the atmosphere for many centuries this buildup is, for all intents and purposes, permanent.273 Over the long haul, the world’s global average temperature must go up. As shown in Chapter 1, the physics of this has been known since Svante Arrhenius’ work in the 1890s.
Beyond this broad, average trend, however, the warming process gets more complicated. Our planet is not simply a dry rock with a sunlamp shining on it. The additional heat trapped by greenhouse gases is absorbed, released, and moved around the planet by sloshing ocean currents and turbulent air circulation patterns. Living things breathe air in and out, and store or release carbon—a fundamental ingredient of CO2 and CH4 greenhouse gases—in their tissues. When the ground is bare, it absorbs sunlight, causing local heating. When snow-covered it reflects, causing local cooling. Volcanic eruptions punch aerosols into the stratosphere, shading and cooling the planet for a few years until they dissipate.274 The energy output of the Sun waxes and wanes slightly. All of these little and not-so-little natural mechanisms and feedbacks are to climate change what profit-taking, insider trading, and short sellers are to the stock market. They muck up the underlying greenhouse forcing trend, overprinting it with shorter fluctuations that rise and fall, then rise again.275 If not for this natural variability, we’d have caught on to the deeper greenhouse signal even sooner than we did.
Any competent financial planner will tell you that the road to secure retirement is paved with market drops. Any competent climate scientist will tell you that our road to a hotter planet will be paved with cold snaps, even record-breakers. But unfortunately, when it comes to communicating this to the general public, we scientists have done a poorer job of it than financial planners. Perhaps it’s not surprising, therefore, that so many people will glance outside at the bitter cold and scoff at global warming—even as they log on to E-Trade to buy up the latest stock market dip.
The second important fact about climate change is that its geography is neither always global nor always warming. To be sure, it is mostly global and mostly warming. But because of the many complex natural mechanisms and feedbacks that inject themselves into the process, the final climatic manifestations of greenhouse forcing vary greatly in spatial pattern. Climate change is not only erratic in time, like the stock market, but also in geography. A globally averaged temperature increase of one degree Celsius does not mean temperatures rise everywhere around the globe by one degree Celsius. That’s just the average. Some places will heat up a great deal, others won’t or might even cool. Summing them all together gets you to the +1°C global average. But that seemingly small number masks some stunning differences around the world.
Consider the map below. It is a projection of our future temperature changes by the middle of this century. Some places are warming hugely but other places hardly at all.276 Why is this? Has some climate model gone haywire?

This map is not an oddball, but just one of a family of nine related maps released by the latest IPCC Assessment.277 They all show irregular geographic patterns and appear together on the following page in a three-by-three grid. From left to right they plot out a three-stage timeline for our century, with average, smoothed-out temperature changes apparent by 2011-2030, by 2046-2065, and by 2080-2099. Like the single map on page 126, each one is actually produced from not one but many climate models—much like a stock index—thus capturing where the models robustly agree rather than the quirks of any particular climate model over another.
Each of the three rows corresponds to a different concentration of greenhouse gas in the atmosphere. That, in turn, rests on all sorts of things, from political leadership to energy technology to gross domestic product. Rather than try to predict which outcome will actually transpire, the IPCC instead calculates outcomes for numerous possible social paths (called SRES scenarios 278), of which three are shown here. The first outcome (top row) may be described as a highly globalized world, with population stabilizing by midcentury and an aggressive transition to a modern information and service economy. This scenario (known to climate scientists as “B1”) is labeled “optimistic” on the figure.279 The second outcome also assumes a stabilizing population and fast adoption of new energy technologies, but with a balance of fossil and nonfossil fuels. That future (called “A1B” by climate scientists) is labeled “moderate.” The third outcome assumes a very divided world with high population growth, slower economic development, and slow adoption of new energy technology. This future (called “A2”) is labeled “pessimistic.”
The third important fact about global climate change is revealed by comparing these three rows of maps. They show that, regardless of technology path, we are already locked in to some degree of warming; but by century’s end, the actions or inactions taken now to curb greenhouse gas emissions really will matter enormously. By 2080-2099 the “pessimistic” world is indeed a cauldron compared to the “optimistic” one, with temperatures rising 3.5°-5.0°C (9°F) across the conterminous United States, Europe, and China, rather than 2.0°-2.5°C (4.5°F). While these numbers may seem small, in fact there is a huge difference between the two outcomes. A 2.5°C rise in average annual temperature is actually huge, equivalent to the difference between a record cool and record warm year in New York City. So even in the “optimistic” world, what is today considered an extreme warm year in New York will become the norm; and the new extremes will be unlike anything New Yorkers have ever seen.

The “pessimistic” numbers are even more alarming. They approach the magnitude of average temperature contrast between the world of today and the world of twenty thousand years ago during the last ice age, when global temperatures averaged about 5°C (9°F) cooler. Many areas of North America and Europe were under ice, sea levels were more than 100 meters (330 feet) lower, and Japan was actually connected to the Asia mainland.280
All of these maps are conservative in that they awaken no hidden “climate genies” that give climate scientists nightmares.281 Instead, they chart out the plain vanilla, predictable intensification of the greenhouse effect, covering a realistic range of options lying well within control of human choices.
The fourth important fact to take from these nine maps is that the irregular geography of climate change presented in the first single map is not at all random. Important spatial patterns remain broadly preserved in all model simulations, for all carbon emissions scenarios, and across all time frames. Temperature increases are higher over land than over the oceans. A bull’s-eye over the northern Atlantic Ocean stubbornly refuses to warm up. And without fail, regardless of which emissions path is followed, or what time slice is examined, or what climate models are run, all of the model projections—and measured observations too—consistently tell us something big. Again and again, they tell us that global climate change is hugely amplified in the northern high latitudes.282
Even our “optimistic” scenario projects that the northern high latitudes will warm 1.5-2.5°C by midcentury and 3.5-6°C by century’s end, more than double the global average. Our “pessimistic” scenario suggests rises of +8°C (14.4°F) or more. Global climate change will not raise temperatures uniformly around the world. Instead, the fastest and most furious increases are under way in the North.
There is another robust trend expected for the northern high latitudes. For much of the world it is very difficult to project future precipitation patterns with confidence. Cloud physics and rainfall are more complicated and tougher to model than greenhouse physics, especially at the coarse spatial resolution of today’s climate models. To the frustration of policy makers, model projections of future rainfall often lack statistical confidence, and even disagree as to whether it will increase or decrease. But not in the North. If there is one thing that the climate models all agree on,283 it’s that precipitation (snow and rain) will increase there, especially in winter. It must increase, in obedience to physics284 and rising evaporation from open lakes and seas as they become unfrozen for longer times during the year.
The plainest manifestation of this will be snowier winters and higher river flows. Across southern Europe, western North America, the Middle East, and southern Africa, river flows are projected to fall 10%-30% by 2050. However, they will increase by a similar amount across northern Canada, Alaska, Scandinavia, and Russia.285 This has already happened in Russia. Through statistical analysis of old Soviet hydrologic records, one of my own projects helped to confirm rising river flows there, including sharp increases in south-central Russia beginning around 1985.286
Recall the bleak future of stressed human water supply all around the planet’s dry latitudes from Chapter 4? That future is not shared by the North. It is water-rich now and, except for Canada’s south-central prairies and the Russian steppes, will become even more water-rich in the future.


 Uncapping an Ocean 
To most people, there is nothing visceral about computer model projections of average climate statistics decades from now. But in September 2007 we got a taste of what the real world inside those maps might look like. For the first time in human memory, nearly 40% of the floating lid of sea ice that papers over the Arctic Ocean disappeared in a matter of months. The famed “Northwest Passage”—an ice-encased explorers’ graveyard—opened up. From the northern Pacific, where the United States and Russia brush lips across the Bering Strait, open blue water stretched almost all the way to the North Pole.
There was an error-riddled media frenzy about a melting “ice cap” at the North Pole,287 then the story faded. But climate scientists were shocked to the bone. The problem wasn’t that it had happened, but that it had happened too soon. Our climate models had been preparing us for a gradual contraction in Arctic sea ice—and perhaps even ice-free summers by 2050—but none had predicted a downward lurch of this magnitude until at least 2035. The models were too slow to match reality. Apparently, the Arctic Ocean’s sea-ice cover could retreat even faster than we thought.
Two months later several thousand of us were milling around the cavernous halls of San Francisco’s Moscone Center at our biggest yearly conference,288 nervously abuzz about the Arctic sea-ice retreat. In a keynote lecture, the University of Colorado’s brilliant, ponytailed Mark Serreze drove home the scale of the situation. When NASA first began mapping Arctic sea ice with microwave satellites in the 1970s, he intoned, flashing a political map of the lower forty-eight United States on the screen, its minimum summer sea-ice extent289 hovered near 8 million square kilometers, equivalent to all of the lower forty-eight U.S. states minus Ohio. POOF! Ohio vanished from the big projection screen. Since then its minimum area had been declining gradually, up until this year when it suddenly contracted abruptly, like a giant poked sea anemone, to just 4.3 million square kilometers. POOF! POOF! POOF! Gone was the entire United States east of the Mississippi River, together with North Dakota, Minnesota, Missouri, Arkansas, Louisiana, and Iowa. A murmur rolled through the hall—even scientists enjoy a good animated graphic over tables of numbers any day.
After Serreze’s talk we milled around some more, wrangling over things like “model downscaling,” “cloud forcing,” and “nonlinear dynamics.” Some were revising the old projections for an ice-free Arctic Ocean from 2050 to 2035, or even 2013. Others—including me—argued for natural variability. We thought the 2007 retreat could just be a freak and the sea ice would recover, filling up its old territory by the following year.
We were wrong. The excursion persisted for two more years, with 2008 and 2009 also breaking records for the Arctic summer sea-ice minimum. They were the second- and third-lowest years ever seen, and had followed right on the heels of what happened before.290


 Ice Reflects, Oceans Absorb 
The broader impacts of amplified warming—more rain and snow, and reduced summer sea ice at the top of our planet—extend far beyond the region itself. They will drive important climatic feedbacks that flow out to the rest of the world, influencing atmospheric circulation, precipitation patterns, and jet streams. Unlike land ice, melting sea ice does not directly affect sea level (in accordance with Archimedes’ Principle291), but its implications for northern shipping and logistical access are so profound they are the subject of the following chapter. Perhaps most importantly of all, an open ocean releases heat, causing milder temperatures to penetrate even the much larger frigid landmasses to the south. Indeed, the loss of sea ice is the single biggest reason why the geographic pattern of climate warming is so magnified in the northern high latitudes.
Look again at the nine maps (p. 128) charting different temperature outcomes for the coming decades. In every one, the epicenter of climate warming is the Arctic Ocean, radiating (relative) warmth southward like a giant mushrooming umbrella. You are looking at the power of the ice-albedo effect, one of the stronger self-reinforcing climate feedbacks on Earth.
Albedo is the light-reflectivity of a surface. Its values range from 0 to 1 (meaning 0% to 100% reflective). Snow and ice have high albedo, bouncing as much as 90% of incoming sunlight back out to space. Ocean water has very low albedo, reflecting less than 10% and absorbing the rest. Just as a white T-shirt feels cool in the Sun but a black T-shirt feels hot, so also does a white Arctic Ocean stay cool while a dark one heats up.
Compared to land glaciers, sea ice is thin and flimsy, an ephemeral floating membrane just 1-2 meters thick. The greenhouse effect, by melting it back somewhat, thus unleashes a self-reinforcing effect even greater than the greenhouse warming itself. It’s rather as if when struck by blazing hot sun, one discards a white shirt and puts on a black one. By responding in this way to small global temperature changes, sea ice thus amplifies them even more.292
While its global effect is small, the ice-albedo feedback is uniquely powerful in the Arctic because it is the only place on Earth where a major ocean gets coated with ephemeral floating sea ice during the summer. Antarctica, in contrast, is a continent of land, thickly buried beneath permanent, kilometers-thick glaciers. For this and several other reasons, climate warming is more amplified in the Arctic than the Antarctic. 293,294
As an ice-free Arctic Ocean warms up, it acts like a giant hot-water bottle, warming the chilly Arctic air as the Sun crawls off the horizon each winter. The sea ice that does eventually form is thin and crackly, allowing more of the ocean’s heat to seep out even during the depths of winter. Winters become milder, the autumn freeze-up happens later, and the spring thaw arrives earlier. The warming effect is highest over the ocean and from there spills southward, warming vast landscapes across some of the coldest terrain on Earth.


 Dr. Smith Goes to Washington 
I first met National Center for Atmospheric Research (NCAR) climate modeler David Lawrence in Washington, D.C. We had been brought to the Russell Senate Office Building to brief U.S. Senate staffers on the ramifications of thawing Arctic permafrost. It was exciting. The Russell is the Senate’s oldest building and the site of many historic events, including the Watergate hearings. Its hallways are white marble and mahogany, with important-looking people clacking around in dark power-suits. Just a few yards from our briefing room were the offices of Senator John Kerry and former senator John F. Kennedy. Moments before we got started, the moderator pulled us aside to whisper that Senator John McCain might show up. He didn’t, but it was cool just wondering if he would.
After the briefings and a pleasant lunch reception were over, Dave and I headed out to a local pub for a beer before catching our flights home. Over microbrews, he described his next big idea: figuring out how much northern landscapes might warm up, based purely on the ice-albedo feedback from reduced summer sea-ice. I told him he was on to something. It was critical to separate out the ice-dependent feedback from overall greenhouse gas forcing, I pointed out. That way, if the ice shrank faster than expected, we’d know what the immediate climate response could be—even ahead of the longer-term cumulative effect of greenhouse gas loading. We drained our pints and left. I promptly forgot all about the conversation until eighteen months later when I ran into Dave at a conference. Whipping out his laptop, he showed me a preliminary model simulation of his big idea.295
My eyes widened. I was gazing at a world with northern high latitudes plastered everywhere in vivid orange—a pool of spreading warmth as much as five, six, or seven degrees Celsius (8° to 12°F) higher—spreading southward from the Arctic Ocean. All of Alaska and Canada and Greenland were bathed in it. It grazed other northern U.S. states from Minnesota to Maine. Russia’s vast bulk was lit up from one end to the other. Only Scandinavia and Western Europe, already warmed by the Gulf Stream, were untouched. Then I looked closer and saw what time of year it was.
November . . . December . . . January . . . February. The warming effect was greatest not in summer but during the coldest months of the year. I was staring at a map of the relaxing grip of winter’s iron clench. It was an easing, a partial lifting, of the Siberian Curse.


 The Siberian Curse 
The Siberian Curse is the brutal, punishing winter cold that creeps across our northern continental interiors each year. Western Europe and the Nordic countries, steeped in tropical heat carried north from the Gulf Stream, are largely spared. But from Russia to Alaska, and tumbling south through Canada into the northern U.S. states, the Curse descends each winter. The name was popularized in a book by Fiona Hill and Clifford Gaddy of the Brookings Institution,296 but the concept is as ancient as life itself. When it arrives, the birds depart, the ground cracks, frogs freeze solid in their mud beds. At the extreme end, if temperatures plunge to -40°F (or -40°C, the Fahrenheit and Celsius temperature scales converge at this number) steel breaks, engines fail, and manual work becomes virtually impossible. Human enterprise grinds to a halt.
Regardless of country, all NORC northerners seem to hold something in common when it comes to this special temperature: “Minus forties,” as such days are known, are universally despised. The shutdown of activity it commands has been described to me by restaurateurs in Whitehorse, Cree trappers in Alberta, truck drivers in Russia, and retirees in Helsinki. And while they otherwise express varying opinions about the problems or benefits posed to them by climate change, the one sentiment they all seem to agree on is relief that “minus forties”are becoming increasingly rare.
The most crushing cold rolls each year through eastern Siberia. On a typical January day in the town of Verkhoyansk, temperatures average around -48°C (-54°F). That is far colder than the North Pole, even though Verkhoyansk lies fifteen hundred miles south of it. Such frigidity stirs up images of hardy Russians bundled in furs, trudging home with some fire-wood or vodka to beat back the elements. A less familiar image is Verkhoyansk in July, when average daytime temperatures soar to nearly +21°C (+70°F). Our same Russian friends now stroll in short-sleeved shirts and halter tops, licking delicious precast ice-cream cones that taste like pure vanilla cream.
“So . . . what are you doing this summer?” I am asked this question twenty or so times per year. Invariably—after responding I’m going to Siberia, or Iceland, or Alaska—I win a puzzled look, followed by a nodding smile and the advice to not forget my parka and snow boots. When I explain I’ll actually require sunscreen, DEET, and plenty of white T-shirts, I get another puzzled look.
In summer, even on the high Arctic tundra, there is muggy heat, hordes of buzzing insects, and water running everywhere. Yes, there are stunted trees, tundra mosses, and no raccoons, but these things are the result of cold winters, not summers. In summer the sun circles the sky day and night. Everything is bathed in heat and light. The ground thaws, flowers bloom, and rodents teem. While driving through Fairbanks, Alaska, I noticed people starting softball games at midnight. The place simply explodes with pent-up life in fantastic overdrive.
There is now overwhelming evidence that northern winters are becoming milder and growing seasons are getting longer. From weather station data, we know that air temperatures rose throughout the northern high latitudes during most of the last century, and especially after 1966. There was a short cooling snap lasting from about 1946 to 1965, but even then large areas of southern Canada and southern Eurasia continued to warm. After 1966, temperatures took off sharply, especially in the northern Eurasian and northwestern North American interiors, where annual air temperatures have been rising at least 1° to 2°C per decade on average. That’s about ten times faster than the global average, and it’s being driven almost completely by warmer springs and winters.297


 The New Arrivals 
As you might imagine, the biological response to this has been brisk. By the 1990s, a greening up of northern plant cover was spotted by satellites. Down on the ground, trees grew taller and barren tundra began sprouting up shrubs.298 All of this is consistent with the temperature increases recorded by weather stations. Not surprisingly, ecosystem models project plant growth to continue rising right alongside the projected increases in air temperature and growing season length. Even under the “optimistic” emissions scenario shown earlier, Arctic net primary productivity (a measure of overall plant biomass growth) is projected to almost double by the 2080s.299
Wildlife is also on the move. From my travels and interviews the appearance of “southern” creatures in northern places was a prevailing theme. I heard repeatedly about raccoons, white-tailed deer, beavers, and even a mountain lion spotted in places they’d never been seen before. My uncle, a longtime outdoorsman in northern New York State, noticed gray squirrels and opossums moving in, along with some crazy disruptions to the spring harvest of maple syrup. The Mountain Pine Beetle, normally kept in check by winter-kill, is now devastating Canadian forests. Other biological examples published in the scientific literature include the common buzzard Buteo buteo wintering near Moscow, nearly a thousand kilometers north of normal; a northward shift in Japan’s Greater White-fronted Goose, Anser albifrons; and Sweden’s Brown Hare, Lepus europaeus, infiltrating the territory of (and possibly hybridizing with) Lepus timidus, the Mountain Hare. Red foxes are displacing Arctic foxes. Beavers are pushing north, and model projections suggest they will also become denser inside their current range.300
By midcentury Ixodes scapularis—the Lyme-disease-carrying tick—is projected to expand northward from its current toehold in southern Ontario to much of Canada. By century’s end the smallmouth bass, today found only near the U.S. border, is projected to live all the way to the Arctic Ocean. In the North Sea—one of the world’s most productive fisheries—nearly two-thirds of all fish species have either shifted north in latitude or sunk down to cooler water depths. Even lowly plankton is on the move: In the past forty years Atlantic warm-water species have pushed northward a staggering ten degrees of latitude—almost seven hundred miles—supplanting cold-water species that are in turn retreating north.


 The Displaced 
The 2007 sea-ice contraction triggered a new wave of public consternation about the future of polar bears, including an environmentalist push in the United States to classify them under the Endangered Species Act. This gesture, ultimately rebuffed by both the Bush and Obama administrations, was largely symbolic (far more polar bears live offshore of Canada, Russia, and Greenland than Alaska, and these countries are certainly not beholden to the U.S. Endangered Species Act), but the concern for these magnificent animals is valid. They exist naturally only in the Arctic301 and are uniquely adapted to live out their lives roaming on top of a frozen ocean. Their home is on the floating sea ice, hunting ringed seals, napping, and occasionally cavorting or mating with one another. Some females go onto land to give birth, but they otherwise spend as much time as possible out on the ice. Unlike other bears they do not hibernate through the winter. The lean time for polar bears is in summer, when the ice disintegrates and retreats. Forced ashore, they mostly fast and wait until it returns.
There is growing evidence that the waiting and fasting periods are getting longer, leading to skinny bears, strange behavior (like wandering into towns), and even cannibalism. In 2004 biologists confirmed three occurrences of polar bears deliberately hunting and eating each other. In one case a large male bear pounded its forepaws through the den roof of a female, savagely bit into her head and neck, then dragged her off in a trail of blood to be devoured. Her cubs were buried and suffocated in the rubble. Such behavior had never been seen before during the scientists’ thirty-four years of research in the area.302
The problem is that the bears’ favorite prey, ringed seals, also require sea ice. They spend their time either resting on top of it (and watching out for polar bears), or swimming beneath it looking for Arctic cod. The Arctic cod lurks under and along the edges of the ice, watching out for ringed seals while chasing amphipods, copepods, and krill. Those little creatures in turn graze on tiny flagellates and diatoms that grow on the underside of the ice, and also bloom profusely in the water alongside its melting edge. This entire food chain—from microscopic phytoplankton to a thousand-pound polar bear—is inextricably linked to the presence of sea ice. Walruses, bearded seals, and other species also use sea ice, though none so specifically as do polar bears, ringed seals, and Arctic cod.
Despite growing evidence of stress (like bear cannibalism), none of these species is in immediate risk of extinction. But there is little question that if the summertime sea-ice fades completely, then these amazing creatures will fade right along with it. Government scientists, in a report to aid the Bush administration’s decision on the proposed Endangered Species Act listing, estimate that two-thirds of the world’s polar bears will be gone by 2050.303
From these and other indications worldwide, climate change is forcing a massive ecological reorganization of the planet, with both extinctions and expansions now under way. Depending on the emission scenario used, one model projects that anywhere from 15% to 37% of the world’s species will be committed to climate-change extinction by 2050.304 If these numbers hold true, they are devastating—roughly comparable to the impacts of deforestation and other direct forms of habitat loss. When combined with all the other species extinctions since the last ice age, they will mark the sixth great mass extinction on Earth—and the first since the Cretaceous-Tertiary extinction that ended the dinosaurs some sixty-five million years ago.
The mechanisms for climate-change extinction are many. Amphibians and wetland species are especially vulnerable to droughts. As temperatures rise, polar and alpine species have literally nowhere left to go once pushed off the brink of the northernmost coast or highest mountain peak. A less direct mechanism is the decoupling of codependent species within a food web (called “match-mismatch” by ecologists) when their respective phenological cycles fall out of whack. Imagine birds migrating to their accustomed nesting area only to find that the caterpillar hatch they were planning to gorge on has already come and gone, for example. Another is that warmer temperatures tend to enable insect pests, invasive species, disease, and robust “generalized” species (like rats and raccoons) to outcompete specialized ones. Yet another is that the projected rate of climate change is so rapid that some sedentary species (like trees) may not be able to relocate quickly enough, or their escaping climatic comfort zone will shift to a place incompatible for other reasons, like terrain or soil. Some climates, especially in alpine and polar areas, will simply cease to exist. By century’s end, under a high carbon emissions scenario, 10%-48% of the world’s land surface is projected to “lose” its extant climate completely, and 12%-39% will develop new “novel” climates that don’t exist in the world today (mostly in the tropics and subtropics).305 These changes will have powerful impacts on world ecosystems and could even render some local conservation efforts obsolete. Finally, because ecosystems and food webs have so many complex interconnections, there will be rippling effects we don’t yet know about. All of this is piled on top of an ongoing raft of familiar ecological threats, including habitat destruction, invasive species, and pollution.
Compared with other places, habitat loss and pollution are less severe in Alaska, northern Canada, the Nordic countries, and eastern Russia, where vast boreal forests, tundra, and mountains hold some of the wildest and least-disturbed places left on Earth.306 However, northern ecosystems also have far simpler food chains and fewer species than, say, the Amazon rain forest. Indeed, much of it is a colonizing landscape, still in the early stages of soil formation and biological expansion after being encased and pulverized by glacier ice just eighteen thousand years ago.
When imagining 2050, I anticipate that a globally unfair assortment of some winners and many more loser species will be very apparent by then. Already the world’s plants and animals are in the midst of their biggest extinction challenge in sixty-five million years. Out of perhaps seven million eukaryote species found on Earth, nearly half of all vascular plants and one-third of vertebrates are confined to just twenty-five imperiled “hot spots,” mostly in the tropics and comprising just 1.4% of the world’s land surface.307
Even in the far North, a specialized ecosystem adapted to frigid cold will be under attack by advancing southern competitors, pests, and disease. It is possible that the vast boreal forest—girdling the northern high latitudes from Canada to Siberia—might convert to a more open, savannah-like state.308 But total primary productivity—meaning plant biomass, the bottom of the food chain—will be ramping up. Certain mobile southern invaders will enjoy growing viability in a vast new territory that is larger, less fragmented, and less polluted than where they came from. Longer, deeper penetration of sunlight into the sea (owing to less shading by sea ice) will trigger more algal photosynthesis, again increasing primary productivity and reverberating throughout the Arctic marine food web. The end result of this can only be greater overall ocean biomass, more complex food webs, and the invasion of southern marine species at the expense of northern ones.
The ecology of the North is imperiled and changing. But it will be anything but lifeless.


 Hunters on Thin Ice 
People rely on sea ice too. For millennia the Inuit and Yupik (Eskimo) peoples have lived along the shores of the Arctic Ocean and even out on the ice itself, hunting seals, polar bears, whales, walruses, and fish. It is the platform upon which they travel, whether by snowmobile, dogsled, or on foot. It is the foundation on which they build hunting camps to live in for weeks or months at a time.
These hunters have watched in astonishment as their sea-ice travel platform—dangerous even in good times—has thinned, become less predictable, and even disappeared. People’s snowmobiles and ATVs are crashing through into the freezing ocean. Farther south, they are crashing through the ice covering rivers and lakes. In Sanikiluaq, Canada, I learned that weaker ice and a two- to three-month shorter ice season is impairing people’s ability to catch seals and Arctic char. In Pangnirtung a traditional New Year’s Day bash celebrated out on the ice has become unsafe. In Barrow, two thousand miles west on the northernmost tip of Alaska, I learned hunters are now taking boats many miles offshore, hoping to find bits of ice with a walrus or bearded seal.309
This is a serious matter. In the high Arctic, eating wild animals is an essential part of human survival and culture. In Barrow I was welcomed into the home of an Inuit elder, who explained that three-quarters of his community relies on wild-caught food.310 I was struck by this because Barrow is one of the most prosperous and modernized northern towns I have seen. There is a huge supermarket with most everything found in the supermarkets of Los Angeles. But groceries are two or three times more expensive because there is no road or rail to Barrow, so everything must be flown or barged in. Most people at least supplement their diet with wild food; many crucially depend on it. Alongside Pepe’s Mexican Restaurant (which has surprisingly good food and is apparently visited by members of the Chicago Bulls basketball team) I saw plenty of bushmeat in Barrow. My host’s kitchen and backyard were festooned with racks of drying meat and fish; in his driveway was a dead caribou. Another driveway had two seals, yet another a massive walrus. In the Arctic, obtaining “country food” is not for sport—it is as important to people’s diet as thin-crust pizza is to New Yorkers.
Of all northern peoples, the marine mammal-hunters living along the Arctic Ocean coast are suffering the most from climate change. Less sea ice means more accidents and fewer ice-loving animals to eat. It means faster shoreline erosion from pounding by the waves and storms of the open ocean. The Alaskan village of Shishmaref has lost this battle and will need to be relocated farther inland. But even in coastal towns, nearly everyone I meet bristles at the notion of being cast as a hapless climate-change refugee.
Even as they express frustration at having their lives damaged by people living thousands of miles away—and think it only fair that those damages be repatriated—they also point to their long history of adaptation and resilience in one of the world’s most extreme environments. They are not sitting around idly in despair, or gazing forlornly out at the unfamiliar sea. They are buying boats, and organizing workshops, and setting about catching the fat salmon that are increasingly moving into their seas.
There is more to this story than climate change. Later, we will discuss some profound demographic, political, and economic trends now under way that promise to be just as important to northerners’ lives in the coming decades.


 Greenland’s Fine Potatoes 
One of the more vivid media images of 2007 was one of happy Greenlanders tending lush green potato fields against a backdrop of icebergs melting away into the ocean. The diminished sea ice was wreaking havoc on seal hunting—Greenland’s finance and foreign affairs minister observed that subsistence hunting crashed by 75%—but people were beginning to plant potatoes, radishes, and broccoli. “Farming, an occupation all but unheard of a century ago, has never looked better,” trumpeted The Christian Science Monitor. By 2009 some fields were doing so well that Danish scientists started studying them, to learn why Greenland’s potatoes were growing even better than southern ones.311
What could be a more iconic symbol of the world in 2050 than seal hunters turned farmers in one of the coldest places on Earth? But in terms of sheer caloric output, any climate-triggered boons to agriculture will not be realized on the narrow, rocky shores of Greenland, or indeed any other place in the Arctic. Similarly to what we saw for certain wild organisms, the pressure is a gradient from south to north, not a leap to the top of the planet. Summers there will always be brief, and its soils thin or nonexistent. A short-lived vegetable garden is one thing, but when it comes to producing major crops for global markets, any significant increases will be realized at the northern margins of present-day agriculture. There will be no amber fields of grain waving along the shores of the Arctic Ocean.
In 2007 I watched some of the world’s top agronomists and plant geneticists debate how best to save our temperate crops from the rising heat, droughts, and pathogens forecast for the coming decades.312 Their solution was part biotech—genetic modifications, for example—and part ancient practice: Move over, water-guzzling corn, here come the best drought-tolerant sorghums and millets . . . from Ethiopia! Without adaptation, the group concluded, the prospect of food insecurity in the low latitudes was a serious threat.
I was particularly impressed with presentations by Stanford University’s Dave Lobell and Marshall Burke, who used twenty different climate models to statistically map where the food insecurities were most likely to emerge. Apparently, by the year 2030 South Asia, Southeast Asia, and southern Africa are especially vulnerable.313 By 2050, agricultural projections for sub-Saharan Africa get even worse, with average crop production losses of −22, −17, −17, −18, and −8% for corn, sorghum, millet, groundnut, and cassava, respectively.314 By century’s end, things become still rougher, with one study concluding it is more than 90% likely that future growing season temperatures in the tropics and subtropics will exceed anything we’ve ever seen before, with bad implications for food crops. “With growing season temperatures in excess of the hottest years on record . . . the stress on crops and livestock will become global in character,” wrote the paper’s authors. “Ignoring climate projections at this stage will only result in the worst form of triage.”315
In contrast to these studies, a broad pattern of rising crop yields in Canada, some northern U.S. states, southern Scandinavia, the United Kingdom, and parts of Russia have been repeatedly demonstrated by climate-change model simulations for years. Already these countries are major producers of wheat, barley, rye, rapeseed, and potatoes. As early as 1990 it was apparent that regardless of what climate model was used, the northern U.S. states of Michigan, Minnesota, and Wisconsin would likely benefit from rising average temperatures, even if corn, wheat, and soybean production in the rest of the country declined.316 Similar north-south asymmetries in crop yield (with gains in the north and declines in the south) were later demonstrated for Europe and Russia.317 The general idea is that in the marginal northern fringes of present-day agriculture, rising temperatures and longer growing seasons will boost current crops and perhaps allow introduction of new ones; in marginal southern fringes, rising temperatures and drought frequency should harm them.318
Other questions revolve around the relative importance of temperature versus moisture stress on plants, soil quality, strength of CO2 fertilization, and whether extreme events (heat waves, flooding) might be even more important determinants of future food supply than the long-term temperature and precipitation statistical averages produced by climate models.319 It is also an oversimplification to assert that Russian and Canadian agriculture, for example, will universally benefit from warmer air temperatures. Russia’s current agricultural heartland lies in its dry southern steppes, where crop declines may not be fully offset by gains in the north.320 The same holds true for Canada’s western prairies. But relative to the rest of the world, the NORCs—especially the northernmost U.S. states, parts of Canada and Russia, and northern Europe—count among the few places on Earth where we can reasonably expect to see rising crop production from climate change.
Please pass the potatoes.


CHAPTER 6
One if by Land, Two if by Sea
In August 2007 the Russian nuclear-powered icebreaker Rossiya broke a path to the North Pole, the research vessel Akademik Fyodorov trailing closely behind. An opening was cut through the sea ice and two tiny submarines lowered by crane into the freezing water. Their crews then dove 4,300 meters—more than two and a half miles beneath the ice—to the floor of the Arctic Ocean. A robotic arm collected samples and planted a titanium tricolor Russian flag directly into the yellow mud of the northernmost spot on the planet. “The Arctic is ours,” declared Artur Chilingarov, the polar explorer, oceanographer, and Duma politician who led the expedition and also went down in one of the subs.321 Vaguely remembered for rescuing a stuck polar ship in the 1980s, he became an instant celebrity; President Putin later awarded him a gold Hero of Russia medal.
For the next several months, the world proceeded to go crazy about Russians staking out the North Pole. Western politicians spluttered in outrage. “This isn’t the fifteenth century,” Canada’s foreign minister Peter MacKay told a crowd of television reporters. “You can’t go around the world and just plant flags and say: ‘We’re claiming this territory.’ ”322 Media reports framed the story as a thinly veiled grab for natural resources, citing a recent comment by U.S. Geological Survey (USGS) scientist Don Gautier, who had ballparked that the Arctic could hold up to one-fourth of the last undiscovered hydrocarbons remaining on Earth. The presumption was that Russia had fired the opening salvo in a new sovereignty race for vast riches of untapped oil and gas—resources desperately needed to support the world economy in the coming century—thought to lie beneath the frigid seafloor of the Arctic Ocean.
Despite being closer to the Rossiya than just about anyone else on Earth, I had no idea what was going on. I was cut off from the outside world, steaming north through an empty ocean a thousand miles north of Toronto. At the moment the titanium Russian flag was inserted, I was probably either sleeping or hosing off stinky plankton nets. It was several days before I even heard about it.
I was living aboard the CCGS Amundsen, a smaller icebreaker of the Canadian Coast Guard, which was headed for Hudson Bay and ultimately the Northwest Passage. My daily routine revolved in a painted metallic world less than a hundred meters long and twenty wide, with erratic rotating shifts of sleep, work, and cafeteria. We had launched with great fanfare from Quebec City just six days before the Russian flag-planting incident.
I hadn’t fully grasped what a big deal these scientific icebreaker cruises are. A crowd milled alongside the ship and news crews swarmed the ship’s officers and chief scientists. I spotted Louis Fortier, the director of ArcticNet 323 who had invited me along, surrounded by television cameras. He pumped my hand and told me to enjoy myself before being spun around for another interview. A crane lifted the gangplank and the expedition’s first rotation—forty scientists, thirty-five crew members of the Canadian Coast Guard, and a handful of journalists—waved at the mass of people standing onshore. Horns blared, a gleaming red helicopter circled overhead, and the two crowds yelled good-byes over the widening slice of water. As we pulled away down the St. Lawrence Seaway, I was surprised to see a few camera crews (and Louis) still milling around on deck. Were they joining the expedition, too, I wondered? Twenty minutes later my question was answered. The ship’s helicopter, which had been buzzing around the ship, landed on the aft helipad and ferried them back to Quebec City.
That first night at sea, there was quite a party. Off-duty crew ditched their crisp military blues to mingle with the scientists in shorts, T-shirts, and halter tops. The room steamed, a stereo thumped, and everyone got at least mildly inebriated. American icebreaker cruises are dry, but the Canadians open a beer bar two nights a week. This early in the expedition, the selection was astonishing. I bought two bottles of Kilkenny and set out to learn more about the rare caste of scientist called oceanographers. I found one and we shouted back and forth about marine stratification, ocean sampling, the sexual habits of right whales (quite promiscuous), and the sexual habits of cruise scientists (apparently, also so). It was a great time. But by the third beer, when she had touched my arm twice, I figured it was time to leave.
Three weeks later, after a grueling round-the-clock schedule of moving, anchoring, crane operating, water sampling, and laboratory work, we disembarked in Churchill, Manitoba. A new rotation of scientists and crew were waiting excitedly to board the ship. It felt strange to give up my tiny cabin, familiar narrow hallways, and new friends to a bunch of strangers. But our rotation was just the first of many. The Amundsen was in her first leg of a historic 448-day journey, the longest scientific cruise ever undertaken in the Arctic. Over the next fifteen months she would cycle through some two hundred people and shock the world by gliding easily through the Northwest Passage. At a cost of $40 million, the expedition was Canada’s biggest contribution to the 2007-2009 International Polar Year.324 While less splashy than the titanium Russian flag, Canada, too, was asserting its presence in the new Arctic Ocean.


 Who Owns the North Pole? 
Unlike the Amundsen expedition, Chilingarov’s dive to the North Pole was privately funded and really just a daring stunt. But that didn’t stop the flag-planting from triggering an international commotion. Russia’s response was that the flag was merely symbolic: The United States once planted a flag on the moon—did anyone seriously consider that a declaration of legal sovereignty? Her real claim to the North Pole was not from a flag, but from the geological samples collected by this and many other Russian expeditions in the Arctic. These data would prove that the Lomonosov Ridge—an underwater mountain chain, rising some three thousand meters above the seafloor, that bisects the Arctic Ocean—was geologically attached to Russia’s continental shelf. This would win her sovereignty of a huge chunk of ocean floor—possibly including the North Pole—in accordance with the United Nations Convention on the Law of the Sea (UNCLOS).
UNCLOS and geology are critically important to this story, as we shall see shortly. But in late 2007 the world’s eyes were transfixed by that flag, not sediment samples. The great global economic contraction was still a year away. Energy demand was soaring and resurgent Russia, fueled by hundred-dollars-a-barrel oil and Putin’s steely gaze, was growing increasingly assertive on the world stage.
Two months later, when the news hit about the record-shattering low in the amount of summertime Arctic sea ice,325 the image of uncorked shipping lanes, vast new energy reserves, and Russians planting flags in a brand-new ocean proved too much to resist. Arctic fever went viral. Headlines and pundits declared that a new colonial race for the frontier—a “mad scramble” for control of the Arctic Ocean and its vast presumed resources—had begun.326

The perception that vast quantities of valuable natural resources lie awaiting in the North is not without merit. Most of its land surface has yet to be prospected for minerals; the Arctic Ocean seafloor is among the least mapped on Earth. Some of the world’s biggest mines are dug into Alaska and Siberia; one of the purest iron ores ever found was recently discovered on Canada’s Baffin Island.327 The discovery of diamonds in the Northwest Territories in 1991 sparked the biggest North American staking rush since the Klondike and propelled Canada from having no diamonds at all to becoming the world’s third-largest producer almost overnight. No one really knows what the new Arctic Ocean biology will be, but a longer open-water season can only mean more photosynthesis, more complex food webs, and the prospect of valuable new fisheries there. There are staggering volumes of gas hydrate—a sort of solid methane dry-ice that accumulates in the pore spaces of ocean sediments and permafrost—which no one has yet figured out how to recover but is plausibly a coveted fossil fuel of the future.
The plainest prize of all is natural gas and oil. The Arctic’s broad continental shelves are draped in thick sequences of shale-rich sedimentary rock, an ideal geological setting for finding oil and gas. Prospects for natural gas are particularly high. In 2008 and 2009, the U.S. Geological Survey released new assessments concluding that about 30% of the world’s undiscovered natural gas and 13% of its undiscovered oil lies in the Arctic, mostly offshore in less than five hundred meters of water.328 These numbers are huge considering the region as a whole covers just 4% of the globe. The USGS assessments conclude it is more than 95% probable that the Arctic holds at least 770 trillion cubic feet of gas, with a fifty-fifty chance it contains more than double that. To put these numbers into perspective, the total proved gas reserves of the United States, Canada, and Mexico combined is about 313 trillion cubic feet of gas. The global economy consumes some 110 trillion cubic feet per year.
Between the 2007 and 2008 sea-ice retreats, the Russian flag-planting, and the new USGS hydrocarbon assessments, it didn’t take long to hear rumbles about an arms race—or even outright war—over the Arctic Ocean. “There is simply no comparable historical example of a saltwater space with such ambiguous ownership, such a dramatically mutating seascape, and such extraordinary economic promise. Without U.S. leadership . . . the region could erupt in an armed mad dash for its resources,” offered Council on Foreign Relations (a prominent American think tank) analyst Scott Borgerson, writing in Foreign Affairs. “The rapid melt is also rekindling numerous interstate rivalries and attracting energy-hungry newcomers, such as China, to the region. The Arctic powers are fast approaching diplomatic gridlock, and that could eventually lead to the sort of armed brinkmanship that plagues other territories.”329 Nikolai Patrushev, secretary of the Russian Security Council, asserted, “The Arctic must become Russia’s main strategic resource base,” and “it cannot be ruled out that the battle for raw materials will be waged with military means.”330 The prestigious Jane’s Intelligence Review concluded, “Military competition is likely to increase, with Russia and Canada increasing their deployments and exercises, while there appears little opportunity for diplomatic resolution of the disputes.”331
Could competition for hydrocarbons really spark a military buildup in the Arctic? Militarization has happened there before, after all. During the Cold War, it was a place where American and Russian forces played cat-and-mouse war games with spy planes and nuclear-armed subs, and built remote outposts to detect long-range bombers. It was a theater of military intrigue and brinkmanship, the stuff of spy novels and movie thrillers like Ice Station Zebra with Rock Hudson and K-19: The Widowmaker with Harrison Ford.
The end of the Cold War marked the end of the thriller plots, and Arctic countries quickly downsized their militaries and lost interest in the region. Canada canceled its plan to buy as many as a dozen nuclear-powered submarines. The United States canceled a new class of Seawolf attack subs designed to fight beneath the sea ice. Most dramatically, the former Soviet Union simply parked its northern fleet in Murmansk and walked away.332 But by 2009, nearly two decades later, a military revival was stirring. All eight NORC countries—Russia, the United States, Canada, Denmark, Iceland, Norway, Finland, and Sweden—were either rebuilding their militaries and coast guards or at least pondering new security arrangements in the region.
Prime Minister Stephen Harper was speaking often about reasserting Canada’s sovereignty over her northern territories and the Northwest Passage,333 and backing it up with new ice-strengthened patrol ships, a military training base in Resolute Bay, and a $720 million icebreaker. Norway was acquiring five new frigates armed with Aegis integrated weapons systems, and nearly fifty American-made F-35 fighter jets. Russia had refurbished its northern fleet and announced plans to expand it with new attack submarines, nuclear-powered ballistic missile submarines, and enough ships to man five or six aircraft carrier battle groups by the 2020s. Russia had also resumed long-range bomber patrols along the airspaces of Canada, Alaska, and the Nordic countries for the first time since the Cold War. On the eve of U.S. president Barack Obama’s first visit to Canada, two Canadian Air Force jets were scrambled—perhaps overzealously—to meet an approaching Russian bomber.334 Even Iceland, nearly bankrupted by the global financial crisis, was pondering how to bolster its security. Finland, Denmark, and Sweden were considering new alliances with each other, or even possible membership in NATO.335
The United States—dubbed the “reluctant Arctic power” by political scientist Rob Huebert at the University of Calgary336—was not growing its northern military power as noticeably. Its Polar Star icebreaker was out of service; a replacement was scrapped from the Obama administration’s omnibus stimulus bill.337 However, America had never downsized its northern forces as much as the other Arctic countries after the Cold War. It still maintained some twenty-five thousand army, air force, and coast guard personnel in Alaska and had even begun conducting naval exercises offshore.338 One of the United States’ two controversial missile defense complexes (intended to shoot down incoming ICBM missiles) was installed at Fort Greely in Alaska. Perhaps most telling of all was a presidential directive quietly issued in January 2009, during the final days of the Bush administration. This little-noticed document sharply redefined U.S. policy in the Arctic for the first time since the end of the Cold War.
This “National Security Presidential Directive/NSPD 66, Homeland Security Presidential Directive/HSPD 25,” or, more compactly, “Arctic Region Policy,”339 was crafted exclusively for the Arctic, a significant change because all previous directives had lumped it and Antarctica together. Equally significant was its elevation of “National security and homeland security needs” to priority position #1 (out of six)—a return to Cold War prioritization. To political scientists, these changes are significant and signal a growing American strategic interest in the region.


 War in the Arctic? 
We’ve seen that current trends in rhetoric, defense spending, and written policy all point to a renewed militarization of the North. That is the trend. But what about war? Huebert believes that the world is beginning to perceive the Arctic as the “next Middle East” in terms of fossil hydrocarbon energy.340 Is it also the next Middle East in terms of fault lines for conflict? After all, jostling militaries imply heightened risk of incident; and conflicts needn’t even be about the Arctic to erupt there—the region could also become an expanded theater for global tensions and antagonism, as happened during the Cold War.
This last scenario is certainly not the case today. Whether it develops in the future depends on the choices of future political leaders and thus lies outside the bounds of our thought experiment. But what of intrinsic pressures within the Arctic itself ? Is the “mad scramble” so fevered, the oil and gas assessments so compelling, the retreating ice and new shipping lanes so transformative, that extreme tension or violent conflicts in the region become inevitable?

There are good reasons to think not. One is a persistent trend of northern cooperation over the past two decades. A second is a legal document of the United Nations that is fast becoming the globally accepted rulebook on how countries carve up dominion over the world’s oceans.
The story of the first begins October 1, 1987, with a famous speech delivered in Murmansk by then-Soviet leader Mikhail Gorbachev. Standing at the gateway of his country’s strategic nuclear arsenal in the Arctic Ocean, Gorbachev called for transforming the region from a tense military theater to a nuke-free “zone of peace and fruitful cooperation.” He proposed international collaborations in disarmament, energy development, science, indigenous rights, and environmental protections between all Arctic countries.341 The choice of Murmansk, the Arctic’s largest and most important port city and the heart of the Soviet Union’s military and industrial north, was highly symbolic. Just as the sea ice would experience a record-breaking melt exactly twenty years (to the day) later, the Cold War thawed first in the Arctic.
Four years after the Murmansk speech the Soviet Union dissolved. The Russian Arctic, which had been totally closed off from the world, plunged into a horrible decade of decimated population and economy, but new opportunities to interact with outsiders opened. After a half century of iron-walled separation, aboriginal Alaskan and Russian relatives become reacquainted across the Bering Strait. Siberians, if they had the money, could travel abroad, while western scientists—including myself—could enter and work in formerly closed parts of the Russian North. New international collaborations and foreign cash342 were a rare bright spot for many suffering Siberians. All around the Arctic, new collaborations and groups were born. Aboriginal groups, most notably the Inuit, began to organize politically across international borders.
In 1991 all eight NORC countries—the United States, Canada, Denmark, Iceland, Norway, Sweden, Finland, and Russia—signed a landmark agreement to cooperate on the region’s pollution problems, and scheduled regular meetings to actually accomplish something.343 Five years later the Arctic Council was formed,344 an intergovernmental forum whose membership includes not only the NORCs but other observer countries and interest groups as well. While voiceless in matters of security, it is now the premier “Arctic” polity in the world. In sum, the 1990s were a time of unprecedented cooperation between northern countries operating at many different levels.345
Despite the hype about mad scrambles and looming Arctic wars, that cooperative spirit has persisted. The early twenty-first century saw the Arctic Council release the influential “Arctic Climate Impact Assessment” (a consensus science document, modeled after the IPCC assessments) requiring collaboration and sign-off from all of its members.346 A multitude of international collaborations was completed, without drama, during the International Polar Year. A major study of the region’s current and future shipping potential—again requiring international cooperation and sign-off by the eight NORC countries—was completed in 2009.347 The list of other examples of successful cooperation and integration between supposed adversaries, on things like search-and-rescue, environmental protection, aboriginal rights, science, and public health, is long.
To be sure, the thorniest matters—national security, sovereignty, and borders—have been (and continue to be)348 scrupulously avoided. But unlike the past, the Arctic today is no longer a place of suspicious neighbors, armed to the teeth, who don’t talk to each other. Instead, there is in place a remarkably civil international network, one that is working cooperatively and effectively at many levels of governance.


 The Rule of Law 
The second reason to doubt the eruption of an Arctic War lies in UNCLOS, the United Nations Convention on the Law of the Sea. Contrary to popular perception the Arctic is not a ruptured piñata. On land, its international political borders are uncontested. For the Arctic Ocean, there are now clear procedural rules for laying claim to its seabed, and indeed any other seabed. Most importantly, just about every country in the world seems to be following them.
UNCLOS was negotiated over a nine-year period from 1973 to 1982 and has emerged as one of the most sweeping, stabilizing international treaties in the world. As of 2009 it was ratified by 158 countries, with many more in various stages of doing so. Of the eight NORC countries, seven have ratified UNCLOS. The one glaring holdout—the United States of America—is obeying all UNCLOS rules and sending signals that it will eventually ratify the treaty. It therefore constitutes one of the most agreed-upon rulebooks in international law and is a highly effective agent of order.
The cornerstone of UNCLOS is the creation of an Exclusive Economic Zone (EEZ) extending from a country’s coastline for 200 nautical miles (about 230 statute miles) outward into the ocean. A country has sole sovereignty over all resources, living and nonliving, within its EEZ. It has the right to make rules and management plans and collect rents for the management and exploitation of these resources. The invention of these zones has greatly reduced “tragedy-of-the-commons” overfishing and other resource pressures and disputes in the world’s coastal oceans.
That’s not to say UNCLOS is perfect. Now, disputes break out over island specks because they anchor a claim to a 200 nm radius circle on the surrounding seafloor. Tiny Rockall—literally a barren rock peeking out of the North Atlantic—has been claimed by the United Kingdom, Ireland, Iceland, and Denmark. Denmark is also tussling with Canada over Hans Island, another speck sitting between the two countries in the Nares Strait off Greenland. The convoluted coastlines of Russia and Alaska open a doughnut hole of high seas in the midst of their Exclusive Economic Zones, into which Japan, South Korea, Taiwan, and Poland pour fishing trawlers.349 Finally, border disputes arise over how the two-hundred-nautical-mile extension is to be drawn with respect to other boundaries. Canada, for example, extends the ocean border as a straight-line extension of its land border with Alaska, whereas the United States draws the line at right angles to its coastline. This creates a smallish disputed triangle (about 6,250 square miles) of overlapping claims to the Beaufort Sea. In the Barents Sea, Norway and Russia had quite serious overlapping claims but announced resolution of the conflict in 2010.350 These are not insignificant disputes but, relative to the mess of conflicts existing prior to UNCLOS, manageable ones.
Beyond the two-hundred-nautical-mile limit are the high seas, their resources controlled by no one. However, UNCLOS Article 76 allows a special exception. If a country can prove, scientifically, that the seafloor is a geological extension of its continental shelf—meaning that it is still attached to the country’s landmass, just underwater—then the country may file a claim with a special U.N. commission to request sovereignty over that seabed even beyond the two-hundred-nautical-mile limit.351 Article 76 lays out a clear and orderly procedure for doing this. Because the Arctic Ocean is small, has unusually broad continental shelves, and is mostly encircled by land, it is unique among the world’s oceans in that a great deal of it could potentially be carved up into these extended zones. Russia, Denmark, Canada, Norway, and the United States352 are the sole countries with frontage on the Arctic Ocean. These five countries are thus well positioned to win control over large tracts of its seafloor and any hydrocarbons or minerals it may contain.
The key words here are scientific and orderly. The case for an Article 76 claim must be documented exhaustively with petabytes of scientific data. Foremost is a detailed mapping of seafloor bathymetry—its topographic relief—from multibeam hydrographic sonar. Seismic surveys, using explosives or blasts of compressed air to send shockwaves into the seabed, trace out the deeper subterranean geology. Sediment samples, like the ones grabbed by Chilingarov’s tiny submarines at the North Pole, are used to establish geological provenance. And so on.
All of this takes years of costly research, but there is a process to it and eventually it gets done. Norway submitted its EEZ extension claim in 2006 and was approved in 2009.353 The United States, Canada, Denmark, and Russia are still busily mapping, with Russia closest to being done. Canada will file by 2013 and Denmark by 2014. Because the United States hasn’t ratified UNCLOS yet, it will likely be last to file but has already gathered much of the required hydrographic sonar and other data from the Healy icebreaker, work led by Larry Mayer at the University of New Hampshire.
After all this work and expense, small wonder that these five countries—Russia, Denmark, Canada, Norway, and the United States—recently banded together to issue the “Ilulissat Declaration,” an assertion that existing international laws are perfectly sufficient for working out their territorial disputes in the region. Everything’s cool, no new Arctic treaties are needed—or wanted. Now, would everyone else—like the European Union—kindly butt out?354
These five powers are signaling that UNCLOS is the law of the Arctic Ocean, just like any other ocean. They are heeding its procedures for sovereignty claims to its seafloor, in the same manner as the many other Article 76 claims inching forward around the world. None are interested in relinquishing their existing right to make these claims. There will be no new “Arctic Treaty” with shared international governance, as exists in Antarctica. And centuries of legal precedent tell us that once the boundary lines get set, they will stay set. In Southern California today, property lines set by early ranchos have persisted through centuries of rule first by Spain, then Mexico, then the United States.
So how will it all pan out? The bathymetric and geological data are still being collected, but Russia has the longest coastline and the broadest continental shelf in the Arctic Ocean. This optimal geography will win sovereignty over very large tracts of seabed and most of the natural gas promised by the U.S. Geological Survey assessment.355 Canada is positioned to more than double its offshore holdings northwest of Queen Elizabeth Island. The United States will expand dominion in a triangular wedge extending due north of Alaska’s North Slope, winning control of some of the Arctic Ocean’s most promising oil-bearing rocks. Norway has secured chunks of the Norwegian and Barents seas and will share claims with Russia in the gas-rich Barents Sea.
But Norway has no shot at the North Pole and neither does the United States. That prize—if it is a prize—hinges on the Lomonosov Ridge mentioned earlier in the chapter. This thousand-mile undersea mountain chain, roughly bisecting the abyss of the central Arctic Ocean, is the only hope for a continental shelf extension claim extending as far as the geographic North Pole. Russia, Denmark, and Canada are busily mapping it.356 But the importance of the North Pole seabed, a distant, heavily ice-covered area and unpromising oil and gas province at that, is primarily symbolic. Personally speaking, if it’s really necessary for any country to control the North Pole, then it seems only fair that it be Russia. Russia’s first hydrographic surveys date to 1933. No surface ship ever reached the North Pole until the Soviet nuclear icebreaker Arktika accomplished it in 1977. By the end of 2009 the feat had been accomplished just eighty times: Once each by Canada and Norway, twice by Germany, thrice by the United States, six times by Sweden, and sixty-seven times by Russia. Her Sibir icebreaker completed the first (and only) voyage to reach the North Pole in winter back in 1989. As far as I’m concerned, Russia has earned it.
Whether the science will reveal the Lomonosov Ridge to be geologically attached to Russia, or to Greenland (Denmark), or to Canada, or none of them, is unknown. What is known is that no one is bristling missiles over this. And there’s little reason to think that anyone will.


 The Five-Century Dream 
The dream is a northern shipping route between the Atlantic and Asia’s Far East, a quest spanning over five centuries since the English, Dutch, and Russians first began looking for it. The only alternative, until the Suez and Panama canals were built, was to sail all the way around the southern horns of either Africa or South America. Many intrepid souls died looking for a shorter route over the North American or Eurasian continents. Probing northwest (the Northwest Passage), their ships got stuck like bugs to flypaper in Canada’s perennially frozen northern archipelago, en route to the Bering Strait. Others died trying northeast (the Northern Sea Route), attempting to trace Russia’s long northern coastline to reach the Bering Strait from the other direction. Both routes have now been traversed many times but neither is a viable commercial shipping lane. However, a small amount of international traffic is stirring between Canada’s port of Churchill (in Hudson Bay) and Europe, and occasionally Murmansk.
Since the 2007 and 2008 sea-ice convulsions, the prospect of global trade flows streaming through the Northwest Passage, the Northern Sea Route, or even straight over the North Pole has become one of the most breathlessly touted benefits of global climate change. After all, those fifteenth-century navigators were geographically correct: Even after the Panama and Suez canals were made, the shortest shipping distances between Asia and the West would still lie through the Arctic Ocean.357
Lest we get carried away with visions of colorful sailboat regattas in the Arctic Ocean, keep in mind just how formidable sea ice is to the maritime industry. Only the largest heavy class of icebreaker like the Rossiya can break through it confidently.358 Canada has just two heavy icebreakers, the United States three. Russia—by far the world leader in this domain—is expanding its fleet to around fourteen. Seven are nuclear-powered, the largest and most powerful in the world.359 But icebreakers are costly and few. They require a strengthened hull, an ice-clearing shape, and serious pushing power, features not possessed by normal ships.360 There are barely a hundred of them operating in the entire world. The world’s other vessels, of course, number in the hundreds of thousands, but cannot navigate safely through sea ice.
However, there is a very real possibility that by 2050, if not sooner, the Arctic Ocean will become briefly free of sea ice in September, by the close of the northern hemisphere summer. The ice will always return in winter (much like the Great Lakes today), but this is nevertheless a radical transformation, one that will dramatically increase the seasonal penetration of shipping and other maritime activities into the region. For part of the year, it would change from being the domain of a handful of heavy icebreakers to that of thousands of ordinary ships.
One doesn’t need a fancy climate model projection to appreciate this. It’s already obvious today. On the following two pages, consider the seasonal cycle of shipping activity that already happens each year in the Arctic. When sea ice expands in winter, ships retreat. When it shrinks in summer, they advance.
Note the profound restriction that sea ice imposes upon shipping activity. Few, if any, vessels dare to enter the ice pack, but there are thousands of them poking and probing around its southern periphery (there were at least six thousand ships operating in the Arctic in 2004, the year that these two maps capture).361 In January, sea ice confines them to the Aleutian Islands, northern Fennoscandia, Iceland, and southern Greenland. Even the icebreakers retreat then. Only Russia did any serious icebreaking—to and from Dudinka, a port for the Noril’sk mining complex on the Yenisei River. But in July, when the ice melts, the ships pour in.
The Arctic Ocean will never be ice-free in winter, but summer shipping will last longer and penetrate more deeply. If it really does become ice-free by late summer, it should be briefly possible to sail a ship right over the top of the world.
Not all shipping companies are thrilled about the prospect of this. Take, for example, Northern Transportation Company Limited, northern Canada’s oldest Arctic marine operator. Since 1934 NTCL has been providing cargo transport down the Mackenzie River and all across North America’s western Arctic coast, from Prudhoe Bay, Alaska, to Taloyoak in Nunavut. The bulk of their business is cargo transport to villages, oil and gas operations, mines, and offshore energy exploration. The company’s vice president, John Marshall, was kind enough to show me around their port in Hay River, on the shore of Great Slave Lake.


362
I was impressed. There were a hundred barges in operation, acres of other vessels parked, and a Syncrolift to raise huge ships entirely out of the water. Workers were swarming all over the barges to load them up and move them out. The company moves fast to capitalize on their short shipping season—only about four months—before the ice returns in October. But when I bounced the long-term climate model projections for sea ice off my host, I was surprised to learn he hopes to never see their simulations materialize. A longer shipping season on the Mackenzie would be wonderful, but an open Northwest Passage would allow competition in from the east. The sea ice blocking that passage, Marshall told me, was keeping his southern competitors out.363
If the Arctic Ocean becomes ice-free in summer, it will also affect maritime activities in at least one other important way. It spells the disappearance of so-called “multiyear ice,” the more obstructing of two forms of sea ice currently present there. “First-year” ice, as the name implies, is baby ice, less than twelve months old. It is one or two meters thick and relatively soft, owing to inclusions of salty brine and air pockets. While definitely dangerous, it is easily cleared by icebreakers and will not generally gore a properly handled vessel with an ice-strengthened hull. Importantly, first-year ice is also less damaging to the drilling platforms and other infrastructure needed to produce offshore oil and natural gas.364 But multiyear ice is hard and can grow up to five meters thick.365 It is utterly impassible to most ships and can foil even a Russian nuclear-powered icebreaker.
In a world where all sea ice melts away each summer, multiyear ice will go extinct and icebreakers will go where they please. Ships with fortified hulls—and even ordinary vessels—would be somewhat safer.366 From a regulatory standpoint, this could lead to ships of a lower polar class being permitted to enter and operate in the Arctic.367 The Northern Sea Route (especially) and the Northwest Passage would become viable lanes. For a brief time window each year, it would become feasible to cross right over the North Pole in ice-strengthened ships. A dream come true.


 Dream On 
So by 2050 will global trade flows be pouring through the Arctic Ocean, as they do today through the Suez and Panama canals?
Impossible. Those operate 365 days per year with no ice whatsoever. At best the Arctic Ocean will become ice-free for a few days to a few weeks in summer and even then, there is no such thing as a truly “ice-free” Arctic Ocean. From autumn through spring, there will be expanding first-year ice cover, slowing ships down even with icebreaker escort. In summer, there will always be lingering bits of sea ice floating around, as well as thick icebergs calved from land-based glaciers into the sea (a glacier iceberg sank the Titanic, not sea ice). The Arctic Ocean will always freeze in winter—or at least we’d better hope so. If it doesn’t, that means our planet has become 40°F hotter and a lifeless scorched rock. Superimposed over all of this is ever-present natural variability, making the start and end dates of a part-time shipping season impossible to know with certitude.
The global maritime industry cares about many other things besides geographic shipping distance. It also cares about shipping time, cost, and reliability. To be sure, routes are shorter across the Arctic Ocean, but the travel speeds, owing to the danger of ice, are lower.368 If the region’s emerging regulatory framework demands that only polar-class ships be allowed in, then those vessels will cost considerably more than ordinary single-hulled ships. And how attractive will a short, unpredictable shipping season really be for today’s tightly scheduled global supply chains? What about the relative lack of emergency and port services, environmental liability for oil spills, or fees charged by Russia and Canada should they reaffirm their positions that the Northwest Passage and Northern Sea Route are not international straits?369 Might the Suez and Panama canals lower their prices in response to the new competition? There are many other factors controlling the profitability of transnational shipping lanes besides a shorter geographic route, available for an uncertain few weeks to a few months out of the year.
In imagining 2050, I do see many thousands of boats in the Arctic, but not humming through global trade routes as dreamed of in the fifteenth and early twenty-first centuries. Doubtless some international trade will be diverted through the region as the summer sea-ice retreats northward. It is happening now through the Aleutian Islands, Murmansk, Kirkenes, and Churchill. But few of the vessels I envision are giant container ships carrying goods between East and West.370 The thousands of ships I see are smaller, with diverse shapes, sizes, and functions. They are not using the Arctic as a shortcut from point A in the East to point B in the West. Instead, they are buzzing all around the Arctic itself.
Look again at the maps of what actually happened in 2004. The action was not through the Arctic, but in the Arctic. There were tankers, tugs, barges, bulk carriers (for ore), small cargo ships, and fishing boats. There were coast guards, oil and gas explorers, science expeditions, and many pleasure cruises. They were bringing in supplies to villages and mine outfits. They were fishing, hauling out ore, or looking for hydrocarbons. They were moving goods up and down rivers and through the Bering Strait. They were bringing tourists from all over the world to see one of the last truly wild places on Earth.371
With less sea ice, this diverse maritime activity will intensify. It will operate longer and penetrate deeper. It will become more economic to use boats to take food and heavy equipment north, and bring raw natural resources south to waiting markets. Mines located near a coast or an inland river will become increasingly viable. Already, South Korean shipbuilders, like Samsung Heavy Industries, are developing polar LNG carriers specially designed to work there. When those vast new offshore gas deposits are eventually developed, these ships will cruise right up to the wellheads. They will gorge on liquefied natural gas, then turn around and carry it to anywhere in the world.
Ten “Ports of the Future” Poised to Benefit from Increased Traffic in the Arctic

Shipping is the world’s cheapest form of transport. As its penetration grows and intensifies, we will see a growing maritime economy in the Arctic. On the opposite page is my qualified guess at ten ports that bear particularly close watching in the coming years. Other possible sleepers include Tuktoyaktuk, Iqaluit, and Bathurst Inlet in Canada; Nome in Alaska; Ilulissat in Greenland; and Varandey, Naryan-Mar, and Tiksi in Russia.

When the Amundsen docked in Churchill, I knew exactly what to do. While everyone else was milling around, saying farewells or asking for directions to the town’s famous Portuguese bakery, I dashed straight to the train station to ask if the tracks were OK. Just as I’d feared, they weren’t. I went immediately to the airport and scooped up one of the last seats on a flight to Winnipeg. I felt guilty because I had beaten out my former friends and comrades, who I knew could be stranded a week or more. But I had just been to Churchill six weeks before, and I knew they would enjoy themselves.
Churchill is famous for being the polar bear capital of the world—thousands of tourists descend on the town each October to watch them from heated buses out on the snowy tundra—but the place is even more incredible in summer. The snow is gone, the weather warm, and some three thousand white beluga whales move into the bay to feast on capelin and have babies. You can see the belugas distantly from the shore, but for eighty dollars a Zodiac tour will take you right out to them. The boil of white bodies leaping all around me, many with little gray calves hugging their backs, is one of the most spectacular sights I’ve ever seen in my life.
Churchill’s other industry is shipping. It is the only northern deepwater seaport in Canada. It is also the closest port to her western provinces, where most of the country’s agriculture takes place. Wheat, durum, barley, rapeseed, feed peas, and flax from the prairies are loaded into train cars and sent to Winnipeg, where a spur line runs north for a thousand miles to Churchill on the shore of Hudson Bay. But despite its geographic advantage the port has never done very well. In 1997 the port, grain elevator, and 810 miles of railroad were bought for a pittance from the Canadian government by Denver-based OmniTRAX Inc., one of the biggest privately held railroad companies in North America. As part of the deal the company poured some USD $50 million in repairs and upgrades to its facilities and rail line.
When I first visited Churchill ten years after OmniTRAX took over, the port still wasn’t running at full capacity. Its general manager and Churchill’s mayor both offered that the reason was at least partially political.372 There was also a lingering perception that the Churchill facility could not handle steel hoppers (the industry standard) even after the necessary upgrades had been made. But the biggest problem of all was the rail line linking the port to Winnipeg. Even after millions of dollars in improvements, it was still unreliable. Allowable speeds were slow, and the tracks had to be closed often for repairs. The reason was not bad design, but thawing permafrost.


 On Shaky Grounds 
Permafrost is permanently frozen ground. It is ubiquitous around the Arctic and high elevations of the world, and extends surprisingly far south in the cold eastern interiors of Canada and Siberia (see maps on pages x-xiii). The topmost part thaws inches deep each summer, but beneath this so-called “active layer,” the soil stays hard and frozen year-round. As such, it offers a solid base on which to build roads, buildings, pipelines, and other infrastructure—so long as it always stays frozen. The trick is to not warm it up.
An entire subfield of civil engineering is devoted to building things on top of permafrost without somehow warming it. Houses are raised up off the ground on pilings, roads and railroad tracks are perched atop thick pads of insulating gravel, and so on. Oil pipelines require very careful design because flowing fluid generates a surprising amount of heat, and a ruptured pipeline is an environmental disaster. The world’s latest permafrost engineering feat, completed in 2006 at a cost of USD $4.2 billion, is China’s Qinghai-Tibet Railroad crossing the Tibetan Plateau from Golmud to Lhasa.
But no amount of clever engineering can stop regional permafrost from thawing from milder, snowier winters (snow insulates the ground). When that happens, unless the geological substrate is firm bedrock, the built structures are compromised. The substrate returns to the structural strength of wet mud, or peat, or whatever else it is geologically composed of. The ground slumps, roads buckle, and foundations crack.373 Pipelines and train tracks become kinked and wavy when they ought to be straight. Even slight undulations force trains to slow down greatly or risk derailment. The sluggardly speeds I’d noticed for parts of the Hudson Bay Express, the otherwise lovely two-night passenger train voyage from Winnipeg and Churchill, was because of this. Deeper kinks require closing down the tracks for repairs. That’s what triggered the line’s closure six weeks later, when I bailed on the train (and my Amundsen shipmates) and caught a flight instead.
Fortunately for OmniTRAX, only the last leg of its long railroad to Churchill lies over permafrost. But other built structures around the Northern Rim are not so lucky. From borehole thermometry and other measurements, we know that permafrost temperatures are generally rising.374 The endgame of this process is ground slumping, tilted trees, sinkholes, and other disturbances.
Already we see evidence of this from space. Using satellites, my UCLA colleague Yongwei Sheng and I mapped out a strange phenomenon now transforming vast tracts of western Siberia. This region famously holds thousands of wellheads supplying natural gas to international markets in Ukraine and Europe. Less famous are the tens of thousands of lakes that dot its surface like so many spilled marbles. By comparing recent satellite pictures of this region with those from the early 1970s, we discovered a landscape mutating as the underlying permafrost thaws, with many of these lakes disappearing into the ground.375
Theoretically, if all permafrost were to go away entirely, about half of the world’s northern lakes and wetlands might conceivably vanish.376 But permafrost thaw is a slow process, so that won’t happen anytime soon. Deep permafrost can extend hundreds of meters downward and requires centuries or millennia to defrost. But significant reductions are expected by 2050, with climate models projecting 13%-29% less permafrost area by then, and the depth of seasonal thawing increasing roughly 50%.377 These numbers are worrisome because from a practical standpoint, the settling and buckling problems commence even when permafrost first starts to thaw. Also troubling is the fact that permafrost ground is commonly stuffed with chunks and lenses of pure ice, which drain out, exacerbating the slumping. Already in Russia, damages to the Baikal-Amur Mainline (BAM) Railroad have more than tripled. The number of threatened buildings ranges from 10% of all structures in Noril’sk to as high as 80% in Vorkuta.378 At the center of this book is a photograph of an apartment building destroyed by thawing permafrost. Just days after the first wall cracks appeared, this building collapsed.
The big message here is that climate warming presents a severe challenge to current and future physical infrastructure in northern permafrost areas. The structural strength of many soils will be reduced, threatening existing structures and making new ones more expensive to engineer and maintain. Some permafrost landscapes will slump, collapse, or suffer hydrological changes, rendering them even less appealing for human activities than they are now.

Projected losses by 2050 in (1) the structural integrity of permafrost soils, a threat to buildings and other permanent infrastructure; and (2) suitably freezing temperatures for the construction of temporary winter roads over wet or soft areas.
The map379 on the previous page illustrates the scale of this problem by midcentury. Part of it derives from a new model of permafrost load-bearing capacity developed by Dmitry Streletskiy, Nikolay Shiklomanov, and Fritz Nelson at the University of Delaware. Dark tones indicate reduced bearing capacities (structural strength) of permafrost soils associated with a middle-of-the road carbon emissions scenario, i.e., the “moderate” (SRES A1B) scenario described in Chapter 5. Widespread losses in Alaska, northern Canada, and most of Siberia suggest that problems of reduced ground strength to support pilings, building foundations, and other heavy installations will be particularly severe there.
The hatched lines on the map are unrelated to permafrost. They illustrate another sort of change that will occur, in places where the ground surface freezes less long and hard during winter than it does now. The repercussions of this are quite different from the threat to infrastructure posed by warming permafrost, as we shall see next.


 Ice Road Suckers 
The second way in which rising temperatures will make remote northern landscapes less accessible is by reducing our ability to travel on them using winter roads.
Winter roads, also variously called ice roads, snow roads, temporary roads, and other names, are a remarkably well-kept secret. As their name suggests, they are temporary features, requiring a hard, deeply frozen surface to work. Winter roads are used extensively in Alaska, Canada, Russia, and Sweden and are also used in Norway, Finland, Estonia, and several northern U.S. states. In truly remote areas they are the only kind of road at all. Yet, despite their importance, these transient travel lanes rarely show up on maps. Before the popular television series Ice Road Truckers was produced, few people even knew they existed. But in many parts of the North—especially wet, boggy areas—they are the only way to economically resupply villages, run construction projects, harvest timber, find oil and gas, or do just about anything. Away from rivers and coastlines the only other option is to use airplanes and helicopters, which are extremely expensive.
In contrast to its biological life, economic activity on northern landscapes springs to action in winter, after the ground freezes and ground vehicles can be brought in. With remote distances and low population densities, the cost of permanent roads is rarely justified. In contrast, even the most expensive of winter roads—built up like an ice-skating rink by repeatedly glazing it with water—costs 99% less to build.380 So in many remote areas, the road network is not fixed but an ephemeral ghost, expanding briefly each winter, then melting away again in the spring.
One famous winter road, featured in the first season of Ice Road Truckers, is the Tibbitt-Contwoyto ice road built each year in Canada’s Northwest Territories. It begins near the city of Yellowknife and runs six hundred kilometers northeast into Nunavut, supplying a string of highly lucrative diamond mines. This road traverses bog and lakes and can exist only for about two traffic-jammed months out of the year.381 During the other ten, the mines can be reached only by air.
Since 2003 one of the richest diamond strikes served by this road has been the Diavik Diamond Mine owned by Rio Tinto, a multinational mining conglomerate. At Diavik’s headquarters in Yellowknife, manager Tom Hoefer explained that the Diavik mine yields four to five carats of diamonds per ton of ore, one of the highest grades ever found (the world average is one carat per ton). To get at the diamonds, the company spent $400 million just to dike back an overlying lake that was in the way.382 Together with one of its neighbors, this mine currently generates about half of the NWT’s gross domestic product. But despite its high grade, without the Tibbitt-Contwoyto road, this mine would be uneconomic. “If we didn’t have this winter road we wouldn’t have these mines,” Hoefer told me. “It’s as simple as that.”383 Imagine trying to bring in all the heavy equipment, construction materials, and thousands of tons of cement mix by airplane. It just couldn’t be done.
For every Tibbitt-Contwoyto there are thousands of lesser winter roads vital to some economic activity or another. In Siberia I saw many long piles of deep sand running across the taiga. They are dormant winter roads and will lie there, useless and undrivable, until the deep freeze of winter returns so they can be graded again. Giant north-flowing rivers like the Ob’, Yenisei, and Lena in Russia, and Mackenzie River in Canada become ice highways in winter. In High Level, Alberta, I visited Tolko Industries—a major softwood producer for the U.S. building industry—and learned that their wood harvest relies on a fourteen- to sixteen-week winter road season. To the consternation of the company, that season has been gradually shortening over time. “We will lose our shirt” if the roads go away, their forester told me.384
Most resource extraction operations in the North already face tight profit margins from chronic labor shortages, long distances to market, and an environment that is both too harsh and too delicate. For industries where an entire year’s worth of profit must be made in a matter of weeks, even a few days lost is a serious blow. Because northern climate warming is greatest in winter, it uniquely targets this sector. Warm winters mean shorter winter road seasons and/or lighter allowable loads. Deeper snow means more insulation of the ground, further reducing the depth and hardness of its freezing. For all but the most lucrative operations, many industries will become increasingly uneconomic and finally abandoned.
The significance of this goes beyond the major Ice Road Trucker-type ice highways that are rebuilt in the same place each year. It means reduced access everywhere. Take, for example, off-road oil and gas exploration on the North Slope of Alaska. To avoid damaging thin tundra soil and vegetation,385 this can be done only in winter, when its soft, moist surface freezes hard. There’s simply no other way to drive on this environmentally sensitive ecosystem without tearing it apart. But since the 1970s the North Slope’s permissible off-road travel season has declined from over two hundred days per year to just over one hundred days,386 effectively cutting the energy exploration season in half.
Put simply, this is not a good century to be out working the land in remote interiors of the North. In permafrost, permanent structures will become even trickier to build and maintain than they are now. Despite ways of prolonging the life of winter roads,387 there’s no getting around the fact that milder winters and deeper winter snow will shorten their seasons, making many of them pointless to build for all but the most lucrative projects—the NWT diamonds,388 for example, or natural gas pipelines. Already we see delayed openings and earlier closures harming smaller outfits operating on tight margins.
Extraction industries will favor projects nearer the water. Looking ahead, our northern future is one of diminishing access by land, but rising access by sea. For many remote interior landscapes, the perhaps surprising prospect I see is reduced human presence and their return to a wilder state.


CHAPTER 7
The Third Wave
“Canada: A few acres of snow.”
—Voltaire (1694-1778)


Number One ($596 billion per year)
—Rank of Canada among U.S. trading partners (2008)




The preceding chapters imagine a 2050 world in which global population has grown by nearly half, forming crowded urban clots around the hot lower latitudes of our planet. Mighty new poles of economic power and resource consumption have risen in China, India, and Brazil. People are urban, grayer, and richer. Many places are water-stressed, uninsurable, or battling the sea. Some have abandoned irrigated farming altogether; their cities rely totally on global trade flows of energy and virtual water to even exist.
We have a diverse basket of new energy sources but still rely heavily upon fossil fuels. Natural gas is especially lucrative and under aggressive development in all corners of the world. Among these is the Arctic Ocean, where investment capital is flowing north as the peaceful settlement of seafloor claims, diminished sea ice, new maritime port facilities, and specialized LNG tankers have made offshore gas extraction increasingly economic. The NORCs’ relative water riches are envied by all. Milder winters have encouraged billions of southern organisms to press northward, including us. But in remote continental interiors, many small villages and extraction industries have been abandoned, even as new ones flourish along the coast.
These broad pressures and trends portend great changes to the northern quarter of our planet, making it a place of higher human activity and strategic value than today. But history tells us that the pace and pattern of human expansion will not be uniform. There are many differences among the NORC countries, like steep temperature contrasts and an uneven geography of natural resources. Disparities abound in their historical patterns of settlement and infrastructure. Demographic trajectories, and national views on foreigners and aboriginal rights, vary greatly. The decisions of past political leaders on how to develop their frontiers still carry legacy today, as do current attitudes toward economic globalization and trade.
How much do these different preexisting conditions across northern countries matter? Many of the global and regional forces described thus far will be shaped by them. Their contrasts bring finer detail to the broad outlines of the 2050 thought experiment drawn thus far, and are the subject of this chapter and the next.

Quick! Hazard a guess: Of the following six countries, which has the fastest population growth rate out to 2050—China, Brazil, Canada, Iceland, Mexico, or Norway?
If you picked China, Brazil, or Mexico you guessed wrong. In terms of percent growth (not sheer numbers) you may be surprised to learn that none even makes the top three. Canada, Iceland, and Norway are all growing faster with population increases of 20% or more expected by 2050 (see table on page 173). Their base populations are much smaller of course—the sum total of people living in these three countries today is half that of Germany—but there is no disputing their extraordinary rate of growth.
The model projections tell us that by 2050 human populations will be larger in all of the NORC countries except one. The glaring exception is Russia, where falling births, rising deaths, and an aging population promise a precipitous decline of nearly one in five people. Of the NORCs, Russia alone joins Japan, Germany, South Korea, and Italy as a population loser by 2050. But even with 24 million fewer Russians, the total population of the eight NORC countries is still projected to rise by 76 million people (+15%). Most of this will be driven by growth in the United States (+86 million, with perhaps +15 million in northern states389) and Canada (+11 million), with nearly +3 million more arriving in Sweden, Norway, Finland, Denmark, and Iceland.
Some Population Densities and Trajectories 2010-2050

(Source: United Nations Population Division)
Where will all these new people live? Outside of Europe, the NORCs control most of the land areas lying north of the forty-fifth parallel. Excluding the Greenland Ice Sheet, this is over forty million square kilometers of land, more than quadruple the area of the lower forty-eight U.S. states. By my calculations390 roughly fourteen million square kilometers—about one and one-half times the size of the United States or China—are quite livable. Might these be the lands into which new settlements will spread?


 The First Waves 
Actually, they already have. The forty-fifth parallel does miss Toronto, Canada’s largest city, but captures virtually all of the rest of Canada, plus a row of northern U.S. states from Minnesota to Washington. The cities of Portland, Seattle, Vancouver, Edmonton, Calgary, Winnipeg, Minneapolis-St. Paul, Ottawa, and Montreal are all contained within the planet’s northern quarter of latitude. Tracing the forty-fifth parallel farther east, we see it snares all of Germany and the United Kingdom, and indeed much of Europe, including the cities of Paris, Brussels, and Budapest. Looking still farther east, it swallows Russia, most of Mongolia, and a good chunk of northeast China, including the city of Harbin.
To the north, we find that even the harshest Arctic hinterlands have long been occupied (albeit thinly). The first people to see the Arctic Ocean were probably Mongolic, reaching the northern coast of what is now Russia by thirty to forty thousand years ago, if not sooner.391 By at least fourteen thousand years ago, their descendants had crossed the Bering Strait into Alaska. From there, groups spread south and east across North America, some reaching eastern Canada and Greenland by about forty-five hundred years ago. A later wave of Mongolic invaders again swept across Arctic Canada to Greenland, supplanting the first. The ancestors of today’s Aleut, Yupik, Inuit, Chipewyan, Dogrib, Gwich’in, Slavey, Cree, Nenets, Khanty, Komi, Dolgan, Evenk, Yakut, Chukchi, Tlingit, and many others migrated and grew. Our circumpolar colonization was nearly complete.
Northern Europe got a later start because it was buried under an ice sheet. But after the glaciers retreated it was invaded and reinvaded many times, beginning about twelve thousand years ago. From genetic studies it appears that its most ancient occupants today are the Sámi and Karelians of northern Scandinavia and northwestern Russia.392 A second clue comes from linguistics: Today’s Sámi and Karelians (and Finns and Estonians) speak derivatives of Finno-Ugric, predating the arrival of Germanic (Swedish and Norwegian), Baltic (Latvian and Lithuanian), and Slavic (Russian) Indo-European languages in the region. This is why Swedes, Norwegians, and Icelanders today can sort of understand each other whereas Sámi and Finnish sound like pure gibberish to them and also to Russians. The last bits of undiscovered land—Iceland and the Faroe Islands—weren’t colonized until the Vikings found them in the ninth century A.D.
Next came more waves of expansion and rediscovery. French and British trappers and traders arrived in the New World; Russian Cossacks surged east through Siberia all the way to the Pacific Ocean. In the nineteenth and twentieth centuries almost three million Scandinavians emigrated to the American Midwest and rural Canada. Today, there are Nigerians moving to Fort McMurray, Iraqis to Stockholm, Filipinos to Yellowknife, and Azerbaijanis to Noril’sk. There are growing cities, guest-worker programs, and multinational corporations. As I drove across the Arctic Circle in my rental car, just a few hours north of Fairbanks, it was with a Starbucks Venti latte still clutched in my hand. The latest invasions have begun.
So, unlike the Arctic Ocean seafloor, even our northernmost landmasses are hardly a vacant frontier. Siberia has thirty-five million people, most living in million-plus cities. Canada and Alaska share thirty-four million, the Nordic countries twenty-five million. However, we are still talking about some of the lowest population densities on Earth, especially in Canada and Russia with only three and eight people per square kilometer, respectively (see preceding table). If all Canadians could be airlifted from their cities and sprinkled uniformly across the country, every man, woman, and child would get their own eighty-two-acre spread. The same exercise in China would yield less than two acres per person; in India less than one.393 But no landscape on Earth is settled uniformly like that. We concentrate in specific places for specific reasons—for arable soil, at strategic trading crossroads, along rivers, and so on. Physical limitations have always influenced human settlement patterns in the past, and they will continue to do so in the future. Obviously, one of the biggest limitations on human settlement in these northern areas has always been the cold.


 The Uneven Cold 
As a general rule the higher the latitude the more severe the cold (and seasonality, of course)—and the fewer the people. However, being near an ocean does change things. Thanks to the geography of continents and the sluggish, heat-carrying thermal properties of water, air temperatures do not simply vary from south to north, or from low elevation to high, but also with distance from a westerly ocean.394
Take, for example, the line of 45° N latitude defined earlier. On the Pacific coast of Oregon, the average January daytime temperature along this line is 52°F. Moving east through the Montana-Wyoming border, South Dakota, and Minneapolis it tumbles to 22°F. Temperatures persist in the low twenties through Green Bay, Wisconsin (home of the Packers), Ottawa (20°F), and Montreal (22°F) but leap abruptly for ship captains on the Atlantic Ocean, thanks to the Gulf Stream current and its north-flowing extensions that carry warm water north all the way from the tropics. Their heat warms 45° N’s land-fall on a beach in southern France (49°F) and lingers for a while over western Europe. But by Milan (40°F) the warm touch is fading again, and by Stavropol, Russia (25°F), it is gone. Tracing the January averages along this single line of latitude, we found temperature swings of over thirty degrees!
This is the so-called continental effect, in which the interiors of continents experience colder winters and hotter summers with distance from a major ocean, especially on their eastern halves.395 The continental effect helps create the numbing cold of the “Siberian Curse” described in Chapter 5, and the southerly dip of permafrost in eastern Canada and eastern Russia. It is what forces people living in Ottawa to bundle into parkas in winter, while due east in Milan they get by with light jackets and fashionable scarves. It is an important reason why the northern penetration of human settlements has been greater in western Canada than eastern Canada, and in western Russia than eastern Russia. Together with heat from the Gulf Stream and North Atlantic Current, it explains why most of the Eurasian population north of 45° N is piled onto the western end of the continent, and thus the historical agrarian settlement pattern of Europe.


 The Coastal and Lowland Imperative 
Another important consideration for human settlement patterns, especially in cold places, is terrain.396 Even prehistoric nomadic hunters, who worried little about permafrost or crop yields, preferred low-lying valleys and coasts.
The reason again is temperature. High elevations are colder than low elevations, and usually more rugged too. As a general rule of thumb, air temperatures fall roughly 6.5°C for each kilometer of increased elevation (18.8°F per mile). Thus, high-elevation ground is colder. It allows permafrost to exist farther south than it otherwise would in the mountains of Norway, the mountain cordillera of western Canada, and on the Tibetan Plateau. In Russia east of the Yenisei River, high elevation compounds the continental effect, making these lands among the coldest on Earth. They are deeply frozen in permafrost, useless for agriculture, and frighteningly cold in winter. In North America, temperatures grow colder mainly from south to north, but in Russia, it’s from west to east.
For these and other reasons the northern high latitudes have never been a strong draw for southern settlers. Their extreme seasonality makes for a short (if intense) growing season. Abundant water and hot summers create a moist haven for hordes of mosquitoes. The freshly scoured landscape, exposed only since the last ice age, has poorly developed soils. Biological richness is low and essentially still colonizing since the glaciers’ retreat. It’s not surprising, therefore, that our past historical expansions have left vast northern land areas only lightly touched.
In Canada, most French and British colonial settlements hugged southern coastlines and rivers. Farms would later spread across her low, flat prairies, bracketed by rugged mountains to the west and rocky Precambrian crystalline shield to the east. All of Alaska’s major settlements are either in low-elevation terrain, along the coast, or both. Norway’s long-axis mountain spine crowded its settlements along its shores where grew societies of fishermen, explorers, and (now) offshore oil and gas drillers. Sweden, Finland, and northwestern Russia, in contrast, are low-elevation and permafrost-free. They have been widely settled since prehistory and their reindeer-herding, dairy, and cool-weather agricultural societies count among the oldest in Europe.
Given all this, it took prospects of financial gain to attract nonnative settlers to remote northern areas. In the ninth century seafaring Vikings—ancestors of today’s Norwegians, Swedes, and Danes—variously plundered or settled Russia, Greenland, Canada, Iceland, and the Faroe Islands. The (re)discovery of North America attracted French and British trappers and traders who penetrated across Canada in search of beaver. From Siberia came the call of sable fur. After defeating the Khan near modern-day Tobol’sk, Russian Cossacks swept three thousand miles east from the Urals all the way to the Pacific Ocean in 1697, completing the Russian version of “manifest destiny” a full century and a half before the United States did. Their legacy was a system of remote outposts where Russian fur traders and missionaries interacted with dozens of aboriginal groups. It took gold discoveries to bring new rushes of people to the Yukon and Alaska. Some remained after, commingling with the existing aboriginal population to grub out frontier lives as miners, trappers, and small farmers. That was pretty much how the situation remained, until the Second Wave.
If expansions of early settlement were shaped by climate, terrain, and gold, in the twentieth century they were shaped by politics and war. Two major transformations happened that altered huge areas of the Northern Rim forever. The first was Joseph Stalin’s decision to grow the Gulag, a vast network of thousands of forced-labor work camps and exile towns across Russia between 1929 and 1953. The second was the decision of the U.S. Army to invade western Canada during the depths of World War II.


 The Second Wave: Stalin’s Plan and the U.S. Occupation of Canada 
Even before Japan’s December 7, 1941, attack on Pearl Harbor, the United States was worrying about how to defend Alaska. It was impossibly remote, reachable only by ships or air, with no road connecting it to the rest of the country. Meanwhile, Hitler’s armies were devouring Europe, and Japan’s advance across Southeast Asia and the Pacific Islands seemed unstoppable. From Washington, the view of the entire northwestern corner of North America—not just Alaska but western Canada as well—was of a broad soft flank, completely vulnerable to an overland invasion by Japan.
Bases were thrown up in Anchorage, Fairbanks, and the Aleutian Islands and several thousand troops rushed to them. After Japan bombed Pearl Harbor, American fears went into overdrive and a deal was struck between Washington and Ottawa: Canada would allow the U.S. Army to develop her frontier and connect it to Alaska, so long as everything was turned over to her after the war. The U.S. military-industrial machine swung into gear and selected its beachhead, a sleepy Canadian farm town called Dawson Creek, at the end of a minor western spur line for Northern Alberta Railways.
In March 1942 the residents of Dawson Creek got the shock of their lives. The train arrived, but instead of bringing the expected dry goods and furniture, it was loaded with heavy equipment and work crews of the U.S. Army. They had come to carve a fifteen-hundred-mile-long emergency road through uncharted wilderness—through British Columbia and the Yukon, connecting Dawson Creek all the way to Fairbanks—in under a year.
Canada’s government watched from Ottawa as the U.S. Army opened up her western frontier. Forty thousand American soldiers and civilian contractors poured into a vast wilderness of forest and bog, a place with no roads and hardly any settlements. It was home to fewer than five thousand Canadians, mostly aboriginal hunter-gatherers.
Dawson Creek became the gateway of what would eventually be called the Alaska Highway. To ferry supplies, dozens of new airfields were cut into the wilderness to form the Northwest Staging Route, later used to shuttle some ten thousand American-built airplanes—painted with the Soviet red star—to Alaska, where they were handed over to Russian pilots.397 Another six-hundred-mile road and pipeline were built to bring crude oil south from fields at Norman Wells. Yet another road was built to link the new highway to the Alaskan port of Haines. The old gold rush town of Whitehorse had a new population explosion and sprouted pipelines running north and south. A telephone network was built, together with new shipping facilities along the Mackenzie River. Through immense manpower and treasure, the United States had opened up another country’s wilderness and connected Alaska by road to the rest of the continent.398
The same thing was going on elsewhere in the Northern Rim. A major airport and base were built in Keflavík, Iceland, and more than thirty thousand troops kept there during and after the war. That facility is now Iceland’s international airport. Another built at Sondre Stromfjord is now Greenland’s international airport; the American-built road there is now the longest in the country. Another airport in northern Greenland (Thule Air Base) is still retained by the U.S. military and is now the northernmost air base for the United States.
The close of World War II changed only the enemy, not the construction projects. Three chains of remote “distant early warning” (DEW) radar stations were strung through Alaska, Canada, and Greenland to deter Soviet bombers. A joint U.S.-Canada base was built at Fort Churchill, Manitoba, and another at Frobisher Bay (now Iqaluit). More than sixty thousand troops were stationed in Alaskan bases that are maintained there to this day. By the end of the Cold War, the American military had built a first skeleton of roads, airports, and outposts throughout the northern high latitudes, leaving an indelible template still shaping the region today.


 Stalin’s Gulag 
America’s northern investments during World War II and the Cold War were purely military.399 But Joseph Stalin’s underlying purpose for building the Gulag ran far deeper. It was more than just a convenient way to punish criminals and silence political dissidents—it was a deliberate decision to industrialize the Soviet Union using the slave labor of his own people. It intended to advance certain socialist ideologies, like asserting man’s triumph over nature and Engels’ dictum—the notion that industry should be evenly distributed geographically across a country. It was nothing less than a forced settlement of his country’s barely habitable Siberian territories—then thinly occupied by aboriginals and a sprinkle of outposts—with ethnic Russians.
The use of prison camps in Russia dates to the tsars, but Stalin took it to a whole new level. By the 1930s he had established camps throughout all twelve Russian time zones. By the program’s peak in the early 1950s, the total camp population had swelled to 2.5 million prisoners. Nearly five hundred complexes were built, comprising thousands of individual camps, each holding a few hundred to thousands of people.400 Many were condemned for minor crimes. Over the course of the program perhaps eighteen million are believed to have passed through the camps; another six million were banished to live near them in exile.
Stalin’s Gulag is one of the darkest chapters in Russian history.401 Its atrocities include uncounted deaths from starvation, exposure, exhaustion, and even outright murder. Thousands of projects were blazed into the wilderness without supplies, a plan, or competence. Many were ultimately abandoned. But as a blunt tool to force massive industrialization and resettlement of Siberia, the program was a resounding success.
A large fraction of this giant captive labor force was aimed directly at the heart of the frozen frontier. Prisoners blasted mines and cut forests. They built roads, bridges, railroads, and factories. The Soviet Union proceeded to industrialize on the backs of these workers and the iron, coal, and timber they produced. If they survived their sentences, many prisoners were forbidden to return home. Millions of exiles and prisoners’ family members instead moved into the growing towns and cities near the camps. Factory towns grew huge, attracting further subsidies and emigration programs from Moscow. Even after Stalin’s death and the dismantling of the Gulag system in 1953, these subsidies continued. By the 1980s there were gigantic industrial cities scattered across some of the coldest terrain on Earth: Novosibirsk, Omsk, Yekaterinburg, Khabarovsk, Chelyabinsk, Krasnoyarsk, Noril’sk, Irkutsk, Bratsk, Tomsk, Vorkuta, Magadan. . . . At staggering cost in blood and treasure, Mother Russia had urbanized Siberia.


 Contrasting Patterns of Settlement 
The decision of Soviet planners to relocate millions of people and force the growth of giant cities across her coldest, most remote terrain has created one of the most fascinating contrasts in human settlement found on Earth.
On a world map or globe Norway, Sweden, and Finland look coldest of all. Their settlements and infrastructure are arranged in a north-south direction and extend even farther north than most Siberian cities. But don’t be fooled. They are bathed in heat from the North Atlantic Current and enjoy much warmer winters than Russia, even high above the Arctic Circle. I once visited Norway’s lovely city of Tromsø, at 70° N latitude, in January, its coldest month of the year. Its residents were out in force, romping in the snow and chatting amiably in their front yards. Even in January the average daytime temperature is +25°F in Tromsø, warmer than Minneapolis. Reykjavík, the capital of Iceland, which is plunked squarely in the warm current, averages a balmy +35°F. But in Russia’s Novosibirsk, way down south at 55° N latitude, temperatures are subzero, averaging -2°F. Worry not for the Nordics.
Returning to our world map or globe, Canada and Russia at first look rather similar. Both are enormous countries with long east-west coastlines fronting the Arctic Ocean. Both have vast emptiness in the northern parts of their bulk. Both have a band of cities also running in an east-west direction, just north of and roughly parallel to their long southern borders.
But upon closer inspection some differences emerge. Canadian cities hug the U.S. border like a long spotted eel, whereas Russian cities are arranged more like a shotgun blast. Owing to the peculiar orientation of Russia’s climatic gradient (recall that in Canada, temperatures grow coldest moving from south to north, but in Siberia from west to east), Russian cities, unlike Canada’s, push deeply into the coldest parts of the country. It is roughly analogous to Canada establishing her population centers in a band of huge cities running from south to north, from the U.S. border all the way to the Arctic Ocean.
Under the Soviet planned economy, metropolises were grown in places that don’t make sense: in harsh cold, separated from one another and from potential international trading partners by great distances. They are precariously linked by absurdly stretched infrastructure, if even linked at all. Their subsidization so saddled the Soviet economy that some researchers believe they helped bring about the collapse of the USSR in 1991.402 Afterward, of course, the subsidies evaporated and in the 1990s the giant Siberian cities depopulated faster than Detroit in a bad layoff year. In eastern Siberia the population fell by half—from about twelve million to six—a free fall that is only now stabilizing as the region’s population downsizes to some semblance of a free-market equilibrium economy. But even after this depopulation, the Russian Federation is unique among the NORCs in having so many big cities in its coldest, most remote territories.
Perhaps one day, having far-flung urban cores and disseminated infrastructure throughout the New North will pay off. But for now, Russia continues to pay the price for the inefficient layout and bitterly cold temperatures of her Siberian cities. The economic geographer Tatiana Mikhailova estimates that remote distance and cold temperatures cost the country at least 1.2% GDP annually in extra energy and construction costs alone.403 That is nearly half the GDP contraction suffered by the United States during the recession of 2008-09 (2.5%).
An extreme example of this kind of geographic inefficiency is Yakutsk, the capital of the Sakha Republic in eastern Siberia. Despite having a population of over two hundred thousand—more than ten times larger than Canada’s Yellowknife—Yakutsk is essentially a fly-in city. Getting there otherwise requires either a thousand-mile-long boat ride down the Lena River during its short shipping season, or braving the “Road of Bones,” a twelve-hundred-mile-long rutted track from Magadan, built by Gulag prisoners, that is only really drivable in winter. The road even ends on the wrong side of the bridgeless Lena River from Yakutsk. Finishing the trip thus requires driving over the river ice in winter or a ferryboat in summer. During the Lena’s violent, ice-jammed spring flood, Sakha Republic’s capital city is completely cut off from the world except by airplane.
In contrast to Russia, the vast share of Canada’s population and infrastructure closely hugs its border along the warmest and most accessible parts of the country. Its big population centers are close to U.S. population centers. This proximity, together with NAFTA and a historically friendly border, encourages massive volumes of trade and traffic between the two countries. Many Americans are surprised to learn that the United States’ largest trading partner is not China but Canada. However, there is a penalty (or benefit, depending on one’s point of view) that Canadians pay for clustering along the American border. With its small population and economy concentrated in the south, the vast share of their country is inaccessible except by airplane or temporary winter road servicing a sprinkle of little villages. The same is true, on a smaller scale, for Alaska. To this day, much of Canada and Alaska remain stunning wilderness.
If Canada and Alaska are wild, and Russia colonized, then the Nordic countries are downright civilized. On my first visit to Iceland I was amazed to learn that I could lease a sleek sedan from my choice of several multinational rental-car companies, then drive it comfortably at high speed around the entire island. My accustomed experience with driving through thinly populated Arctic countries was crawling with clenched teeth over a potholed gravel road in a battered 4WD truck, either hired from a local driver or borrowed from the government, praying that the one decrepit gas station two hundred miles away would actually have some gas and a working telephone. But Iceland, Norway, Sweden, and Finland all have beautiful paved thoroughfares extending to their remotest extremities. They are dotted with gleaming service centers, stores, and restaurants. Cell phones work everywhere. Reaching the Arctic Circle in Alaska, Canada, or Russia can quickly turn into a bushwhacking expedition. In the Nordic countries, it’s just a pampered weekend getaway.

Soviet planning didn’t turn out exclusively bad results. The next time you pay your natural gas utility bill or fill up your fuel tank, you might nod your head to some ghosts of Soviet planners past: If not for their uneconomic, market-forces-be-damned decision to develop a remote Arctic swamp half a continent away from Moscow, you’d surely be paying a lot more than you just did.
The West Siberian Lowland is a vast, soggy plain bounded by the Ural Mountains in the west and the Yenisei River in the east and from 52° to 73° N latitude. It spans nearly one thousand miles in every direction, is one-third the area of the continental United States, and nearly six times larger than Germany. Weather alternates between a long subzero polar night in winter and dank mosquito heaven in summer. It is blanketed in wet, semifrozen peat and covered with lakes; its northern half is permanently frozen in permafrost. The fate of this frozen, carbon-rich peat, which is relatively fresh (<12,000 years old), is discussed in Chapter 9. But trapped in the rocks below the peat, thousands of feet down, we find another form of carbon that is considerably older. It is the cooked remains of twenty-three trillion tons of organic-rich muck that settled to the bottom of a long-gone sea between 152 and 146 million years ago. That muck is now called the Bazhenov Shale,404 and it has changed not only Russia but the entire world.


 New Hydrocarbon Cities 
In 1960 West Siberia was empty except for mosquitoes and aboriginal reindeer herders. But when four supergiant oil fields were discovered there between 1962 and 1965, Soviet planners back in Moscow made an extraordinary decision. The USSR would massively develop the West Siberian Lowland, no matter how stunningly remote it was. Never mind that there was no good way to get there, that it was loaded with permafrost, frozen solid in winter, and a flooded swamp in spring. Never mind that everything would have to be built from scratch—ports, roads, railroads, drilling pads, and pipelines—by sending boats up the Ob’ River. Never mind that the magnitude of the initial investment would mean the venture could not be profitable for decades. It was a historically crazy decision that could never be done by private energy companies today.405
For years Moscow poured money into a place few Russians had even heard of. It was east of the Urals, for starters, so might as well have been on the moon. But three decades later the supergiant oil fields Samotlar, Fedorovskoye, and Mamontovskoye were household names. From the region’s tens of thousands of wells flowed one-fifth of the world’s oil and natural gas. The once-empty boggy plain was dotted with cities—Surgut, Nizhnevartovsk, Noyabr’sk, Novy Urengoy, and others—and a population of over three million people.
I have been to these cities and driven across thousands of miles of West Siberia.406 Much of it is still empty and indescribably beautiful in the way that only endless mossy bogs, tea-colored rivers, and scraggly forests can be, silently existing under a surreally glowing northern sky. But entrenched across this Pleistocene still-life is the spoor of the oil and gas industry: wide paved highways, belching bulldozers and diesel trucks with tires taller than your head, thousands of wells, and a labyrinth of pipelines streaming west. Piled high are stacks of rusty pipe, mountains of sand, and jumbled iron graveyards of cannibalized trucks. Our grubby faces were stared at in disbelief over surrendered American passports:407 To West Siberians, a clump of dirty, sunburned field scientists wearing fleece and rubber boots hardly fit the profile. To them, Americans are smiling oil company executives, with briefcases and business suits.
Because of the West Siberian Lowland, the Russian Federation is now the world’s largest producer of natural gas and second-largest producer of oil. It is home to her major oil companies and Gazprom, the state-owned natural gas monopoly. After almost five decades of operations in the region, Russia’s energy industry has amassed enormous political, brainpower, and economic presence there. West Siberia is to the Russian energy industry what Silicon Valley is to technology, New York is to finance, or Los Angeles is to entertainment in the United States.


 The Third Wave 
The Third Wave of human expansion in the Northern Rim thus stems from our relentless search for fossil hydrocarbons. It began in the 1960s with major discoveries in Alaska, Canada, and the West Siberian Lowland and shows no signs of abating. World interest in the Arctic, in particular, is fueled either by environmental concern for its threatened ecosystems, or excitement over perceived new bonanzas in oil and gas.
The newest frontier is the Arctic seabed. The previous chapter discussed the geopolitical commotion this dawning realization has spawned, and the critical importance of the United Nations Convention on the Law of the Sea (UNCLOS). A 2008 auction offered by the U.S. Minerals Management Service sold a whopping $2.8 billion worth of Arctic offshore leases; the Canadian government similarly won record-breaking bids for leases in the Beaufort Sea.408
In 2009 a first comprehensive assessment of the Arctic Ocean’s oil and gas potential was published in Science by the U.S. Geological Survey, and the associated data files were released to the public.409 This assessment, which is still incomplete and ongoing, suggests that nearly a third of the world’s undiscovered natural gas and 13% of its undiscovered oil lies north of the Arctic Circle (see maps pp. viii-xi). All that in a place covering barely 4% of the globe.
Two huge winners are revealed by the USGS data: northern Alaska for oil, and Russia for natural gas. Of forty-nine geological provinces analyzed so far, these two places tower above all others. The Alaska Platform, covering the North Slope and extending a roughly similar area offshore, is thought to hold between 15 and 45 billion barrels of oil with a best guess of about 28 billion. This number approaches the proved reserves of Nigeria and is about one-fourth those of Iraq. Russia’s South Kara Sea alone is thought to hold between 200 and 1,400 trillion cubic feet of natural gas, with a best guess of 607 trillion. That number, if correct, is more than twice the proved reserves of the United States and Canada combined.
There are other promising geological provinces besides these two. For oil, they are Canada’s Mackenzie Delta, the north Barents Sea, the West Siberian Lowland, and three provinces off the east and west coasts of northern Greenland. For natural gas they are the south Barents Sea, the Alaska Platform, and the north Barents Sea.410
If recent offshore lease sales are any indication, many or all of these places will experience increasing levels of interest, exploration, and investment in the coming decades. But will drilling platforms and thousands of new offshore wells mushroom in these Arctic waters by 2050?
Possibly, but don’t bet on it. Offshore energy development is more likely to grow cautiously and incrementally. Even in ice-free oceans—which the Arctic Ocean most certainly is not—offshore drilling is complicated and expensive. Northern environments are environmentally delicate, so they demand above-normal protections. Existing ports and other maritime facilities, as discussed in Chapter 5, are scarce. Ice-resistant platforms and other new technologies still need to be invented. Outside of the Alaska Platform, the vast share of hydrocarbon in the Arctic is not oil but natural gas, which is harder to capture and transport. Oil can be simply pumped from the ground and poured into a tanker. Natural gas needs either pipelines or an expensive LNG or gas-to-liquids facility—essentially a refinery—to liquefy it. Even by 2050 these are formidable obstacles in a place that is environmentally sensitive, remote, and still inaccessible for much of the year.


 Something Old Is New Again 
What is assured over the next forty years is intensification of oil and gas exploitation in and around the places they already exist today. Offshore, these include the giant Shtokman and other gas fields of the Barents Sea, and Sakhalin Island in the Russian Far East. On land—despite some added engineering complications from thawing permafrost—they include West Siberia, the North Slope of Alaska, the Mackenzie Delta, and Alberta. Norway’s gas and oil activities are mostly offshore, but by 2050 large areas of north-central Russia, Alaska, and Canada will look quite different than they do today.
Russia in particular will continue to aggressively develop her Siberian gas fields. When I cornered Alexei Varlomov, deputy minister for the government agency overseeing all natural resources of the Russian Federation, he told me, “The most important factor is the needs of industry,” and that absolutely nothing should get in the way of energy exploration.411 His view is understandable, given the prominence of his country as a world energy supplier. Russia produced 3.6 billion barrels of oil in 2008, second only to Saudi Arabia.412 It produced 603 billion cubic meters of natural gas—and held 43.3 trillion more in proved reserves, both second to none in the world.
Two out of every three barrels of this oil and 85% of this gas comes from West Siberia. However, as is the case with all oil provinces, the size distribution of its petroleum fields is log-normal and the region’s oil production has entered decline.413 Russian production peaked in 1987-88. Samotlar, one of the largest oil fields in the world, peaked at 3.4 million barrels per day in 1980. It has since dropped over 90%, producing just 300,000 barrels per day from its approximately five thousand wells.414 The region’s three major gas fields have also peaked, and their production is expected to fall 75% by 2030.415 There will always be more pockets to be found, but as discussed in Chapter 3, like any other hydrocarbon province on Earth they are growing exponentially smaller and thus less economical to develop.
West Siberian exploration is therefore shifting away from the middle reaches of the Ob’ River—where most of the basin’s crude oil is found—to the immense concentrations of natural gas found farther north. The largest known natural gas reserves on Earth are found in approximately sixty to one hundred fields in this area. Just offshore is the South Kara Sea, now thought to hold perhaps 1,400 trillion cubic feet more. The Yamal Peninsula, stuffed with natural gas, condensate, and oil, lies at the heart of this bonanza and will doubtless be developed.
While less glamorous than the prospect of proliferating offshore platforms in the Arctic Ocean, 2050 will likely see a great degassing of the Yamal Peninsula, feeding thousands of miles of pipeline heading west to Europe and east to China. It is unclear whether a port can be built on its shallow west coast, or that environmental damages will be avoided, but pipelines will spread across the Yamal. Already, at least two are planned and the first one has just broken ground.416


 Pay Dirt 
Even from several miles away, through the fogged window of the little airplane and a dreary splatter of rain, I could see the heavy curtain of smoke and glowing spots of orange flame. It was Tolkien’s Mordor brought to life, the soil ripped away to expose pitted blackness beneath. Giant trucks dug away at the spoils like orcs. Near the fuming smokestacks were yellow mountains of pressed sulfur blocks, waste excrement from the transformation of low-grade bitumen into synthetic, crude oil. It was a depressing and evil-looking landscape, at least to anyone who finds boreal wetlands and green pine forest attractive.
It was northern Alberta, not Noril’sk. Beneath me sprawled the open sores of the Athabasca Tar Sands, economic engine of Fort McMurray and almost one-half of the Canadian oil industry. Though they are more commonly called “oil sands,” what they hold is nothing like conventional oil. The pure, light, sweet crude pumped with ease from Saudi oil fields is a dream compared to this stuff. It is tarlike bitumen, a low-grade, sulfur-rich, hydrogen-poor hydrocarbon that has soaked into vast expanses of Alberta sandstone.
Extracting liquid oils from this mess is an extraordinarily invasive, consumptive, and environmentally damaging process. At present, the most common way to do it is strip mining, with about two tons of tar sand needed to obtain a single barrel of oil. Gigantic trucks and shovels scrape the stuff off the surface. Then it is crushed and dumped onto conveyor belts heading to swirling tubs of water. The resulting slurry is piped to an extraction facility, where it is churned in a heated witches’ brew of steam, water, and caustic soda. This splits the bitumen from the sand and clay, which sink to the bottom. The bitumen floats off to an “upgrader” (a sort of refinery) to remove sulfur and add hydrogen (from natural gas), creating synthetic crude oil. The waste liquid and dirt are sent to tailings ponds; the yellow blocks of sulfur are simply stacked up.417
Tar sands are an environmentalist’s nightmare. The extraction process gobbles enormous quantities of energy and water. Migratory birds land in the tailings ponds and die.418 Sulfur dioxide, nitrogen oxides, and particulates are released into the air alongside up to three times more greenhouse gas than released by conventional oil drilling. Depending on the technology used, it takes 2-4 cubic meters of water, and 125-214 cubic meters of natural gas, to produce a single cubic meter of synthetic oil.
The water is pumped from groundwater or diverted from the Athabasca River, reducing inflow to the Peace-Athabasca Delta, a UNESCO World Heritage Site and Ramsar wetland, about 150 kilometers downstream.419 Most mines will operate for about forty years and excavate about a hundred square kilometers of land. No tailings ponds have ever been fully reclaimed, and putting the overburden back afterward mitigates the damage but does not really restore the original ecosystem. Since 1967, when the first mining began, only one square kilometer has been certifiably restored and returned to the public.420 These and other problems have environmental organizations yowling against any further increase in tar sands production.
They face a difficult battle. Short of being outlawed, it’s hard to imagine how the growth of this industry will ever stop. The oil reserves the tar sands contain are estimated at an astonishing 175 billion barrels which, if correct and recoverable, is the second-largest oil endowment on Earth after Saudi Arabia (estimated at 264 billion barrels). That means Alberta holds more oil than Iraq (115 billion barrels), Kuwait (102 billion), Venezuela (99 billion), Russia (79 billion), or Norway (7.5 billion). The cost to produce it has dropped from thirty-five dollars per barrel in 1980 to twenty dollars per barrel in recent years, making even fifty-dollars-per-barrel oil prices very profitable.421 Huge new supplies of natural gas, needed for energy and hydrogen, will come online with construction of the Mackenzie Gas Project, a long-anticipated 1,220-kilometer pipeline that will carry Arctic gas from the Mackenzie Delta area to the tar sands and other North American markets. 422 History tells us that Canada’s adherence to international climate-change treaties crumbles before market forces like these: The tar sands are the biggest reason why Canada not only failed to meet her pledged reduction in carbon dioxide emissions under the Kyoto Protocol (to -6% below 1990 levels), but actually grew them +27% instead.423
So far, about 530 square kilometers have been strip-mined, an area not much greater than the city of Edmonton. But tar sands underlie a staggering 140,000 square kilometers of Alberta, nearly one-fourth of the province and about the size of Bangladesh. Of this large area, about 20%—sixty more Edmontons—are shallow enough for strip mining. The rest can be exploited using underground extraction, which involves injecting 450°F pressurized steam underground for several years to heat the ground, eventually fluidizing the tar enough to pump some of it out.424 This type of underground extraction has the potential to spread across nearly all of northern Alberta. If it does, new pipelines, roads, and towns must follow.
This future springs not simply from my fertile imagination but from cold, hard cash. Those 175 billion barrels of grubby bitumen lie right next door to the world’s largest and friendliest customer, whose other suppliers have either entered decline or soon will. Energy companies are no fools. By early 2009 the government of Canada had already leased more than seventy-nine thousand square kilometers in tar sands contracts. Future production is anticipated to rise from 1.3 million barrels per day today, to 3.5 million by 2018, to 6 million barrels per day by 2040.425 If that black torrent of tar becomes reality, its flow will be nearly ten times greater than the amount of conventional oil flowing south from Alaska’s North Slope today.
America is ready and waiting.

The visual image of Canadian oil flowing from north to south is exactly the right one to hold in mind. Under the North American Free Trade Agreement (NAFTA), it passes over U.S. borders unencumbered by tariff. And compared to the world’s other geopolitical relationships, America and Canada remain two countries in a happy marriage.
Their embrace far transcends the energy industry. It is just one part of a bigger cross-border dependency that has long existed, thanks to friendly borders and the geographic proximity of their neighboring population cores, as described earlier. But this lovers’ gaze has not always been so transfixed. Throughout much of the twentieth century, Canada was focused more on domestic integration than the cross-border sort.
A serious schism was fractious Québec, the French-Canadian province with a long history of separatist movements and terrorism. A wave of bombings by terrorist cells of the Front de Libération du Québec culminated in 1970 with the kidnapping of two government officials, one of whom—Minister of Labor Pierre Laporte—was found strangled and dumped in the trunk of a car. The 1970s also marked the emergence of aboriginal rights movements and rising economic and political power in Canada’s energy-rich western provinces. Debate was raging over a national bilingualism policy. During this period of history most Canadians were focused on bridging their country’s internal cultural divisions, not furthering its integration with the United States.


 The New Cascadians 
But the passage of NAFTA in 1994 marked the beginning of a stunning reorientation in Canada’s political and economic geography. It quickly began to integrate in a north-south direction with parts of the United States, rather than in the old east-west orientation across Canada. Very recent studies of this phenomenon are discovering it runs far deeper than simply increased cross-border trade and traffic; there is an actual melding of cross-border economies under way.426 This is not being steered by Ottawa and Washington but rather by a proliferation of cross-border networks of business groups, chambers of commerce, NGOs, mayors’ councils, and other forms of grassroots enterprise.
The end result of this north-south reorientation is the emergence of new cross-border “super-regions” with distinct economic footprints and cultural auras of their own. Names are even being floated for two of them. “Cascadia” refers to the melding economies of the Pacific Northwest and western Canada, centered on the Vancouver-Seattle-Portland corridor. “Atlantica” links upstate New York, Vermont, New Hampshire, and Maine with Nova Scotia, New Brunswick, and Prince Edward Island.427 A key super-region is the Toronto-Hamilton-Detroit corridor integrating southern Ontario—the industrial heart of Canada—with Michigan’s automotive industry and manufacturing sectors in Indiana, Ohio, and other Midwestern states.
For each of these emerging super-regions, the two respective halves across the U.S.-Canada border are also knitting culturally. New surveys reveal that the social values of Atlantic Canada now resemble those of the U.S. East Coast, whereas those of Alberta and British Columbia now resemble those of the western United States.428 Apparently, proximal Canadians and Americans identify better with each other than with their own countrymen living farther away. In North America big doors are opening wide along this long border, with the widest hallways running north and south.


 The Friendly Globalizers 
The happily knitting border between Canada and the United States is not unique in the North. Unlike the Arctic Ocean seabed, territorial boundaries on land are long settled and calm among the eight NORC countries.429 Borders between Norway, Sweden, and Finland are among the friendliest in the world and their citizens (like Cascadians) identify more closely with each other than with the rest of Europe. The closest thing to a troubled border, if there is one, zigzags through more than seven hundred miles of forest to disentangle Finland from Russia.
Throughout history the Finns were subjugated, first by Sweden and then by Russia, before capitalizing on the disarray of the Bolshevik Revolution to win peaceful independence from Russia in 1917. Finland has been grappling with how to coexist with her giant and occasionally unruly eastern neighbor ever since. The countries fought twice during World War II, and Finland was forced to cede substantial territories to the Soviet Union. One of these, Finnish Karelia, contains the beautiful port city of Viipuri (now Vyborg) and remains a source of great bitterness to Finns today. From time to time Finnish politicians make noises about seeking its return. Less noticed was the loss of Petsamo (now Pechenga), a small corridor that once connected Finland to the Arctic Ocean. Its loss shuts Finland out of any UNCLOS claim there. It is reasonable to expect that Finnish regret over this region will rise in the coming decades.
But none of this renders the Fenno-Russia border militarized or tense. A regional cross-border economy in roundwood (unmilled lumber) is emerging between the two countries, not unlike the one between Canada and the United States.430 Many Russians now own vacation homes in Finland—to the delight of local merchants and consternation of old-timers—and Finnish tourists pour into Karelia. In fact, the only reason this border even warrants mention is because all the other borders around the Northern Rim are so placid. Compared with other neighboring countries around the world, the NORCs are an extraordinarily peaceful bunch.
They also rank among the most rapidly globalizing, business-friendly countries on Earth. Compiled on the following page are index performance scores for fifteen countries, representing the six largest national economies, the BRICs, and the NORCs.431 These respected indices ingest a wide range of econometric and other data to derive country performance rankings in things like openness to trade, tendency to make war, treatment of citizens, and so on. Rather than dissect the merits or agendas of each index, I simply provide rank-based scores from all of them.432 Each uses a different scoring system, so they are presented as percentiles for easy comparison. A score of 86, for example, means a country ranked higher than 86% of all of the countries in the world that are measured by that particular index. Also shown is a single composite score for each country, averaged across the five numeric indices.
A remarkable story leaps from these numbers. With the exception of Russia, the NORC countries are the most stable, trade-liberal, rapidly globalizing players on the planet. Who knew that Denmark and Canada are even more open to free trade than Japan, Germany, or the United States? Of particular relevance to energy production is that this openness also pervades the oil and gas industry, in contrast to the worldwide trend toward nationalization described in Chapter 3.433 Civil and political freedoms run remarkably high except in Russia. Six are among the most peaceful nations in the world. Viewed collectively, the NORCs appear particularly well-positioned to succeed in our rapidly integrating world.
Aside from cold winters, NORC cities also count among the world’s happiest places to live. According to the London-based Economist Intelligence 
Some Common Measures of Economic of Economic Globalization, Percefulness, and Civil Liberties, Relative to the World

(Source: 2009 Index of Economic Freedom, Heritage Foundation, and Wall Street Journal (179 countries); 2008 Economic Freedom of the World Index (141 countries); 2009 KOF Index of Globalization (208 countries); 2009 Global Peace Index (144 countries); 2008 Economist Intelligence Unit Democracy Index (167 countries); 2009 Freedom in the World Country Rankings (193 countries))
 Unit, four of them rank among the world’s top ten most livable cities (with Vancouver in first place), citing low crime, little threat from political instability or terrorism, and excellence in education, health care, infrastructure, and culture.434 Remember Lagos, Dhaka, and Karachi, three megacities of 2025 presented in Chapter 2? They scored in the bottom ten.



 Acceptance of Global Immigrants 
But it takes more than just natural resources in the ground, ameliorating climate, stable governance, and pleasant cities for a civilization to expand. It also takes people.
Like the rest of the developed world, all eight NORC countries are graying and fertility rates dropping. The Russian Federation also faces a sharp population contraction (projected to fall -17% by 2050, see table on p. 173). However, the other seven are expected to grow anywhere from +1% to +31% by 2050. Much of this growth will come from international immigration.435 Thus, global flows of people are already changing the face of the Northern Rim and are critically important to how its future will unfold.
The specific rules and quotas of future immigration policies are impossible to divine here. However, an examination of current laws and trends reveals some surprisingly different attitudes toward foreigners among the NORC countries. National policies differ on the number, origin, and skill sets of foreign immigrants admitted. And culturally, some places are more welcoming than others.
The Russian Federation faces the bleakest prospect. Its demographics are in free fall, with sixteen people dying for every ten new babies being born.436 Its total population is now dropping by nearly eigtht hundred thousand people per year. After the collapse of the Soviet Union, some three million ethnic Russians moved from former satellites into the new Russian Federation, but by 2003 that wave of return had largely ended. In an effort to repatriate more, the Putin administration created a national program to recruit twenty million Russian expatriates to “return home” in 2006. However, it now appears impossible to attract more than two and a half million in total, even counting migrants from the Baltic States.437
Russia’s labor pool for construction, agriculture, and other seasonal work thus depends heavily on migrants from Kazakhstan, Ukraine, Uzbekistan, Kyrgyzstan, Moldova, Tajikistan, and—increasingly—China in the Far East. Many are “irregular migrants” and would be called “undocumented workers” or “illegal aliens” in the United States. Perhaps ten million may be living inside Russia. Up to a million Tajiks—almost half of the entire workforce of Tajikistan—migrate to Russia in search of seasonal work each year.
Russian leaders have long realized they need to raise legal immigration into the country, but policies to do so are unpopular. Before the spring 2008 elections the Putin administration slashed the quota for foreign labor migrants from six million to two, and several years earlier abolished laws allowing multinational firms to easily hire skilled foreign workers. The reason for such moves is purely political, as Russia suffers from widespread xenophobia. Resentment of foreign migrants runs deep, especially in large cities where they tend to concentrate. In 2008 alone, at least 525 migrants suffered hate-crime attacks, with 97 of them killed.438
The United States is similar to the Russian Federation in that its economy also draws heavily from undocumented migrant labor. Throughout history it, too, has suffered from bouts of xenophobia, presently directed at Hispanics. However, by any global measure, the culture of the United States is immigrant-friendly. Its population, fueled greatly by foreign immigration, is growing smartly by over 2.6 million people per year. Each year approximately 1 million new immigrants are admitted as legal permanent residents (LPRs), another 1 million become citizens, and another 1 million are apprehended at the border trying to enter illegally.439 Nearly 4 million more are admitted as temporary residents. The number of undocumented migrants is difficult to know but is probably around 10-12 million people, roughly comparable to the Russian figure.
The first and foremost goal of stated U.S. immigration policy is family reunification. Applicants who already have relatives living in the United States enjoy highest priority for legal permanent residency, and over 65% of all LPRs are admitted for this reason. The other stated U.S. objectives, in decreasing priority, are admitting skilled workers, protecting refugees from political, racial, or religious persecution at home, and ensuring cultural diversity. Competition is fierce, especially in the last category with 6-10 million applicants per year vying for just 50,000 slots. Even family reunification applicants face processing backlogs of five to ten years. In a world of aging population and falling births, the United States is remarkably advantaged among developed OECD countries, still with no lack of willing settlers ready to move to the United States from all over the world.
Canada enjoys a similar situation, but with some important differences. Like the United States, its immigration policy objectives are to reunite families, to attract skilled workers, and to protect refugees. However, the priority of the first two is reversed. The first and foremost goal of Canada’s immigration policy is to admit people with economically valuable work skills.
Out of the quarter-million legal immigrants admitted to Canada in 2008, skilled workers outnumbered family members by nearly three to one.440 Since 1967 an intricate point system has been used to score an applicant’s value for the workforce, e.g., up to twenty-five points for education level, up to twenty-four points for language skill, up to ten points for suitable working age, and so on. Put simply, Canada has sharpened its immigration policy to attract educated, multilingual, skilled workers above all else.441 While less emotive than U.S. policy of prioritizing family reunification first, it clearly makes Canada’s workforce globally competitive despite its much smaller population.
Canadian policies have also suffered from ugliness, such as exclusion of non-Europeans until 1976. Since then, however, the country’s culture has become unusually welcoming of immigrants from all over the world. Nearly one in five Canadians today is foreign-born. Not long ago I watched thousands of Tamil protestors flood the streets of downtown Ottawa, badly snarling traffic on Parliament Hill. Entrapped drivers just calmly waited it out, some politely tooting their horns in support. A popular television show in Canada is Little Mosque on the Prairie, a situation comedy about Muslim immigrants trying to adjust to small-town life in Saskatchewan. My favorite example comes from the CBC television network, which recently introduced sports commentators Parminder Singh and Harnarayan Singh to broadcast Hockey Night in Canada (equivalent to Monday Night Football in the United States) in Punjabi, now poised to become the country’s fourth most-spoken language. A photograph of these two gentlemen preparing to call out a game of the Toronto Maple Leafs appears in the pictorial section of this book.
In the Nordic countries, public sentiment and national immigration policies tend to fall somewhere between the dysfunctional xenophobia of Russia and the fast-growing ethnic cauldrons of Canada and the United States. Viewed collectively they are morally sympathetic to the plight of refugees and appreciate the need for immigrant labor, but are also wary of diluting their ethnic makeup and (especially) languages and culture. Compared with North America, Russia, and larger countries of Europe, their populations are small and quite homogenous. Other than Sweden, none has a long history of absorbing foreigners. Xenophobia is present and most people, if asked, are more worried about preserving things as they are, rather than population decline or finding enough construction workers.
In principle all of the Nordic countries have adopted policies of allowing free inflows of workers from any country in the European Union, even though Norway and Iceland are not members of the EU.442 This is more welcoming than Russia, which demands worker permits even from its fellow members of the Commonwealth of Independent States (CIS). However, winning citizenship in a Nordic country is much harder, often with a language-test requirement. Immigrants from outside the EU are unwelcomed and restricted mainly to a small number of refugees.
To be sure, some subtle differences exist among the Nordic countries. The stereotype Swede is blond and blue-eyed, but in fact there are many dark-skinned immigrants in Sweden. About 12% of Sweden’s population is now foreign-born, similar to the proportion in the United States and Germany. Iceland has also become quite dependent on immigrant labor. Its foreign-born population rose as high as 10% just before its 2008 banking collapse. From there the numbers decline for Norway (7.3%), Denmark (6.8%), and Finland (2.5%).443 Finland, despite belonging to the EU and thus technically open to migrants from all EU countries, is the least welcoming Nordic country, in part due to the difficulty of the language but also owing to a lack of concerted recruitment programs. Not surprisingly, population growth in this country is projected to be among the lowest of the NORCs, pegged at just +2% by 2050 (see table on p. 173). Forced to choose, many Finns prefer less immigration over more, even at the cost of their country’s population and economic growth.


 Imagining 2050 
Our thought experiment has gained human texture. Against a global backdrop of rising material wealth, environmental stress, and total human population, we find the likelihood of smaller, flourishing cultures growing amid the milder winters and abundant natural resources packed into the northern quarter of the planet. From all indications these resources can and will be divided peacefully between nations, and global market forces allowed to exploit them. While Russia’s population is contracting, she reigns supreme in the economic potential of her enormous northern holdings of natural gas. In all other NORC countries populations are growing, led especially by the United States and immigrant-friendly Canada, with a growth rate very near that of India.
Key settlements and physical infrastructure exist already, but their geography and quality vary widely. North America is efficient but condensed, Russia remote but far-reaching. Best developed are the Nordic countries: Perpetually warmed by the North Atlantic Current, they have extensive high-quality roads and rail, stable governance systems, and towns, ports, companies, and universities already in place, stretching from their southern capitals all the way north to the remote Arctic.
Global immigration explains most of the projected population growth around the Northern Rim. But it is flowing into the larger cities, to places like Stockholm and Toronto, Fort McMurray and Anchorage. These are urban outposts in the midst of beautiful, expansive wilderness. Who will rule the rest?


CHAPTER 8
Good-bye Harpoon, Hello Briefcase
“The foundation of our culture is on the ice, the cold, the snow.”
—Sheila Watt-Cloutier (1953-)

“Inuvialuit are a proud and adaptable people. We wouldn’t have lasted for so many generations . . . if we weren’t.”
— Nellie J. Cournoyea (1940-)




“MEIDÄN ELÄMÄ ON AINA VAIHTUNUT,” said my host, rapping the rustic wooden corral fence with gnarled hands for emphasis. I eagerly returned my eyes to my new Finnish translator—perhaps too eagerly. She was gorgeous and something was definitely in the air. I didn’t know it yet, but just six weeks later we would agree to get married.
“She says, ‘We’re always changing.’”
“Hm? Oh, yes. Ask her to elaborate.”
In my defense, I might have been distracted from the interview no matter who was translating. What I was hearing from my subject, a fiftyish Sámi reindeer herder in Lapland, was quickly turning into what I’d already heard in many other interviews around the Northern Rim. It was fast becoming clear to me that the perspective I’d carried into this project would need to be broadened considerably.
I had come up here—I thought—to write a book about climate change. My plan was to document not only the physical realities of thawing ice and soil, but their corresponding impacts upon traditional aboriginal societies. I’d wanted to find the faces and tragedies hiding inside the pixels of my satellite images and climate models. I’d envisioned being welcomed with gratitude, after traveling thousands of miles to record personal accounts of meatless hunts, starving wildlife, and perilously thinning ice. In my year-plus vacation from number crunching, I would become the Anna Politkovskaya of Arctic climate change.
In retrospect it’s a bit embarrassing. Instead of gratitude I got a resigned look and the tired recitation of stories told once too often. Often I was the third, fourth, or tenth outsider interrupting someone’s busy summer, demanding to know how climate change was destroying their life. In airplanes and hotels I bumped into camera crews and book authors, all asking for leads to a stricken hunter to interview, a melting lump of ice to film.
I got all of those stories of woe. My notebooks are overflowing with them. Our Sámi reindeer herder is now spending a bundle on hay, because bizarre winter rains have made her animals unable to scrape through the ice-crusted snow to eat.444 There is no question that climate change is wreaking havoc upon northern peoples, as described in earlier chapters. These problems will only get worse in the future. But to isolate climate change, and portray it as the sole concern facing northern societies is disingenuous. It is but one part of a much bigger story.

Across a vast chunk of Canada’s bitterly frozen extreme north, a place with no permanent roads and too cold even to grow wood, a remarkable political experiment is unfolding.
The new Nunavut Territory—the first redrawing of Canada’s map since 1949—has just celebrated its first decade. With 1.9 million square kilometers, approximately the size of Mexico, Nunavut is geographically large enough to be a good-sized country. But if it were, with barely thirty thousand people it would have the lowest population density on Earth.
Its residents are hard at work changing that. Nunavut has the fastest population growth rate of anywhere in Canada, and it isn’t relying on foreign immigrants to do it. It is birthing twenty-five babies per thousand people versus the national average of eleven. With a median age of just twenty-three years (Canada’s average is forty), Nunavut is extraordinarily youthful. More than a third of its population is under the age of fifteen.445
As of Canada’s last census in 2006, Nunavut’s population had leapt more than 10% in just five years. Iqaluit—its new capital sprouting from the site of an old Cold War U.S. Air Force base—jumped nearly 20%. With vacancy rates near zero, new housing can’t be built fast enough in Iqaluit to keep up with demand. Apartments go for two to three thousand dollars per month, and the city vies with Fort McMurray for the dubious distinction of being the most expensive rental market in Canada.
I first met Elisapee Sheutiapik, Iqaluit’s mayor, in 2007. She bubbles with enthusiasm about Nunavut’s potential. It is a very exciting time for northern aboriginal people, she explains. We are regaining control of our homeland. There are more jobs and new opportunities. The whole world is watching.
She’ll also describe its problems—soaring food prices, the housing shortage, substance abuse, and climate change. Nunavut’s main travel platform—sea ice—is becoming unreliable. Various other problems commence if temperatures go above 21°C in summer. With a contagious laugh she explains that Iqaluit’s new buildings are being built with air-conditioning, something never seen before by the Inuit. Then, getting serious, she’ll talk about plans to convince the Canadian government to build a deepwater port for its newest capital city.446
She just might get one. With two giant military neighbors and virtually no presence in the region, Canada suffers deep insecurities about Arctic sovereignty and knows that her aboriginal settlements are key to shoring it up—even to the point of past abuses like relocating Inuit families to bleak High Arctic outposts in the 1950s. While Canada’s Inuit are a tiny people—only fifty thousand in 2006 (up from forty thousand in 1996), mostly in isolated villages scattered across the Arctic coast—they are the dominant human presence in such a vast empty place. In the Arctic, small numbers of people gain outsized importance. A village of two hundred becomes a major destination, two thousand a metropolis.
From all current appearances Canada’s sovereignty anxiety is sharper than ever. The world is staring hard at the Arctic in general and the Northwest Passage—which actually contains several possible routes—in particular. Like everywhere else Canada’s rural areas are depopulating; her fast population growth is fueled mainly by foreign migrants flocking to southern cities. Canada knows that the remote Inuit towns are her essential outposts, and that without them her entire northern front would be empty. But after decades of ham-fisted treatment, like discouraging native languages and yanking kids off to residency schools to be assimilated, the relationship between Canada’s central government and her northern aboriginal citizens is finally on the mend, an improvement that seems unlikely to reverse course.
One big example is Nunavut. With a population that is 85% Inuit, its creation marks the first time in history that an aboriginal minority has formed a standard governance unit—in this case a territory447—within a modern western country. Imagine creating a new U.S. state seven times bigger than Nevada, with the small aboriginal population of Nevada building its entire new state government from scratch. That is the scope of Nunavut.
It is a process wracked with false starts and growing pains. The Inuit people have milled across this tundra for millennia, but today’s permanent towns and institutions are very new. Nunavut’s evolving government is being invented and used at the same time, rather like assembling a truck while driving it. It is challenged by far-flung settlements unconnected by roads, high suicide rates, not enough educated workers to fill the new jobs, and an increasingly risky winter travel platform. But optimism abounds. A brand-new northern society is being built from scratch, and the Inuit are in charge. They know this is a grand opportunity—not simply to re-create the old ways, but to build the new.


 Aboriginal Demographics 
The NORCs hold between 6 and 20 million aboriginal people, depending on how the Russian population is counted.448 The Russian Federation probably has about 20 million, but only about 250,000 are legally recognized as such, so officially that’s 0.2% of Russia’s total population (unofficially 14%). The United States has 4.9 million (1.6% of total population), Canada 1.2 million (3.8%), Denmark 50,000 (0.9%), Norway 40,000 (0.9%), Sweden maybe 20,000 (0.2%), and Finland 7,500 (0.1%).449 Iceland, discovered empty by the Vikings in the ninth century A.D., has none.
Clearly, aboriginal population percentages in the NORC countries are small. Why, then, an entire chapter dedicated to their status and trajectories? Because aboriginal people are a key component of our northern future.
First, the national statistics above mask the importance of geographic distribution. In the coldest, most remote territories of the NORC countries—the same places where many of the more extreme phenomena described in this book are happening—aboriginal populations are disproportionately large, capturing large minorities or even a majority of the population. Alaska is 16% aboriginal. In Canada, aboriginal people capture 15% of the populations of Saskatchewan and Manitoba, 25% of Yukon Territory, 50% of NWT, and a whopping 85% of Nunavut. In certain northern areas of Sweden, Norway, and Finland, they have 11%, 34%, and 40% population shares, respectively. Denmark’s Greenland is 88% aboriginal. In northern Russia, even the officially recognized population share is 2%—ten times the national average—and that number ignores almost four hundred thousand aboriginal Yakut people comprising one-third of the population in Sakha Republic.450
Second, in North America aboriginal populations are growing very quickly. As of Canada’s last census it had ballooned 45% in just ten years—a growth rate nearly six times faster than the country’s population as a whole. U.S. aboriginals, currently totaling 4.9 million, are projected to rise to 8.6 million by 2050.451
So we see that the fast population growth of Iqaluit is not unusual but simply reflects a much broader demographic trend. Yet, a serious attitude contrast exists between the people of Iqaluit and the far larger numbers of aboriginal groups scattered in hundreds of impoverished reservations throughout southern Canada and the conterminous United States. Why are the people of Iqaluit bustling while those living on reservations are depressed? What are the implications for the future of the Northern Rim? The answers start across the border to the west and invoke a theme that is by now, I hope, familiar.

The state of Alaska was barely eight years old—even younger than Nunavut is now—when the largest oil field in North America was discovered at Prudhoe Bay on its northern coast. What followed was land-grab pandemonium.
It was 1968 and the fledgling state hadn’t even finished negotiating its land transfers from the U.S. federal government yet. Oil companies grasped immediately that the strike was huge but the waters too icy to reach by tanker ship. Instead, a very long pipeline over public lands was needed to decant it to southern markets, either to a year-round port in the Gulf of Alaska, or through Canada. Modern environmentalists, freshly inspired by Rachel Carson’s 1962 book Silent Spring, readied themselves for an epic battle.
Meanwhile, another group had also galvanized to win closure of a long-suffering wound: Who owns the land upon which aboriginal people have always lived? Even before the United States purchased Alaska from Russia in 1867, aboriginal Alaskans had long asked when and how the tsar had come to acquire title to their homelands.452 But no one seemed to care much about this issue. It had simmered, neglected and out of public consciousness, for over a century.
By the time oil was found in Prudhoe Bay, times had changed. America’s civil rights movement had taught a new generation the power of organized protests and lawsuits. The Alaska Federation of Natives and other groups had been litigating Washington to block transfers of federal land to the new state of Alaska until their ancestral claims were adjudicated. Many of the claims overlapped and, when added up, covered a total land area larger than that of the new state. It was a mess, and in 1966, Secretary of the Interior Stewart Udall (father of the current senator from New Mexico Tom Udall) declared a “land freeze,” effectively stopping all transfers of land to the new state until the mess was cleaned up. When oil was struck and talk of a pipeline began, the legal implications of the aboriginal claims blew sky-high. Who, exactly, owned this land? Suddenly, Alaska—a place that was about as conspicuous as Nunavut is today—mattered to everyone. No pipeline could be built until the issue was resolved.
State legislators and oil companies began lobbying for quick congressional action on an arcane issue ignored since the Alaska Purchase of 1867. After three years of lively politics on Capitol Hill, the final result was the Alaska Native Claims Settlement Act (ANCSA), signed into law by President Richard Nixon in 1971.453
ANCSA’s grand bargain was this: Aboriginal Alaskans would forever relinquish all of their ancestral claims to land within the state of Alaska, as well as their traditional rights to hunt and fish without regulation. Also, their old reservation treaties would be nullified. In return, they won fee simple property title and mineral rights to forty million acres of land—about one-ninth of the state of Alaska—nearly $1 billion in cash, and a business plan.
The U.S. government had just made Alaska Natives (aboriginals) the largest private landowners in the state of Alaska.454 The land was geographically divided among twelve “Regional Corporations” to manage the new property and cash holdings, and oversee further incorporation of more than two hundred village corporations within their boundaries. All of the new companies were then free to pursue whatever profits they could from their new assets, which were then returned as dividends to their shareholders. To become a shareholder, one had to possess one-quarter Alaska Native blood, be a U.S. citizen, and enroll with a regional or village corporation. A special landless corporation was even set up for eligible shareholders living outside of the state.455
ANCSA differed from all previous aboriginal treaties in at least two important ways. First, an enormous amount of land was granted, more than the area of all historical Indian reservations in the United States combined. Some grumbled that even forty million acres was a pittance compared to what had been stolen in the first place, but there is no questioning it was colossal compared with past treaties. Second, ANCSA did not create permanent sanctuaries for an everlasting traditional subsistence life. Instead, it incentivized use of the granted land not simply for hunting and fishing but for capitalist enterprise, with aboriginal-owned companies and shareholders running the show, to spur development and economic growth. ANCSA had blown up the traditional model of Aboriginal Reservation and replaced it with a new one of Aboriginal Business.
Today, Alaska’s aboriginal-owned regional corporations and their subsidiaries are worth billions. They’ve spawned hundreds of companies in construction, oil and gas field support, transportation, engineering, facilities management, land development, telecommunications, and tourism, to name a few. They publish shareholder reports, elect boards, and write five-year management plans. In common with other corporations some have done well and others not. Some have been mismanaged into bankruptcy. Others have squandered their cash endowments, clear-cut their forests, and sold off land or deeded it to their shareholders. But the successful ones, especially in remote areas, have become a dominating force in Alaskan politics and society. They create jobs and attract other businesses by offering logistics services. They pay thousands of dollars per year to their shareholders.
ANCSA was really just the beginning of aboriginal empowerment in Alaska. It also set the stage for home rule governments like the North Slope Borough, an enormous success story, which has built schools, sewer systems, and water treatment facilities, and brought many other quality-of-life improvements to the North Slope by taxing oil field activities. Much of its success can be traced back to the ANCSA model. Not surprisingly, aboriginal Alaskans today are far more supportive of oil and gas exploration, of land development, and of business in general, than any prior generation.


 Out of Alaska 
What happened in Alaska inspired aboriginal groups around the world and propelled an era of comprehensive modern land claims agreements across Canada. By 1973 the Inuit, Cree, and others also had legal teams pressing their land claims and, following Alaska’s example, thwarting outside natural resource development projects until they were settled.456 Just four years after ANCSA, aboriginal resistance to a series of new hydropower dams led to the James Bay and Northern Quebec Agreement, Canada’s first modern land claims settlement. In 1974 the Dene, Métis, and Inuit people stunned the world by blocking the Mackenzie Gas Project, a long-planned pipeline to bring Arctic natural gas to southern markets and a cornerstone of Canada’s northern development plan. Their negotiations took even longer, but today, with their land claims agreements and businesses in place, most are now avid supporters of the pipeline.457 Like ANCSA their aboriginal-owned corporations and companies will benefit greatly from the project, which could begin as soon as 2018.458
Canada’s modern land claims agreements have evolved well beyond the simple business corporations of ANCSA. From the outset their aboriginal negotiators insisted that the new agreements affirm not only property rights but political, social, and cultural ones as well. Many settlements also set up political self-governance. They collect royalties from the extraction of subsurface minerals, oil, and natural gas, not only from the granted property but from surrounding public lands.459 Aboriginal corporations and the Canadian government now make joint decisions on development, wildlife management, and environmental protections on these public lands. Outside companies must hire prescribed numbers of aboriginal workers and companies. Numerous protections of native language and culture reverberate throughout these documents. Such complex agreements take years to negotiate, run hundreds of pages long, and often contain provisions for still more negotiations in the future.460
After nearly four decades the era of modern, geographically large land claims agreements in North America is drawing to a close. Over half of Canada is now under jurisdiction of one settlement or another, most recently in 2008 and 2009.461 The final push will be a wave of smaller agreements across Canada over the next decade or two.462 Then it will all be done.


 Greenland Rules! 
The third place where northern aboriginal people have clawed back political power from distant southern capitals is in Greenland. For almost three centuries this enormous, glacier-buried island just four hundred miles east of Iqaluit was a colony of Denmark, but its population and language—currently around fifty-seven thousand people—is overwhelmingly Greenlandic Inuit (“Greenlanders”) with a fair mixture of Danish blood.
As in Canada, the Alaska Native Claims Settlement Act of 1971 did not go unnoticed in this icy Danish province. In the year of its passage Greenlanders voted into their provincial council463 some radical youth, including an unknown twenty-four-year-old schoolteacher, Lars-Emil Johansen (whom I would meet years later as the former prime minister of Greenland), and the young firebrand Moses Olsen. These two began stridently objecting to Denmark’s sovereignty of Greenland, and for the first time in memory, Greenlanders began thinking seriously about disentangling themselves from Copenhagen’s colonial rule.
One year later, Greenlanders heartily rejected Denmark’s referendum to join the European Community (predecessor to today’s EU) with 70% of the vote. Alongside their growing nationalism, natural resources were again a root cause, but this time going the other way: Danish membership in the EC would impose fishing restrictions and a sealskin ban on Greenland, both dear to her small aboriginal economies. The referendum passed anyway, but the vote was a wake-up call to Copenhagen. Within months the Danish Parliament was cooperating with Greenland’s minister and provincial council to explore the possibility of political self-rule. Greenlanders then overwhelmingly passed a public referendum on whether or not to advance the idea. In 1979 the Greenland Home Rule Act was passed, and Greenland became a politically autonomous country within the Kingdom of Denmark. 464 In 1982 she withdrew from the European Community.
Greenland Home Rule wasn’t a “land claim” in the property title sense, as there is no private land in Greenland (while privately owned structures may be built, all land title is held for the public good). But the end result was the same. For the next thirty years Greenlanders controlled the use of their land and set about building up an autonomous government, services, and political apparatus, just as Nunavut is doing today.
This continued for three decades. Then, in 2008, Greenlanders headed back to the polls. A new Greenland referendum was proposing even further divorce proceedings from Denmark. Its sweeping reforms would include taking over the police force, courts, and the coast guard. Greenland’s official language would be changed from Danish to Greenlandic. Revenues from future oil and gas development would be shared between the two countries, so that the Danish subsidies needed for Greenland’s survival could be phased out. Greenland would conduct its own foreign affairs with other countries. The referendum passed overwhelmingly and entered effect in 2009. This island—bursting with offshore gas along both flanks—is now on a political path to full and complete independence.465


 The Unfair Geography of Aboriginal Power 
The modern land claims agreements in North America, and Home Rule in Greenland, are big deals. Politically, they portend a fundamental shift of power from central to aboriginal governments. Economically, they portend abolishment of a culture of paternalism and welfare in favor of engaging aboriginal people in the modern global economy. These new commitments are here to stay. In Canada, for example, the new land claims agreements are even protected by a constitutional amendment.466 While not perfect, this devolutionary trend is a giant step forward relative to abuses of the past. It signals a profound return of autonomy and dignity to many northern aboriginal peoples.
Notice I said “northern.” Nearly all of this new control lies north of the sixtieth parallel. It is an assemblage of people living way up there—the Alaska Natives, Inuit, Yukon Indians, Dene Nation, Greenlanders, and others—who have most cause to celebrate.
Geography and luck greatly explain this uneven spatial pattern of new aboriginal clout. Many remote northern groups escaped being cajoled into old-fashioned treaties during the eighteenth, nineteenth, and early twentieth centuries because their homelands were distant and undesired. Permafrost tundra and spruce bogs held little appeal to white homesteaders. While northern aboriginals were infected, harassed, and resettled, they were not forced to sign away their claims to the land. With no historic treaty signed, their ancestral claims to the land were never extinguished.467 Legally, this left them in a strong bargaining position by the time a more progressive interpretation of their legal and civil rights arrived in the 1970s.
Most importantly, their remote geography meant there was actually still something left to negotiate for. In North America, the perfect trifecta of fossil fuels, hydropower, and civil rights converged upon empty federal and Crown lands, controlled only by Washington and Ottawa. Until the new land claims agreements were instituted, virtually none of this land had ever been privatized. These new aboriginal corporations are thus the first and only major private land owners in northernmost North America.

The unfair geography of aboriginal power. Shaded areas indicate lands where aboriginal groups have total or partial control, either through reserves, deeded property, or joint management through modern land claims or home-rule agreements. Alaska boundaries delineate the jurisdictional borders of the twelve Regional Corporations established by ANCSA. Aboriginal control is greatest in the far north and Greenland; in southern Canada and the lower 48 U.S. states it is constrained to much smaller reserves and reservations set by historical treaties. (Map data assembled from multiple sources.468)
The situation is totally different in southern Canada and the lower forty-eight American states. While British colonial law did hold a modicum of respect for aboriginal land rights,469 you know already the centuries-long tale of death and displacement following European colonization of the New World. Between 1492, when Christopher Columbus found Haiti (and misnamed its inhabitants “Indians”), and 1923, when the last Indian Reserve Treaty was signed in Canada, North America was a place where white settlers shot, diseased, and connived aboriginal people off their land. Millions of deaths and four centuries of lopsided treaties later, their descendants are boxed into tiny scattered fragments of land, often enveloped by private property. These treaties, no matter how unfair by today’s standards, extinguished their land claims. They have no hope of another. Reservations can grow, but only by buying out their neighbors, if they’ll sell, at market value. Even if surrounded by public lands, with their claims extinguished they have no legal standing to sue for a new treaty.470
ANCSA deeded about forty million acres of property to Alaska Natives. The modern land claims agreements in Canada ceded joint or total control of just over one billion more,471 with dozens of smaller claims still pending. In contrast, the sum total of all aboriginal reservations in the lower United States is about seventy million acres, which, if you could sweep all the bits together, might add up to the area of Colorado. Reservation populations may be growing, but their borders are not. There will not be another Nunavut.


 President Keskitalo’s Argument 
I was in Tromsø sitting with Aili Keskitalo, president of the Norwegian Sámi Parliament. She was describing the plight of her Sámi people (Lapps472), the aboriginal occupants of northern Europe. The petite thirty-eight-year-old mother leaned forward in her chair, speaking quietly but blue eyes blazing.
“Our language. Our symbols. Our traditional knowledge. They are threatened. In some areas, to a very large extent. We need to have a say in how the natural resources are exploited!”
I nodded. Once again my climate-change project was going down the tubes. When was she going to talk about crusty snow and starving reindeer? But then, while explaining how her parliament was very busy yet politically toothless, with no vote in Oslo, she unknowingly connected the dots for me.
“The climate change, it makes the oil, the gas, the mineral resources in the North more accessible. So the need to get control over the resource management is even more important, because of the climate change.” She sat back in exasperation. “If you have no representation, how can you have an influence on resource management?”
If there was ever a moment when my perspective suddenly broadened on the future of the northern countries I was traveling, that was probably it. We talked some more, so I could assemble in my own head what was already so obvious in hers. Everything is linked. Shrinking ice, natural resource demand, and political power were all tugging on each other. My scientist’s training had wrongly led me down the path of dissect, isolate, and rank. This works well for a focused problem, but is not always best for gaining a synoptic understanding of the world.
Northern aboriginal people don’t like being portrayed as hapless victims of climate change. Nor are they waiting for their central governments to come in and solve their problems. Quite the opposite. After numerous interviews with aboriginal leaders,473 the resounding message I’ve heard is a desire for more autonomy, more control, more say over what happens or does not happen on these lands. The damages inflicted by climate change—already coming into view—only intensify their sense of urgency. More control affords more resilience, more adaptability, to deal with the consequences. The people I’ve met are not hoping that outside task forces will be dispatched to save them from climate change. They want the power—and yes, the resource revenues—to save themselves.
With this new understanding in view, I could see why president Keskitalo was pissed off. In the three countries discussed thus far—the United States, Canada, and Denmark—northern aboriginal people are becoming politically powerful. In the Nordic countries and Russia, they are not.


 The Sámi Situation 
Europeans are fascinated by their Sámi. Long after great cities had spread across Germany and France, the Sámi were still living in tents, migrating with their reindeer, living off the land by fishing, trapping, and hunting. Their mystic, highly spiritual culture is permeated with ties to the natural world, expressed in beautiful chanted songs called joiks. Furthermore, they are white. Unlike most northern aboriginals, they have a European rather than Mongol origin. Many Sámi have fair skin, blue eyes, and blond hair. This is partly due to centuries of mingling with Nordics, but genetically, the Sámi are much closer relatives of Basques than of Inuit.
Today, about seventy thousand Sámi live in “Sápmi,” their ancestral homeland stretching across northern Fennoscandia (see map on pp. x-xi). But Sápmi today is chopped up into four bits owned by Norway, Sweden, Finland, and Russia. It is dismembered.
The Sámi population can never form a single collective political unit within a country, as has happened in Canada and Greenland. Traditional reindeer herding, which moved animals all around Sápmi, is difficult or impossible. Also ethnic Norwegians, Swedes, Finns, and Russians have moved in, bringing industrial development, land privatization, and the loss of grazing and hunting grounds. With four different court systems to navigate, the collective ability of the Sámi to mount legal challenges to such encroachment is dissipated and constrained. And unlike what happened in North America and Greenland, none of the four governments are signaling any possibility of a sweeping land claims agreement, or a new Sápmi state, or individual home rules for each fragment.
However, there are differences among the four countries. Since 1989 Norway, Sweden, and Finland have introduced elected Sámi parliaments, whereas Russia has not. These parliaments are politically weak, serving mainly as forums and advisors to their central governments, but they do provide a voice for the Sámi. Norway’s parliament, being the oldest and largest, is most consequential of the three.
Also, when it comes to sticking up for aboriginal rights under international law, Norway is one supportive NORC. It was the first country in the world to ratify International Labour Organization Convention 169, thus committing the Norwegian government to preserving its aboriginal people, cultures, and languages through deliberate action (later, Denmark also ratified this ILO treaty). Norway was also one of five NORCs to adopt the United Nations Declaration on the Rights of Indigenous Peoples in 2007.474 In part to meet its obligations under these laws, Norway passed a sort of pseudo land claims law, called the Finnmark Act, in 2005. While not specific to Sámi people, it did transfer land ownership from the Norwegian government to its largest and northernmost county, where the population is about 34% Sámi.475
While weak by North American standards the Finnmark Act is about as good as it gets in this part of the world. Similar trends are not apparent in Sweden, Finland, or Russia. None of these countries have ratified ILO Convention 169, nor is there any talk of land claims settlements. In Lapland, Sámi complain of imposters stealing their culture, wearing fake clothes, and butchering their language for tourists.476 The Sámi situation is most depressing in Russia, where a small population of two thousand has little to look forward to.
Trapped on the Kola Peninsula—the militarized, industrialized heart of the Russian North—they are mostly unemployed with no parliament. What few reindeer herders remain complain of grazing lands privatized and closed, and horrid environmental pollution from mining, smelting, and leaking radiation from old nuclear reactors. Russian soldiers sometimes shoot their animals to eat or for fun.477 Snared in poverty, lacking land tenure, and with no political voice, they are quickly losing their aboriginal language. Of Sápmi’s four fragmented pieces, Russia’s has the most uncertain future.


 The Mi-8 Time Machine 
We thudded over the taiga in an orange Soviet-era Mi-8 helicopter, crammed against one of its little porthole windows. Below us was an endless plain of mossy lakes, cottongrass sedge, and hunched conifers stretching to infinity. My doctoral student Karen Frey murmured from behind a video camera while I wrote notes and GPS coordinates into a pad. Faint reindeer trails splayed here and there across the tundra, but the landscape was motionless. We’d been at it for over half an hour with no sign of life.
Suddenly the Mi-8’s rotors whined and we were hovering. There were scraping noises up front and men speaking in Russian. The ponderous helicopter slowly eased its bulk onto the ground and a door clanged open. From its cavernous interior white Russian hands produced a burlap sack full of potatoes. From outside, dark, weathered hands reached up to take it.
We had dropped by the campsite of a Nenets family, one of the largest of several aboriginal reindeer peoples of the Russian North. Their chum, a circular tent halfway between a teepee and yurt, was made of lashed wooden poles and reindeer hides. There were corrals and long sleds with curved wooden runners. Grubby, cute kids were peeking at us. Freshly flayed reindeer skins were drying. The whole place hung with smoke from burning smudge fires. Our Mi-8 wasn’t a helicopter, it was a time machine: The Nenets are one of the last people on Earth still following the ancient practice of moving around with their reindeer.
Anthropologists, even Russian ones, have long romanticized Siberian scenes like this. But most of Russia’s northern aboriginal people do not lead nostalgic frontier lives out on the land. Instead, they live in gritty, impoverished, multiethnic villages rife with unemployment, alcoholism, and suicide.478 Life expectancies are low. Aboriginal control over outside resource exploitation is virtually nil, as is the amount of royalty they receive when resources are developed. There is no prospect of winning private land title as has transpired in North America,479 and even if there were, under Russian law all subsurface mineral and energy rights still remain with the state. Vastly outnumbered as they are by ethnic Russians, there is no hope for sizable aboriginal political majorities except in small okruga (regions) and raiony (districts). Exceptions, like a tiny pod of Yukagir people who won self-governance in Sakha Republic,480 are rare. With so little political power, even their wild food is constantly under threat by commercial interests. In one recent case, aboriginals of Kamchatka beseeched President Medvedev and Prime Minister Putin to halt auction lease sales of their salmon rivers so they wouldn’t starve.481
Russia’s northern aboriginals don’t have time to debate political governance models or resource revenue-sharing schemes. Their priority is simply retaining access to wildlife and land, and keeping at bay the encroaching industries that would damage them. The Russian anthropologist Aleksandr Pika, who devoted his life to studying northern aboriginals before drowning in a 1995 Bering Sea boat accident, alongside five Eskimos and three Americans, once wrote: 
The numerically small [aboriginal] peoples of the North live on lands rich with oil, natural gas, uranium, tin, timber, and other resources. Society has not yet learned to take these resources without damaging nature. Society cannot live, in fact, without touching these resources. The peoples of the North are often guilty simply in that they live on these lands and their very existence poses problems for the state. Indeed, many feel that without these peoples, there would be no such problems, and that the peoples of the North should understand this, and not complain too loudly or too often.482
This does not mean that the Russian government, or Russians more generally, care nothing for their aboriginal people. My student and I were sternly admonished to respect the Nenets family’s privacy by not photographing them, and thirteen of the aforementioned Kamchatka commercial salmon leases were, in fact, retracted to protect traditional aboriginal fishing rights. Under old Soviet law, aboriginals had no legal claim to land or its resources, but that has changed somewhat under the Russian Federation. Its 1993 Constitution now mandates that both be protected “as the basis of life and activities of the peoples” who live on them, and holds central and regional governments responsible for protecting “traditional ways of life.” To flesh out these general constitutional requirements, three meatier federal laws specifically addressing aboriginal land rights were adopted in Moscow by 2001.483 Chief among the new reforms is a revival of obshchiny, small group-owned plots of land to which families, clans, or villages can request exclusive use for traditional subsistence.
It is a well-known adage in Russia that obedience to federal laws is inversely proportional to geographic distance from Moscow. However, these new ones, at least on paper, are a significant advance for aboriginal Russians. While Russia has not yet ratified ILO Convention 169, it is clear that these new laws were written to conform with many of its guidelines. Interestingly, the country’s recent recentralization of power, begun under Vladimir Putin and reviled by the western press, is good news for Russia’s forty-five officially recognized aboriginal groups: If Moscow demands that the far-off regional governments implement and enforce the new federal laws, these people will be better protected.


 Imagining 2050 
A final and keenly important distinction must be drawn between the emerging new aboriginal policies of North America and Greenland versus those of northern Europe and Russia. While the former do accord value and protections to the traditional cultures of the past, they also seat chairs at the table of the future by devolving political power, land management decisions, and natural resource revenues including oil and gas royalties. But in the Nordic countries and Russia, emerging policies seek to preserve “traditional” cultures and ways of life above all else. Indeed in Russia, demonstrable proof of such activity—raising reindeer, for example, or subsisting by hunting and fishing—is a key requirement for winning aboriginal protections and privileges, including obshchiny. Also, the old Soviet tradition of limiting legal recognition of aboriginal status to populations having fifty thousand or fewer persons has been retained, such that small, scattered aboriginal groups can win these privileges but not large ones. At first blush, such policies sound noble—what’s wrong with trying to protect vanishing ancestral cultures from going extinct? But, as put by the recent Arctic Human Development Report, “one must question the tendency to consider change as a threat to some immemorial ‘tradition’ in discussing indigenous societies, when it is called progress in western societies.”484
Put bluntly, the Nordic and Russian aboriginal policies encourage the mummification of aboriginal people and their historical practices into bits of living folklore. By not going far enough, the new legal protections—well intentioned and keenly desired by their subjects as they may be—lapse into paternalism, pure and simple. Aboriginals win permission to carry on their ancient ways—to the gratitude of village elders and future anthropologists—but are denied forms of empowerment that matter most for the future: political power, a say over land use and development, a say over environmental protection, and the right to receive royalties from all the natural gas, oil, and minerals that will be plucked from beneath their feet. Their cultures are denied the right to evolve. Instead, they are pickled under a glass bell jar.
When I try to imagine the role of NORC aboriginals in 2050, I sense two very different scenes unfolding. In the eastern hemisphere, I see fascinating historical enclaves, where people can still carry out ancestral subsistence traditions on the land. Their lives are not so different from today except they have become living museum displays, beset by anthropologists and a global tourist trade. In the western hemisphere, I imagine unprecedented new societies taking hold. They are a unique blend of the old and the new, choosing some parts of traditional culture to retain and others to abandon. People run their business corporations in the morning and go hunting in the afternoon (the ringed seals and polar bears are now protected but harbor seals and salmon are moving in). Pipelines and ports are spreading, natural gas is flowing south, and royalties are flowing north. In Canada, the first university above the sixtieth parallel has been founded.485 The global fleet bristles offshore but the land belongs to them. I see the original stewards of this land taking it back again.


PART THREE
ALTERNATE ENDINGS


CHAPTER 9
The Pentagon Report
Our thought experiment so far has been propelled by big drivers, the four global forces of demography, natural resource demand, globalization, and climate change. A fifth—enduring legal frameworks—cropped up in discussions of sovereignty over the Arctic seafloor and the political power of aboriginal peoples. Throughout the book we have stayed within the confines of the following ground rules as stated in the opening chapter:
No Silver Bullets (incremental and foreseeable advances in technology),
No World War III (no radical reshuffling of our geopolitics and laws),
No Hidden Genies (like a global depression, a killer pandemic, a sudden climate change),

and

The Models Are Good Enough.
These overarching drivers and ground rules have served the 2050 thought experiment well to this point. I hope it has kept the book from being shelved in the science fiction sections of bookstores and libraries. The described outcomes are deduced from big trends and tangible evidence already apparent today, rather than political ideology or my wonderful imagination. They favor the likely over the unlikely. I honestly expect, should I live long enough, to see many or all of them materialize within my lifetime.
In this chapter and the next, let’s step out of the comfort zone a bit. What are some other outcomes these trends could provoke? Are the four forces robust, our ground rules reasonable? If not, how might they surprise us? This chapter explores six less assured, but plausible, developments that could affect some of the big trends presented thus far. Five of them originate in the North, but have global or far-reaching consequences. Let’s begin with climate change, by breaking the ground rules on hidden genies and computer models.


 The Evolution of Climate Models 
The motivation for running climate models is nothing like the motivation for making weather forecasts on the nightly news. Those seek to identify specific events, like a storm front, and are meaningful only a few days into the future. But climate models forecast average climate variables, like mean January temperature, and are meaningful many decades into the future. They do this by taking account of certain things—like deep ocean circulation and increasing greenhouse gas concentrations—that simply don’t matter for short-term weather. It’s not possible to know what the exact temperature will be in Chicago next August 14 or January 2 at three o’clock in the afternoon, but it’s very possible to know what the average August or January temperatures will be. One is weather, the other is climate.
Climate models are also amazing tools for figuring out how our complex world actually works. Suppose that it is an observed fact that summer rainfall is declining in Georgia, but this phenomenon simply won’t show up in a climate model’s simulations no matter how many times it is run. Puzzled, its programmers realize that something is missing and wonder what it might be. Into the model goes a hypothesis—say, loss of forest (trees pump enormous volumes of water vapor back to the atmosphere), because many trees have been removed to build Atlanta suburbs. Does the model now correctly simulate the measured rainfall decline? If so, congratulations—new scientific understanding has been won about how rainfall works in Georgia, and the climate model has been made more realistic. If not, on to test the next hypothesis down the list. Eventually the missing bit of physics is discovered, the model is improved, and its creators move on to ponder its next little failure.
At their core, climate modelers seek to understand how the atmosphere functions, and how it responds to changing drivers. By studying when and where the models break down, we improve scientific understanding of how the real world works, and our models become more accurate. After more than fifty years of trial and error, they have now evolved far beyond their primitive ancestors of the 1960s. We’ve learned a great deal about how Earth’s climate system actually operates. In today’s generation of models, complicated things like El Niño and the Hadley Circulation emerge organically without programmers having to “add” them at all. That is very encouraging, because it tells us the models’ assumptions and physics486 are realistic and working correctly.
The big push now is to hone down climate model spatial resolutions (i.e., the “pixel size” of their simulations) from hundreds of kilometers, useful for broad-scale projections like the ones presented in this book, to kilometers, which is what local planners need. But even at the coarser spatial scale of today’s generation of models, many important conclusions about our future are now well vetted and uncontroversial. All of the megatrends discussed so far—rising global average temperature, the amplified warming in the Arctic, rising winter precipitation around the northern high latitudes—fall within this uncontroversial category.
More troublesome are the short-sellers and inside traders of natural climatic variability. Volcanoes, wildfires, and sunspot cycles are just a few of many phenomena imprinting their own natural variations over the underlying greenhouse gas signal. But now these volatile (and fairly common) phenomena, too, are being added to climate models and tested.
Where climate models suffer most is in capturing rare events lying totally outside of our modern experience. Most weather stations are less than a century old; the satellite data era began only in the 1960s and ’70s. These records are far too short to illuminate the full range of our Earth’s twitchy behavior. Shifting oceans and ice sheets are key drivers of climate yet contain toggles and circuits with longer patience than our short instrumental records. They add boosts, buffers, and dips to the overall greenhouse effect, so we must understand them as well.
Unfortunately, a naturally twitchy climate makes the steady, predictable push from anthropogenic greenhouse gases more dangerous, not less. From the geological past we know the Earth’s climate has not always been so quiet as it is now. Therefore, through greenhouse loading we are applying a persistent pressure to a system prone to sudden jumps in ways we don’t fully understand. Imagine a wildcat quietly sleeping on your porch—it looks peaceful but is by nature an ill-tempered, unpredictable beast that might spring into a flurry of teeth and claws in an instant. Greenhouse gases are your knuckles pressing inexorably into its soft slumbering belly; the global ecosystem is your exposed hand and arm.
Rare or threshold behaviors—like a permanent reorganization of rainfall patterns, accelerated sea-level rise, or a giant burp of greenhouse gas from the ground—all pose legitimate threats to the world. We know they are plausible but, unlike greenhouse gas forcing, don’t know yet how probable. But their behaviors, too, must be added to climate models somehow. Just because something seems unlikely doesn’t mean it won’t happen, or that its impacts are not potentially enormous if it does. These are the climate genies, and we are just beginning to discern the outline of their various sleeping forms. To find them at all, we must turn to the prehistoric past.


 The Flickering Switch 
One of my personal heroes in science is Richard B. Alley, an outstandingly accomplished glaciologist and professor of geosciences at Penn State University. Not only has he cranked out one landmark idea after another, published nearly forty times in Science and Nature, been elected to the National Academy of Sciences, and written a wonderful popular book explaining it all for the rest of us,487 he is also about the nicest and most enthusiastic guy one could ever hope to meet.
In 1994, Alley came to deliver a guest lecture at Cornell University, where I was a lowly second-year graduate student. Everyone was abuzz that Richard Alley was coming, because he had just published a pair of back-to-back articles in Nature that had stunned the climate-science community.488 Even my thesis advisor—who was pretty famous himself, having written the paper putting together the theory of plate tectonics489—was talking about them. But a great thing about academia is that it is on open, democratic affair even when it comes to its pop icons. Visiting celebrities will hang out for a day or two happily chatting with whomever, even lowly second-year graduate students. Landing a meeting with one is largely a matter of getting to the sign-up sheet first, which of course I did.
When my time slot arrived I went to meet Alley, armed with a list of questions about his Nature papers so I could hear more from the great man himself. That lasted about forty-five seconds, before he insisted on hearing all about my work. I couldn’t believe it. It was a dumb little side project of my research, but Alley’s enthusiasm was totally contagious. We relocated to my lab hole, where he huddled alongside me, giving all manner of helpful advice and inspiration. By the time he ran off late to his next appointment, I was so excited about my project I barely remembered I’d forgotten to ask more about his. That’s just the kind of guy he is.490
What had everyone gabbling was what Alley and his colleagues had dug out of the Greenland Ice Sheet. The U.S. National Science Foundation had funded construction of a drilling and laboratory camp on top of it to extract a two-mile-long ice core called GISP2, an enormous task taking about four years.491 Preserved in the upper sections of ice cores are annual layers, like the rings of a tree. Each one contains the compressed equivalent of a full year’s worth of snow accumulation falling on the ice sheet surface (cores are drilled from deep ice sheet interiors where it never melts). By counting the layers down-core and measuring their thickness and chemistry, a very long reconstruction of past climate variations is obtained. We even get tiny samples of the ancient atmosphere, by cracking into air bubbles trapped in the ice. From these high-resolution annual measurements in Greenland, Alley and his colleagues had discovered that around twelve thousand years ago, just when we were pulling out of the last ice age, the climate began shuddering wildly.
The shudders happened faster than anyone had dreamed possible. Our climatic emergence from the last ice age, it seems, was neither gradual nor smooth. Instead it underwent rapid flip-flops, seesawing back and forth between glacial and interglacial (warm) temperatures several times before finally settling down into a warmer state. These large temperature swings happened in less than a decade and as quickly as three years. Precipitation doubled in as little as a single year. Around Greenland, at least, there was no gradual, smooth transition from a cold ice age to the balmy interglacial period of today. Alley’s team had shown that climate could sometimes teeter as well, like a “flickering switch,” between two very different states. Furthermore, it had happened other times in earlier millennia, so this was not a totally isolated event. The extreme rapidity of these changes, concluded Alley, implied “some kind of threshold or trigger in the North Atlantic climate system.”492
Thus was born a brand-new subfield of climate science known today as “abrupt climate change.” Twenty years ago anyone who hypothesized a sudden, showstopping event—a century-long drought, a rapid temperature climb, or the fast die-off of forests—would have been laughed off. But today a growing body of evidence from ice cores, tree rings, ocean sediments, and other natural archives tells that such things have happened in the past. We’ve long known the Earth’s climate has experienced big changes before but assumed they only occurred slowly over geological time, like the gradual turning of a dial. Now we know they can sometimes happen abruptly as well, like flipping a switch. The implications of this are global, as we shall see next.


 The Pentagon Report 
From a societal perspective, an abrupt unexpected climate change is more destabilizing than one that is gradual and anticipated. Military analysts concede that the expected gradual climate changes pose national security threats, and by late 2009 the U.S. Central Intelligence Agency had opened a new center specifically dedicated to assessing them.493 A recent study, for example, projects a more than 50% increase in armed conflict and nearly four hundred thousand more battle deaths in Africa by 2030.494 But one of the few attempts to assess the societal impact of an abrupt climate change was commissioned by the U.S. Department of Defense in 2003.
This document, titled “An Abrupt Climate Change Scenario and Its Implications for United States National Security,” is not based on climate model projections, but instead on a known prehistoric event seen in ice cores, sediments, and fossils. About 8,200 years ago, several thousand years after the really big swings that Alley had studied, temperatures near Greenland suddenly tumbled by about 6°-7°C. Cold, dry, windy conditions spread across northern Europe and into Asia; certain African and Asian monsoon rains faltered, and temperatures probably rose slightly around the southern hemisphere. These conditions persisted for about 160 years before reversing again.
This event was not unique but simply the last and smallest of several climate shudders seen in Greenland ice cores as the last ice age wound down. It was less severe, shorter-lived, and less geographically extensive than its predecessors (especially the Younger Dryas event, the monster cold snap studied by Alley that abruptly kicked in about 12,700 years ago, then persisted for nearly 1,300 years).495 That said, let’s hope that it never happens again. The Pentagon’s report, which outlines possible social scenarios if what occurred 8,200 years ago were to happen again today, is quite scary.
It describes wars, starvation, disease, refugee flows, a human population crash, civil war in China, and the defensive fortification of the United States and Australia. “While the U.S. itself will be relatively better off and with more adaptive capacity,” the authors conclude, “it will find itself in a world where Europe will be struggling internally, large numbers of refugees washing up on its shores, and Asia in serious crisis over food and water. Disruption and conflict will be endemic features of life.”496 The report’s authors insist that their assessment, while extreme, is plausible.
Could this really happen? Nobody knows for certain, but the good news is that the physical mechanism underlying these North Atlantic cold shudders is now fairly well understood, and its behavior successfully replicated by climate models, so we can at least test the probability. The culprit appears to be a slowdown of the global thermohaline circulation—the long, ribbon-like “heat conveyor belt” of ocean currents, one arm of which carries warm tropical water from the Indian Ocean all the way to the Nordic seas, bathing western Europe and Scandinavia in all that heat so undeserved for its latitude as described in Chapter 7. The North Atlantic region is a critical pivot for this global circulation pattern. It is where the warm, salty north-flowing surface current finally cools sufficiently so that it becomes heavier than the surrounding colder (but less saline) water, sinks down to the ocean floor, and begins its millennia-long return south, crawling along the dark bottom of the abyss.
All of this is driven by density contrasts. If sufficiently large, a local freshening of the North Atlantic can slow or even halt the sinking, thus killing this entire overturning arm of the global heat conveyor belt. This has immediate implications for the Earth’s climate. Heat becomes less mixed around the planet. Cold temperatures (especially winters) and drought descend upon Europe. The southern latitudes warm; the Asian and African monsoons weaken or drift. It’s rather like adding hot water to a cold bath, in which stirring the water around helps to even out the temperature contrasts. But with no water circulation, one’s back grows cold but feet are scalded.
The most likely source of water for the sudden freshening of the North Atlantic was one or more massive floods released from the North American continent at the end of the last ice age, as its giant glacial ice sheet melted away. As the sheet retreated north into Canada, huge freshwater lakes, some even larger than the Great Lakes today, pooled against its shrinking edge. Then, when a pathway to the sea emerged from beneath the rotting ice, out the water went. The deluge that tore out through Hudson Bay must have been biblically awesome in scale.497 I wonder if any aboriginal version of Noah witnessed and survived it, creating a legend for generations of the Great Flood that drained the Earth’s water to the sea, bringing seemingly endless winter upon the land.
Figuring out hidden genies takes time and a lot of work. The above hydrologic explanation for the North Atlantic climate shudders was first proposed by Columbia University’s Wallace Broecker back in 1985.498 Its finer details are still being tinkered with today. But now that we understand this genie rather well, and its physics are reproducible in climate models, we can assess the likelihood of another such shudder happening again in the future.
So far, most simulations agree that a complete collapse of the thermohaline circulation is unlikely anytime soon, for the simple reason that it’s hard to find a big enough freshwater source with which to sufficiently hose down the North Atlantic. The Laurentide ice sheet that once covered Canada and much of the American Midwest is long gone. The projected increases in high-latitude precipitation and river runoff appear sufficient to weaken the circulation, but not enough to kill it outright.499 This weakening shows up in most future climate model projections as a little bull’s-eye of below-average warming centered over the North Atlantic. It’s not enough to create outright cooling, but it does reduce the magnitude of warming locally over this area. Let’s hope these simulations are correct—because if they’re wrong, losing even part of the Asian monsoon would be really, really bad.
There is, of course, another big source of potential freshwater—one that happens to be plunked right in the middle of the North Atlantic. No serious scientist thinks the Greenland Ice Sheet will melt away anytime soon, and if it ever does we’ll be dealing with even bigger worldwide problems than a cold, dry Europe and faltering monsoonal rains. But this genie, we’re nowhere near to understanding well enough to model yet.


 Genie in the Ice 
Two smelly straight guys sharing a tent sized for one is bad enough. But waking up covered in yellow dust, with no hot water for days, is the pits. It was impossible to keep the stuff out, even barricaded inside the lone wind-rated tent we had thought to bring with us.
The Greenland Ice Sheet was in charge, not me and not Ohio State geography professor Jason Box. We were camped next to its southwestern edge, where one of its many outlet glaciers finally succumbs to a grinding wet death, killed by the sun among the tundra grasses, caribou, and musk oxen. Every night, we squeezed head-to-toe in the little tent and buttoned up tight. Every night a fierce katabatic wind would pour off the ice sheet, lift tons of grit from its gravelly outwash plain, and fling it against our shuddering tent. The silt pushed through closed zippers and tiny mesh slits. It entered our nostrils and encrusted our hands as they gripped the tent’s violently shaking poles.
But by morning the winds would die down and we went to work. Jason installed time-lapse cameras to track the speed of the glacier’s sliding snout; I submerged electronic sensors in its outgoing torrent of meltwater to monitor how much was flowing off to the sea. We were studying these things to help answer a burning scientific question that should worry us all. Chapter 4 showed that we are facing decimeters of sea-level rise by century’s end. Many scientists wonder if even these estimates might be too low. Could climate warming cause the Greenland and West Antarctic ice sheets to accelerate their dumpage of ice and water into the sea, thus cranking up its rise even faster than is happening already? Could the world’s oceans go even higher, say a couple of meters by the end of this century?
The short answer is maybe. The geological record tells us sea levels are certainly capable of responding quickly to shrinking glaciers. And over the long haul—meaning several thousands of years—it looks like the Greenland Ice Sheet is in trouble and could well disappear completely.500 Glaciers and ice sheets are nourished on their tops by snow. They are removed at their margins by melting and—if they float out into an ocean or lake—by calving off icebergs into the water. When nourishment exceeds removal, glaciers grow, storing water up on land, so sea level falls. When removal exceeds nourishment, glaciers retreat and their stored water returns to the ocean. In this way sea levels have danced in a tight waltz with glaciers, falling and rising anywhere from about 130 meters lower to 4-6 meters higher than today over the past few ice ages. Other things—especially thermal expansion of ocean water as it warms—also drive sea level, but the waxing and waning of land ice is a huge driver.
As the last ice age unraveled, sea levels commonly rose 1 meter per century, and sometimes as fast as 4 meters per century during intervals of very rapid glacier melting.501 Looking forward, if average air temperatures over Greenland rise by another +3°C or so, its huge ice sheet, too, must eventually disappear. Depending on how hot we allow the greenhouse effect to become, this will take anywhere from one thousand to several thousand years, raising global average sea level by another 7 meters or so.
Based on the emissions scenarios currently being bandied about by policy makers, the temperature threshold to begin this process will indeed be crossed in this century, and the long, slow decline of Greenland’s ice sheet will begin.502 It is already something of a stubborn relic of the last ice age; if it magically disappeared off the island tomorrow, it’s doubtful this ice sheet could grow back.503 One thousand years from now, eighteen of the twenty-seven megacities of 2025 listed in Chapter 2 will lie partially or wholly beneath ocean water that might once have been blue ice in Greenland.504
But over the shorter term, meaning between now and the next century or two, the scary genie of Greenland and Antarctica isn’t from their ice sheets melting per se (indeed, it will never become warm enough at the South Pole for widespread melting to occur there) but from their giant frozen rumbling ribbons of ice that slide over hundreds of miles of land to dump icebergs into the sea. Already, there are many such ice streams in Antarctica and Greenland moving tens of meters to more than ten thousand meters per year. They empty out the deep frozen hearts of these ice sheets, where temperatures are so cold the surface never melts at all.
Of grave concern is collapse of the West Antarctic Ice Sheet. This vast area is like a miniature continent of ice towering out of the ocean, much of it frozen to bedrock lying below sea level. If it became unstuck, a great many Antarctic glaciers would start lumbering toward the water, eventually raising average global sea level by around five meters. There is geological evidence that this has happened before,505 and if it happens again it would hit the United States especially hard. For various reasons a rise in global average sea level does not translate to the same increase everywhere—water will rise by more than the average amount in some places and less than the average in others.506 Such a collapse would produce above-average inundation of the Gulf Coast and eastern seaboard, putting Miami, Washington, D.C., New Orleans, and much of the Gulf Coast underwater. When it comes to climate genies, the West Antarctic Ice Sheet is an ugly-looking lamp.
Frankly, we don’t understand the physics of sliding glaciers and ice sheet collapses well enough yet to model the futures of Greenland and Antarctica with confidence. Many things affect the speed and dynamics of that long slide that are hard to measure or see. They include the interplay between the sliding ice and its bed, the heat and lubrication added by meltwater percolating to the bed from the surface, the importance of buttressing ice shelves (which help dam ice up on the land), the ocean water temperature at the ice edge, and others.507 Computer models and field studies—like the one Jason and I were conducting in Greenland—are in their infancy. Scientists are still discovering new things and debating what may or may not be important. This is why the likelihood of accelerated sea-level rise was kept out of the last IPCC assessment, and may be kept out of the next one as well. Might the ice sheets start slipping faster, with higher sea levels right behind? Perhaps—but without well-constrained models, we don’t yet know how likely that is.


 Genie in the Ground 
Digging into a permafrost landscape usually goes something like this: After cutting through a thick living mat of vegetation, the spade turns over a dark, organic-rich soil, almost like the mulch that one buys to spread in a garden. Usually there are bits and pieces of old dead plants poking out of it. Then, anywhere from several to tens of inches down, the blade goes chunk and will bite no farther. But it’s not a stone. At the bottom of the hole, there is just more of the same organic-rich goop but it is frozen hard as cement, often with a little black ice peeking through. Going any deeper is a major job, requiring a big drill and lots of manpower.
Why on Earth would anybody go all the way to the Arctic to drill holes into frozen black muck? The reason is organic carbon, and we now know that frozen northern soils hold more of it than any other landscape on Earth. In fact, the more we study these soils the more carbon we find. As of 2010 the latest estimate is 1,672 billion tons (gigatons) of pure organic carbon frozen in the ground.508 That’s roughly half of the world’s total soil carbon crammed into just 12% of its land area.
The reason there’s so much carbon there is because this is a place too cold and damp for living things to fully rot away when they die. Live plants draw down fresh carbon from the atmosphere and store it in their tissues. When they die, decomposing microbes chow down, pumping the carbon back to the atmosphere in the form of carbon dioxide (CO2) or methane (CH4) greenhouse gases. But while plants and trees can still grow in cold places, even on top of permafrost, the microbes are hard pressed to finish off their remains because their metabolisms are strongly temperature-dependent (just as stored food decomposes more slowly in a refrigerator than at room temperature). Very often a mulch-like layer of peat will accumulate, building up the ground elevation over time as successive generations of plants root into the semirotted remains of their ancestors. Some decomposition continues underground, but once permafrost sets in, even that halts, and the stuff becomes cryogenically preserved. Since the end of the last ice age, this excess of plant production over plant decomposition has slowly accumulated one of the biggest stockpiles of organic carbon on Earth.
To put that earlier 1,672 gigatons (Gt) of carbon estimate into greater perspective, all of the world’s living plants hold about 650 Gt. The atmosphere now holds about 730 Gt of carbon, up from 360 Gt during the last ice age and 560 Gt before industrialization. The world’s remaining proven reserves of conventional oil hold about 145 Gt of carbon and coal about 632 Gt. Each year we release around 6.5 Gt of carbon from burning fossil fuels and making cement. The total target reduction for “Annex 1” (developed world) signatory countries to the Kyoto Protocol was 0.2 Gt per year.
Put bluntly, there is an absolutely gigantic pile of carbon-rich organic material just sitting up there in a freezer locker, lying at or very near the surface of the ground. The big question is, what will happen to that carbon as it thaws out? Will it stay put, perhaps even offsetting the greenhouse effect thanks to faster-growing plants, thus storing more carbon even faster than before? Or will the microbes wake up and chow down, feasting on thousands of years of accumulated compost and farting voluminous quantities of methane and carbon dioxide back into the air? I’m not suggesting that sixteen hundred gigatons of deeply frozen soil carbon could all be returned to the atmosphere at once, but even 5% or 10% of it would be enormous.
This possibility is another one of those climate genies that we are only just beginning to assess. Compared with the previous two, relatively little work has been done on it. Most permafrost research has traditionally focused on engineering, i.e., how to build structures without thawing the ground, thus slumping it and destroying what was built. Hardly anyone cared much about permafrost carbon until recently.
We don’t know how quickly or deeply permafrost will thaw or how quickly and deeply the microbes will get to work. The microbes themselves generate heat, and we’re not sure how much this will further enhance the permafrost thawing process. The net outcome—net carbon storage versus net carbon release—hinges on a small difference between two far larger and opposed numbers (i.e., the rates of plant primary production versus microbial decomposition). Both numbers are difficult to measure and have large uncertainties associated with them.
Much also depends on hydrology. The millions of lakes sprinkled across permafrost landscapes are themselves heavy greenhouse gas emitters and even bubble forth with pure methane, so their fate, too, is intimately tied to our climate future. Also, if thawed permafrost soils become dry and aerated (as might be expected if deep permafrost goes away), then microbes will release stored carbon in the form of carbon dioxide. If soils stay wet (as might be expected from climate model predictions of increased northern precipitation), then microbes will release it as methane, which is twenty-five times more potent a greenhouse gas than carbon dioxide. Given all these uncertainties, our current generation of computer models contain significant knowledge gaps. I’d wager we have twenty years’ work ahead of us before a solid scientific consensus can be reached on what will happen to this big mess of carbon as it defrosts.509
We do know this very same landscape switched on to become a major source of greenhouse gas once before—at the end of the last ice age, when northern peatlands first began to form. About 11,700 years ago, as temperatures rose at the end of the Younger Dryas cold shudder, a threshold was crossed, plants began growing, and peatlands sprang up all around the Arctic, pumping out enormous volumes of methane.510 We also know, from a single study in Sweden, that rising air temperatures penetrate permafrost soils more quickly and deeply than we thought. From two other studies in West Siberia, we know that although thawed soils ooze up to six times more dissolved carbon into rivers and lakes than frozen soils, they also store carbon faster—or at least they did for the past 2,000 years. This is at odds with a different study in Alaska, which suggests that faster-growing plants will not be able to outpace the faster-decomposing microbes once the permafrost disappears. Finally, we know some simple math: If even 2% of this frozen carbon stock somehow returns to the atmosphere between now and 2050, it will cancel out the Kyoto Protocol Annex 1 target reductions more than four times over. Like the West Antarctic Ice Sheet, this is one genie with global repercussions that we should all hope stays asleep.


 Globalization Reversal 
Might any of the four global forces of demography, natural resource pressure, globalization, and climate change screech to a halt between now and 2050, thus ruining all of our best projections?
Three of these have tremendous inertia. Demographic trends are a slow-moving ship, taking a generation—fifteen to twenty years—before even major course corrections will be felt. Population momentum ensures that our fastest-growing countries will keep growing for decades, even if their fertility rates fall to 2.1 tomorrow (replacement level), because their age structures are so youthful.511 And with a projected population increase to around 9.2 billion by 2050—especially a modernized, urban, consumptive one—it’s hard to envision how our demand for water, energy, and minerals will decrease from what it is today, even with great strides in conservation and recycling. Greenhouse physics dictates that we are locked in to at least some climate change and higher global sea level no matter what; the big uncertainties are how far we will allow greenhouse loading to go, what the impacts on global rainfall patterns and hurricanes will be, and lurking climate genies.
That leaves globalization. In today’s world of Walmart and iPhones, it’s easy to take our continued economic integration for granted. But as discussed in Chapter 1, the current globalization megatrend did not simply happen by itself. It was set into motion by the United States and Britain very deliberately, with a long string of new policies dating to the Bretton Woods summit in 1944. While the Internet and other information technology have enhanced globalization, they did not create it. Global social and information networks surely seem here to stay, but unlike population momentum or greenhouse gas physics, there is no natural law commanding that current policies favoring our global economic integration must continue.
History tells us of past balloons of economic integration and technological advance followed by puncture. In 221 B.C. the Qin armies first unified northeastern China out of a bedlam of warring fiefdoms. Successive Han, Sui, T’ang, Yuan, and Ming dynasties then expanded the world’s biggest trade empire into central and southeast Asia, India, the Middle East, and the Mediterranean. By the fifteenth century, China had trade outposts in Africa and led the world in medicine, printing, explosives, banking, and centralized government. But then, its rulers lost interest in a global empire. They began a series of fateful political decisions that shut down China’s overseas trade while discouraging scientific advances at home. Its nascent industrialization cut short, China stood frozen in time, and the much smaller European states commenced to take over the world.
Europe wasted little time ramping up the next round of globalization. By the 1600s colonialist governments were working hand in hand with private corporations like the Dutch and British East India companies—the equivalent of today’s multinational corporations—setting up remote trading posts and shipping routes. Merchant capitalism flourished, fueled by furs, timber, gold, spices, and coal imported from overseas. Guided by multinational banks, by the 1870s goods and capital were flowing across national borders as freely as they do today. Steamships, the telegraph, and railroads were opening up the world just as standardized shipping containers, jet aircraft, and the Internet would do again a century later. Many countries decided to peg their paper currencies to a gold standard, creating fluid international currency markets and huge flows of cross-border capital. The British pound became the dominant circulating world currency much as the U.S. dollar is now. Remarkably, by 1913 the industrialized national economies were enjoying even greater levels of foreign investment than today.512 It was a golden age of economic globalization.
It unraveled surprisingly fast. The June 28, 1914, assassination of Archduke Franz Ferdinand in Sarajevo initiated a chain of events setting off a world war, the suspension of gold-backed currencies, and a near-total collapse in global investment and trade. Even after hostilities ended, former trading partners remained bitterly divided, a collection of protectionist states heaping tariffs upon one another. Only after a second world war, followed by the United States and Britain’s deliberate reboot of the global economic order at Bretton Woods, did things start to recover. It took sixty years for merchandise exports to regain the levels of 1914.513 The rapidity of this collapse proves that unlike the three other global forces, it is possible for globalization to come to a fast halt. It is also a sobering reminder that national leaders can, on rare occasions, take their countries to war with trade partners even if it means gutting their own economies in the process.
Besides another world war, at least two things could plausibly weaken or halt the global economic integration of today. The first is obvious: Central governments could decide to abandon proglobalization policies in favor of a return to economic protectionism. A variant of this would be a shift from “globalization” to “regionalization,” with separate economic blocs emerging in North America, Europe, and East Asia.514 Some economists have argued that the 2008-09 global financial crisis will mark the end of an era for twentieth-century globalization and neoliberal policies. It is even conceivable that well-meaning carbon-reduction policies, by penalizing emissions by different amounts in different countries, could trigger tariff wars if countries respond by imposing border taxes to recoup their losses.515
A second possibility is the rising cost of oil. Global trade is fueled by cheap energy, and container ships and long-haul cargo trucks cannot readily be electrified like passenger cars as described in Chapter 3. And as environmental damages, too, are increasingly priced into production costs in manufacturing countries like China, the apparent profit margin of a global versus local trade network will narrow.
A deglobalized world with extremely high energy prices might be an oddly familiar one, with local farmers feeding compact walking cities, a return to domestic manufacturing, and airplane travel afforded only by rich elites. One could even imagine a reversal of the urbanization trend as farming returns to being a labor-intensive industry, no longer propped by cheap hydrocarbon for fuel, fertilizers, and pesticides. Overseas tourism would fade, perhaps to be replaced by virtual experiences or even uninterest and disengagement from foreign affairs.
Political genies are even harder to anticipate than permafrost genies. In my mind’s eye I imagine an even more integrated world in 2050 than 2010. But no one really knows if our globalization megatrend will accelerate, slow, or reverse over the next forty years. Of the four global forces, this one is the hardest to foresee.


 Dragon Swallows Bear 
At the smaller, more regional scale, the future of the Russian Far East is similarly murky.
This region is Russia’s gateway to eastern Asia. By any measure it is vast, resource-laden, and practically empty of people. It covers some 6.2 million square kilometers, about two-thirds the size of the United States and triple the area of Britain, France, and Germany combined. It is rich in oil and natural gas (especially Sakhalin Island and the Sea of Okhotsk), minerals, fish, timber, and a surprising amount of farmland. It holds one-third of Russia’s landmass but, with just 6.6 million people and falling, less than 5% of its population. Averaging barely one person per square kilometer, the Russian Far East has one of the lowest population densities on Earth.
Except for a tiny 20-kilometer border with North Korea, its main southern neighbor, following a 3,000-kilometer border along the Amur River, is the People’s Republic of China. Its three bordering provinces of Heilongjiang, Jilin, and Liaoning hold more than 100 million people. On the Chinese side of the Amur, population densities average fifteen to thirty times higher than on the Russian side. The city of Harbin alone contains more people than the entire Russian Far East.
This stark contrast does not go unnoticed by Russians. They have long feared the “yellow peril,” a perception that millions of Chinese are poised to flood across the border and swallow up this region. The fear has fomented an intense xenophobia toward Chinese immigrants, something Russian politicians and media often stoke by asserting that millions are illegally entering the country. One individual even suggested that forty million Chinese would sneak into Russia by the year 2020.516
Most migration experts estimate illegal Chinese immigration to be in the hundreds of thousands, not millions. Nor do Russians let their fearmongering get in the way of putting undocumented Chinese migrants to work, for example in the farm fields of the Amur Oblast breadbasket.517 However, the fact remains that this “yellow peril” fear is deeply ingrained in the Russian psyche, something that is perhaps unsurprising when one considers the history of this region.
Much of what is now the Russian Far East actually belonged to China until 1860. Ethnic Russians began arriving in significant numbers only in the 1930s, after Soviet planners closed the border and set about turning the region into a deeply subsidized supplier of raw materials for the centralized Soviet economy and a protective military fortress to the outside world. The Soviet arms buildup there deeply troubled China, Japan, and South Korea. Tensions with China scraped bottom in the 1960s with a series of border skirmishes, including a bloody clash for Damansky Island on the Ussuri River, in 1969.518
Attempts to link the economies of European Russia with Asian Russia never made much sense. The only real transportation link between them was (and is) the Trans-Siberian Railroad, with 9,300 kilometers separating Vladivostok from Moscow. By the 1980s the Soviet Union was ready to abandon the fortress resource colony model for the more sensible idea of opening up the Russian Far East to Asian Pacific trade. Mikhail Gorbachev gave a famous speech in Vladivostok in 1986 that called for the region’s deep subsidies from Moscow to be scrapped and Russia’s eastern flank opened up. When the Soviet Union collapsed in 1991, those subsidies did indeed go away. So also did much of the military defense spending that supported up to 40% of the jobs in this region. The place descended into deep economic malaise and people began to leave.
At its peak population in 1991, the Russian Far East contained a hair over eight million people. Today its population is 20% smaller and will likely shrink further. More detached than ever from distant European Russia, this region struggles to reconcile its dire and obvious need to glom economically on to China, South Korea, and Japan with its deep xenophobic fear of being swallowed up by China. It is the poorest, least healthy, most economically strapped region in all of Russia. Despite its oil and gas riches, electricity is spotty and expensive. A corrupt bureaucracy and perverse tax system dissuade foreign investment. Its resource-hungry neighbors China, Japan, and South Korea, while more than happy to buy raw materials from the region, hesitate to pour badly needed capital into it. Repeated plans from Moscow to develop and improve the region’s quality of life have failed. However, Russia is Heilongjiang’s largest trading partner, and as of 2008 the province had concluded more than two thousand collaborative projects there worth about USD $2.9 billion. Trade between China and Russia’s Primorsky Territory was over USD $4.1 billion in 2009.519
What does the future hold for the Russian Far East? Politically, the relationship between Beijing and Moscow is better than it has ever been; and all of the old border disputes are now settled (Damansky Island is now Zhenbao Island). Even the huge demographic contrast does not predicate a territorial takeover, a political act. But over the long run, given its geographic remoteness and thinning economic ties to the west, the pressures for the Russian Far East to integrate with eastern Asia are obvious. Its 3,000-kilometer border with China is roughly triple its physical distance from Moscow. This region has a huge natural resource base, shrinking labor pool, and dire need for capital investment. Neighboring China has a huge resource demand, bottomless labor pool, and is well on track to become the world’s biggest economy in 2050. Somehow, over the long run, these two things must converge.
A NAFTA-like free economic zone in this part of the world seems the most obvious outcome. Indeed, there are plenty of signs that the Russian government strongly desires this direction, for example, through consistently strengthening its ties with the Association of Southeast Asian Nations (ASEAN) trade bloc including regular ASEAN-Russia summits since 2005, and a pending petition for membership in the East Asia Summit. In 2012 Russia will host the Asia-Pacific Economic Cooperation (APEC) summit in Vladivostok. However the far-out possibility of military seizure or outright sale—as Russia did long ago with nearby Alaska—cannot be ruled out. Just as I once learned in school about the U.S. Alaska Purchase of 1867, perhaps one day schoolchildren in Beijing and Moscow will be reading about the Yuandong Purchase of 2044. If either of these things happens, the economic opening of the Russian Far East, spurred by the demand of Asian markets for its abundant natural resources, would not be far behind.


 Blue Oil 
Demographic models tell us that billions of new people are coming around the hot, dry southern latitudes of our planet, places water-stressed today that will be even more stressed in the future. With a few notable exceptions the water-rich North, in contrast, is expected to become even wetter. Given this obvious mismatch, might northern countries one day sell their water to southern ones?
The idea is not crazy. International bulk water sales have been popping up elsewhere, for example from Lesotho to South Africa and from Turkey to Israel. Indeed, Turkey built a $150-million water export facility at the mouth of the Manavgat River to sell water to regional buyers by tanker.520 A French company is considering an underground canal to send Rhône River water from France to Spain.
The most ambitious example of all is in China, where a massive, decades-long reengineering of its river networks to shunt water from its wet south to the parched north is now under way. This “South-to-North Water Diversion” megaproject will link together four major drainage basins and build three long canals running through the eastern, central, and western parts of the country. Its costs will include at least USD $62 billion—more than three times the cost of China’s Three Gorges Dam—the relocation of three hundred thousand people, and many negative environmental impacts. When finished, the amount of water artificially transferred from south to north each year will total more than half of all water consumption in California.521
Might another megaproject emerge to redirect water from north to south, say from Canada to the United States, or from Russia to the dry steppes of central Asia? There are certainly some precedents, and not just the one going on now in China. The last century saw the construction of many major engineering projects in the Soviet Union and North America, including two huge schemes to transfer water from one drainage basin to another: Canada’s James Bay Project for hydropower, and California’s State Water Project, a massive system of canals, reservoirs, and pumping stations to divert water from the northern to southern ends of the state.
Most audacious of all were two megaprojects designed in the 1960s but never built. Both proposed the massive use of dams, canals, and pumping stations to replumb the hydrology of the North American continent and shunt its water from north to south. They were the North American Water and Power Alliance (NAWAPA), proposed by the Ralph M. Parsons engineering company in Pasadena, California (now Parsons Corporation); and the Great Recycling and Northern Development (GRAND) Canal, proposed by a Canadian engineer named Tom Kierans.
NAWAPA was colossal in scale. It proposed redirecting north-flowing rivers headed to Alaska and northern Canada into the Rocky Mountain Trench—thus forming a giant inland sea—then pumping the water south through connections linking all of the major drainage basins of western North America and the Great Lakes. Flows in the Yukon, Peace, and other distant northern rivers could end up in the Great Lakes, California, or Mexico.
NAWAPA’s price tag and ecological damages were immense. Reviled by environmental groups and most Canadians, and with an estimated cost of $100 to $300 billion in 1960s dollars,522 this grandiose plan did better at attracting media attention than financial backing. But NAWAPA firmly planted the idea of massive north-south water transfers in the minds of generations of engineers and politicians. A half-century later, it continues to inspire revulsion, awe, and smaller spin-off project concepts.
The second immense north-south water scheme of the 1960s, the GRAND Canal, continues to have its advocates today. Its idea is to build a dike across James Bay (the large cove at the southern end of Hudson Bay, see map on p. ix), thus retaining runoff from this lowland’s many north-flowing rivers prior to their entering the ocean. The enclosed part of James Bay would become a giant freshwater lake, and its water then pumped back south again toward Lake Huron.
The GRAND Canal plan’s inventor, Tom Kierans, now in his nineties, remains its tireless proponent. He points out that the only place the project would deprive of water is Hudson Bay, a brackish sea overwhelmed by jellyfish. Every now and then the plan is resurrected by Canadian politicians.523 But with a current estimated cost of USD $175 billion—not to mention many environmental impacts and a local climate change over the region524—its revival seems distant, at least for now.
Smaller projects in the same area, like the very recently proposed “Northern Waters Complex” concept525 (see maps on pp. viii-xi), could realistically win support sooner. This particular plan is to impound seasonal floodwater from three north-flowing rivers, temporarily inundating about eleven hundred square kilometers of land before pumping it south again. According to its proponents, the Northern Waters Complex would cost only USD $15 billion, could be finished by 2022, and would generate $2 billion annually in hydropower and perhaps another $20 billion annually in water sales. With economic incentives like these, the great sucking sound from the United States could start sounding better to many Canadians.
Giant water projects cause significant environmental damage and are no longer popular in either the United States or Canada. In fact, the American trend today is to remove dams, not build them. But smaller-scale water exports can happen with pipelines, tanker ships, and bottling plants. The Great Lakes, fronted and shared by both countries, can be replenished at one end and decanted from another, for example at the Chicago Diversion. In his book The Great Lakes Water Wars, author Peter Annin describes how Great Lakes governors and premiers—fearing the specter of long, greedy straws coming at them from the American Southwest—are engaged in a flurry of cooperative lawmaking, hoping to barricade themselves against future water diversions out of the region.
An open question—one feared by many environmentalists—is whether Canada could in fact become obligated to sell bulk water to the United States and Mexico under NAFTA, the North American Free Trade Agreement. Unlike oil, the much more controversial issue of water was deliberately left unaddressed during the writing and ratification of this treaty. Legal scholars point out that if even one province, say Quebec, were to start selling bulk water to the United States, it could establish legal precedent, thus committing Canadian water providers to sell to U.S. or Mexican customers as well as their own. In such a world, North America would grow accustomed to buying not only oil, but also water, from its northernmost country.
Most Canadians oppose the idea of becoming water purveyors to the United States, although their provincial governments are generally more open to the idea. Alongside environmental concerns, Canada suffers water shortages of its own. A water-rich country on paper, most of its uncommitted surplus lies in the far north, flowing over thinly populated permafrost to the Arctic Ocean or Hudson Bay. The south-central prairies are prone to drought, with spotty rainfall and heavy reliance on a few long, oversubscribed rivers fed by distant melting snow and glaciers. If any future megaprojects arise to divert water from northern Canada to the United States, a cut will likely go to southern Canada.
One place where we could well see the resurrection of a massive twentieth-century water-transfer idea by 2050 is in Russia. Siberia’s mighty rivers, flowing untouched to the Arctic Ocean, have long been contemplated as a potential water source for the dry steppes and deserts of central Asia. In the 1870s, tsarist engineers noted the favorable, if long, topographic gateway linking wet western Siberia with the Aral-Caspian lowland, in what is now Kazakhstan and Uzbekistan. By the 1940s the Soviet engineer M. M. Davydov had drawn up a grand plan for north-south water transfers out of western Siberia, complete with canals, pumping stations, and the creation of a giant inland lake that would have inundated the same area that is plastered in oil and gas wells today.
From the late 1960s to the early 1980s the USSR studied, revised, and finalized a scaled-down version of Davydov’s plan. The idea was to tap Siberia’s mighty Ob’, Irtysh, and Yenisei rivers using a 2,544-kilometer-long canal to irrigate cotton fields around the Aral Sea (see map on page xii). Diversion of the Aral’s feeder rivers was already careening the region toward the desiccated disaster it is today. By 1985 the canal’s route had been surveyed and the first work crews arrived in Siberia to commence the “project of the century,” known by then as “Sibaral” (short for Siberia to Aral Sea Canal).526 But then, the new Soviet leader, Mikhail Gorbachev, abruptly halted the project in 1986, citing a need for further study of Sibaral’s environmental and economic impacts. Nothing further happened and when the Soviet Union collapsed, the project, after decades of planning, was abandoned.
Today, Sibaral continues to rear up from the grave with surprising regularity. The megaproject is more politically awkward than before because six sovereign countries—Russia, Kazakhstan, Turkmenistan, Uzbekistan, Kyrgyzstan, and Tajikistan—are now involved instead of one. However, all five former Soviet republics want Sibaral to happen and continue to clamor for it.
Support for this in Russia is mixed. In 2002 Moscow’s mayor, Yuri Luzhkov, wrote a letter to President Vladimir Putin urging the plan’s revival, citing destabilization of Central Asia over water shortages and the specter of refugees pouring across the Russian border. Russia’s deputy minister of natural resources also wrote support for the plan.527 By 2004 Luzhkov was stumping the project in Kazakhstan; and the director of Soyuzvodproject, a government water agency, said they were assembling archived project materials from more than three hundred institutes in order to revisit and revise the old plans. Most Russian scientists are opposed to Sibaral but some note that reducing river runoff to the Arctic Ocean could slightly mitigate the anticipated weakening of the North Atlantic thermohaline circulation described earlier in this chapter.528 Modeling studies are needed to confirm or disprove this hypothesis, but if correct, Sibaral could conceivably win the support of environmental groups worried more about global climate change than ecological damages in Siberia.
It remains to be seen if China’s ongoing South-to-North Water Diversion will rekindle humanity’s past passion for massive water projects. Given the enormous obstacles—financial, environmental, and political—I am skeptical that any of these north-to-south water transfer megaprojects will materialize by 2050. But of the ones described here, Sibaral is the most developed. Central Asia is getting very, very dry, and its population is growing. Unlike the North American schemes, something about this project refuses to die. Despite serious likely environmental damages, it really could happen one day.
Regardless of whatever water engineering schemes are or are not undertaken by 2050, one thing remains clear. When it comes to water, the NORCs will be the envy of the world.


CHAPTER 10
The New North
Within hours after the CCGS Amundsen docked at Churchill, my life had changed completely. After months of railroads through desolate boreal forest, long empty coastlines, and the cold salt air of Hudson Bay, I sank back into the smog-choked din of my sweating desert megacity. It was familiar but surreal, exhilarating but perturbing, all at once—in short, the typical reaction most Arctic scientists have at summer’s end when they migrate from north to south, like overeducated birds, to reintroduce themselves to society.
What makes coming home so jarring, compared to other returns from other exotic places—isn’t simply culture shock. It’s human shock, seeing so many people again after dwelling in a place so empty of them. Even Iowa farmlands seem crowded after one has steamed for days along the Labrador coast or flown hundreds of miles overland, seeing virtually no trace of humans. To experience true northern solitude is both spooky and thrilling, like being time-warped to another planet without us. The question is how many more years things will remain like this.
The number of people wishing to visit, exploit, or simply become informed about the Arctic grows larger every year. The count of prospective students contacting me to pursue graduate degrees has leapt from none to dozens per year. At annual conventions of the American Geophysical Union, research presentations about the Arctic now overflow giant convention halls where before there was a tiny room of lifers talking only to each other. Some ten thousand scientists and fifty thousand participants from sixty-three countries participated in the 2007-2o09 International Polar Year.
Research and development spending is rising too. The U.S. National Science Foundation alone now funnels nearly a half-billion dollars annually toward polar research, more than double what it did in the 1990s. I wish that this trend meant winning a research grant was half as hard, but with so many new young scientists around, they are more competitive than ever. Global investments in the International Polar Year totaled some USD $1.2 billion. NASA and the European Space Agency are developing new satellites to map and comprehend the polar regions as never seen before. NASA’s investment alone will likely reach USD $2 billion by the middle of this decade.529
Thanks to heavy media coverage, images of drowned polar bears, bewildered Inuit hunters, and satellite maps of shrinking sea ice are now commonplace in people’s minds. In a remarkably short span of years these phenomena have changed the world’s perception of the Arctic from unconquerable ice fortress, to militarized zone buffering two nuclear superpowers, to frail ecosystem on the verge of collapse (or business bonanza, depending on one’s point of view). A place perceived as a maritime graveyard and killer of men even into the 1980s is now perceived as dissolving into a frontier ocean, laden with natural-resource riches for the taking. With so few actual Arctic residents around to protest these frames, all of them have been freely cemented into public consciousness by the words and images of their times.
On the following page, the image on the left reflects the height of the Arctic exploration craze in the late nineteenth and early twentieth centuries. The one on the right is a popular stock photo currently circulating on many climate-change Web sites and blogs. Both portray the same geographic location—the Arctic Ocean—but to very different effect. At left (Abandonment of the Jeannette, circa 1894) it is a darkly foreboding place, deadly and impregnable. At right (The Last Polar Bear, circa 2009) it is a place of sunny skies, an alluring glass-calm sea, and a magnificent animal doomed to extinction.
Both are stylized, of course. The craggy spires ensnaring the Jeannette more closely resemble alpine mountains than sea ice; upon magnification, shadow angles and other subtle details in the photo reveal that the polar bear has almost surely been digitally inserted. Each has its own message it is trying to advance. But stylized or not, it is images like these that powerfully reflect—and shape—the perceptions of their times. And, as any good advertising executive knows, when it comes to spending money, perception is everything.

Frames of the Arctic: (Left) impregnable killer of ships and brave men, ca. 1894; (Right) imperiled ecosystem or business bonanza, depending on one’s point of view, ca. 2009.
In the nineteenth and early twentieth centuries, explorer accounts of glorious adversity shadowed by death persuaded urban donors around the world to loosen their wallets and fund expeditions to the Northwest Passage and North Pole. During World War II and the Cold War, fears of Japanese invasion, atomic bombs, and communist ideology loosened enormous national expenditures of blood and treasure to essentially open up the North for the first time. Today, scientists, through USGS oil and gas assessments and climate model projections, are convincing governments and investors that the region is a place of rising strategic value that is opening for business. And history tells us, when it comes to human decisions about spending money, this growing perception is as equally important—perhaps even more important—as the climate changes themselves.
Viewed in this light, disappearing sea ice in the Arctic Ocean is profound—but so also are the decisions of NORC governments to begin military exercises there, to start buying frigates and F-35 fighter jets, or to commit to the long and costly process of filing UNCLOS claims to its seafloor. Thawing permafrost is profound—but so also are the business decisions of private capital to snap up Canada’s northernmost railroad and port of Churchill, to buy USD $2.8 billion in Arctic offshore energy leases, and to begin developing specialized LNG tanker ships and platforms for offshore drilling in icy environments.530
Environmental groups around the world, horrified at the prospect of an entire ecosystem going extinct, are raising money for, and awareness of, the Arctic. And unlike most other fields of geoscience, when yet another polar ice shelf crumbles the news media actually reports on it. My colleagues and I routinely field reporters’ questions on subjects, like soil carbon storage in permafrost, once relegated to the dusty bin of academic obscurity.
All of this publicity has spurred a massive increase in tourism to the area. In 2004 more than 1.2 million passengers traveled to Arctic destinations on cruise ships. Just three years later the number more than doubled; by 2008 there were nearly four hundred cruise ship arrivals in Greenland alone.531 Many passengers cite the desire to “see the Arctic before it’s gone” as motivation for the pricey tickets. And while a liquid Arctic won’t arrive anytime soon, the new tourism companies, port-of-call businesses, and other new stakeholders springing up to meet this demand will.
This tide of interest in the Arctic is being spurred by the dramatic climate-change impacts that are happening there. They are recasting the world’s perception of what the place is. By transforming its frame from empty fortress to ecological catastrophe, from military theater to business opportunity, climate change is triggering yet another powerful feedback loop in the region, a distinctly human one, that will transform it in very tangible ways. For the region’s development, its perceived strategic value, and its ties and economic linkages to the rest of the world, this may prove the most profound feedback of all.
But does a thawing Arctic deserve all of this hype? I myself travel often to this remarkable area to study the torrid pace of climate change there. But as we’ve seen, climate is but one of four global forces driving this story of change. Furthermore, the Arctic proper (northward of the Arctic Circle, approximately 66°33’ N latitude) is actually tiny relative to the outsized attention it enjoys with news media, science funding agencies, commonly used map projections, and the public imagination. Only 4.2% of the planet’s surface and 4.6% of its ice-free land (meaning not buried under glacial ice) lies north of this parallel, nearly all of it treeless, deeply frozen in permafrost, and plunged into polar darkness for much of the year. North of the 45° N parallel, however, we find 15% of the planet’s surface area and a whopping 29% of its ice-free land.532 While the Arctic is unique, extreme, and home to remarkable people, it also drags the spotlight away from the vaster NORC areas to the south. With their greater land area, population, biological productivity, and economic clout, it is these much larger regions—together with their Arctic hinterlands—that form the heart of a New North, a place of rising world interest and human activity in the twenty-first century.
By a more generous definition,533 the “Arctic” contains some twelve million square kilometers, four million people, and an economy of USD $230 billion per year. Those numbers are surprisingly large to most people. However, that entire GDP is less than one-half of the annual U.S.-Canada trade figure alone. Relative to the total NORC geographic area, population, and economy its numbers are dwarfed, even after restricting U.S. participation to the northernmost states.534 Even using this narrower geographic definition of NORC members, they collectively control some thirty-two million square kilometers, a quarter-billion people, and a $7 trillion economy. Such a bloc, if so measured, would represent the world’s fourth-largest economy behind the BRICs (Brazil, India, Russia, and China, $16.4 trillion), the European Union ($14.5 trillion), and the United States in its entirety ($14.3 trillion). Its population would approach that of the entire United States, its land area more than triple that of China. Viewed in this way, the NORCs are an impressive collective (see table on following page).
Unlike the European Union or United States of America the NORCs are not, of course, a formal alliance or free-trade bloc. However, the previous chapters reveal numerous connections among these countries that go well beyond the obvious geographic ones. Nearly two decades after NAFTA the economic and cultural embrace between Canada and the United States is arguably stronger now than at any other time in their history. It will clench even tighter if oil production from the Alberta Tar Sands (and possibly water exports someday) rises as projected. Despite memberships in the EU, Sweden and Finland feel greater cultural and economic kinship to Iceland and Norway than to Italy or Greece. Since the 1990s, even cantankerous Russia has been forging ties with its NORC neighbors, including participation in the Arctic Council, healthy trade with Finland, the Ilulissat Declaration, an expressed desire to open a shipping lane to Canada’s port of Churchill, and an orderly filing of seafloor claims under UNCLOs Article 76. The NORCs collaborate constantly on issues of fisheries, environmental protection, search-and-rescue, and science. They share peaceful, stable borders that count among the friendliest in the world. Aboriginal groups like the Inuit and Sámi both identify and organize across national borders. Among these eight NORC countries, I see many more ties and similarities than say, among the BRICs, or even many countries of the European Union.
Gross Domestic Product, Land Area, and Population of NORCs versus Other Major World Economies

The foundations of this New North run far south of the Arctic Ocean, to global immigrant destinations in Toronto and natural gas markets in Western Europe. They are laid by the global forces of demographics, natural resource demand, globalization, and climate change—together with lesser actors like the shipping industry, UNCLOS, and aboriginal land claims agreements. A broad set of “push” and “pull” forces—physical, ecological, and societal—are set in motion. The changes will unfold along the preexisting bones of geography and history, the legacy of past political decisions, the birth rates and migrations of people. They will be constrained by physical realities like the continental effect, sea ice, thawing ground, and an uneven distribution of natural resources. In many ways, this coming-of-age for a new geographic region is just business as usual in the history of the world. But unlike past human expansions it will probably be orderly, bearing little resemblance to the violence and genocides so common in the past.

In many ways, the New North is thus well positioned for the coming century even as its unique ecosystem is threatened by the linked pressures of hydrocarbon development and amplified climate change. But in a globally integrated 2050 world of over nine billion people, with mounting megatrends of water stress, heat waves, and coastal flooding, what might this mean for motivating renewed human settlement of the region? Extending the thought experiment further, to what extent might a wet, underpopulated, resource-rich, less bitterly cold North promise refuge from some of the bigger pressures described in the first four chapters of this book?
If Florida coasts become uninsurable and California enters a Perfect Drought, might people consider moving to Minnesota or Alberta? Will Spaniards eye Sweden? Might Russia one day, its population falling and needful of immigrants, decide a smarter alternative to a 2,500-kilometer-long Sibaral canal is to simply invite former Kazakh and Uzbek cotton farmers to abandon their dusty fields and resettle in Siberia, to work in the gas fields?
Such questions demand consideration of what makes civilizations work in the first place. In his book Collapse, my UCLA colleague Jared Diamond scours human history to ask the question of why civilizations fail. By studying past collapses like Easter Island and Rwanda, and close calls, like eighteenth-century Japan, he identifies five key dangers that can threaten an existing society. In no particular order, they are self-inflicted environmental and ecosystem damage, loss of trading partners, hostile neighbors, adverse climate change, and how a society chooses to respond to its environmental problems. Any one of these, Diamond argues, will stress an existing settlement. Several or all combined will tilt it toward extinction.
Turning the question around, what causes new civilizations to grow? My approach suggests that first and foremost will be economic incentive, followed by willing settlers, stable rule of law, viable trading partners, friendly neighbors, and beneficial climate change. No one of these alone is enough to spawn a major new settlement, but several or all combined might tilt one into existence, or encourage existing outposts to grow.
At first blush all eight NORC countries fulfill these requirements to some degree. Save Russia, they rank among the most trade-friendly, economically globalized, law-abiding countries in the world. Whether a boon or a curse,535 they control a valuable array of coveted natural resources. Already, they enjoy more petitions from prospective migrants than they can or will absorb. Media hype about Arctic scrambles notwithstanding, they are friendly neighbors. Their winters will always be frigid, but less bitterly so than today. Biomass will press north, including some increased agricultural production in contrast to the more uncertain futures facing much larger agricultural areas to the south.
Already the NORCs possess a sprinkle of sizable settlements from which to grow. Their biggest hubs, like Toronto, Montreal, Vancouver, Seattle, Calgary, Edmonton, Minneapolis-St. Paul, Ottawa, Reykjavík, Copenhagen, Oslo, Stockholm, Helsinki, St. Petersburg, and Moscow are growing fast and attract many foreign immigrants today. Smaller destination cities include Anchorage, Winnipeg, Saskatoon, Quebec City, Hamilton, Göteborg, Trondheim, Oulu, Novosibirsk, Vladivostok, and others. Some truly northern towns that might grow in a New North include Fairbanks, Whitehorse, Yellowknife, Fort McMurray, Iqaluit, Tromsø, Rovaniemi, Murmansk, Surgut, Novy Urengoy, Noyabr’sk, Yakutsk, and others. The ports of Archangel’sk, Churchill, Dudinka, Hammerfest, Kirkenes, Nuuk, Prudhoe Bay, and others are poised to benefit from increased exploration and shipping activity in the Arctic Ocean.
Fueled by West Siberian hydrocarbons, Noyabr’sk and Novy Urengoy—brand-new cities that did not even exist until the early 1980s—are now up to a hundred thousand people apiece. Canada’s Fort McMurray is the fat tick of the Alberta Tar Sands, feeding on bitumen and water like Las Vegas feeds on gamblers. Its population boom, closing in on a hundred thousand within the decade, is probably just the beginning. Covering an area roughly the size of Bangladesh, this vast plain of tar-soaked dirt is thought to hold 175 billion barrels of oil, second only to Saudi Arabia and 50% more than Iraq. Despite devastating environmental damages, tar sands development is fast proceeding and by 2040 is projected to produce ten times more oil than Alaska’s North Slope does today.
Cities are key to the New North because the NORCs—like everywhere else—are rapidly urbanizing. Even in the remote Arctic and sub-Arctic, people are abandoning small villages or a life in the bush to flock to places like Fairbanks and Fort McMurray and Yakutsk. Tiny Barrow, Alaska—a metropolis by Arctic standards—is absorbing an influx of people from remote hamlets across the North Slope. Paired with reduced winter road access and ground disruptions from thawing permafrost, this urbanization trend suggests abandonment of large tracts of remote continental interiors. These lands will remain wild even as the oceans become busy. It is not unreasonable to suppose that one day people will visit them not to hunt or live on, but as global tourists wishing to see the last great wilderness parks left on Earth.
Ultimately, this question of future population expansion boils down to economic opportunity, demographics, and willing settlers. All of the NORC urban cores offer diverse global economies and attract large numbers of immigrants, offsetting their aging populations and falling domestic fertility rates. However, the Russian Federation faces sharply falling population, low aboriginal birth rates, and a generally hostile attitude toward foreigners. The Nordic countries are growing but slowly, have tiny aboriginal populations, and while generous to foreign immigrants are culturally resistant to the notion of throwing open their doors to millions more. Only Canada and the United States absorb large numbers of immigrants while also having substantial, fast-growing domestic aboriginal populations. Canadian policies favor admitting qualified workers above all else, benefiting her skilled labor force especially in southern cities. Her rising aboriginal population is fueling growth in remote northern towns as well. Canada continues to integrate economically and culturally with the United States, where nearly one hundred million more people will be living by 2050. These powerful trends are but three reasons why I have begun socking away Canada-region mutual funds in my retirement plan. After all, I need to be proactive: With a graying planet, the probability that a comfortable taxpayer-funded pension will be waiting for me is slim.
But outside the cities and towns it’s hard to attract new settlers, especially in the NORC countries’ Arctic hinterlands. With four million people and a gross domestic product slightly larger than Hong Kong’s536 the circumpolar Arctic holds a bigger population and economy than most people realize, but both are still fleetingly small. For example, with just fifty-seven thousand people and $2 billion GDP per year, Greenland’s population and economy are 1% of Denmark’s. Furthermore, the mainstay of the Arctic economy is simply exporting raw commodities like metals, fossil fuel, diamonds, fish, and timber. Public services comprise the second-largest sector, followed by transportation. Tourism and retail are significant only in a few places. Universities are rare, and manufacturing extremely limited except for a robust electronics industry in northern Finland around the city of Oulu (Nokia is one of the better-known companies operating there). Thus, unlike the southern NORC cities, the Arctic economy is a restrictive blend of resource-extraction industries and government dollars, with an underskilled and undereducated workforce.
With few exceptions most of these natural resource profits leave the far North, creating an apparent “welfare state” situation in which NORC central governments prefer to deeply subsidize public services rather than surrender these profits to local taxation. Career choices are limited and although salaries are high, so also is the cost of living. One can expect to pay $250 per night for a cheap hotel room and $15 for a cheeseburger in an Arctic town. Gas pipelines and diamond mines generate enormous wealth but most of this revenue flows south (or west, in Russia), controlled by an array of private, multinational, and state-owned actors and central governments. In North America, much of what’s left is now controlled by aboriginal-owned business corporations and/or regulated through comprehensive land claims agreements. Northern Transportation Company Limited, Canada’s oldest Arctic marine operator, whose vice president, John Marshall, so kindly showed me around the shipyard in Chapter 6, was bought by two such corporations in 1985 and is now 100% aboriginal-owned.537
Put simply, the Arctic is not an easy place for fresh arrivals and business start-ups outside of a narrow range of activities. Add to all this the infernal cold and darkness of the polar winter, followed by the steaming heat and billions of mosquitoes of the polar summer, and we see the Arctic is not and will never be a big draw for southern settlers. Even the sub-Arctic boom cities of Fort McMurray, Noyabr’sk, and Novy Urengoy must recruit heavily to attract enough foreign workers. While Arctic settlements will grow with the region’s rising energy, mining, and shipping base, its fast-growing aboriginal population (in North America), and the ongoing urbanization trend, it’s hard to imagine big new cities spreading across it by 2050 or even 2100.
Instead, a better envisioning of the New North today might be something like America in 1803, just after the Louisiana Purchase from France. It, too, possessed major cities fueled by foreign immigration, with a vast, inhospitable frontier distant from the major urban cores. Its deserts, like Arctic tundra, were harsh, dangerous, and ecologically fragile. It, too, had rich resource endowments of metals and hydrocarbons. It, too, was not really an empty frontier but already occupied by aboriginal peoples who had been living there for millennia.
Like the New North, the American West presented a strong geographic gradient in terms of attractiveness for settlement, varying roughly with longitude instead of latitude. East of the Rocky Mountains, across the Great Plains and into Texas (then part of Mexico), there was sufficient rain to have a go at dryland farming, but not farther west in the harsher landscapes of what are now Arizona, Nevada, Utah, New Mexico, and California. What drew settlers there were gold and silver, culminating in rushes to California in 1849 and to Nevada a decade later. These metal rushes populated the American West just as tar sands and natural gas are doing today in Alberta and West Siberia, and as offshore finds might one day populate port towns along the shores of the Arctic Ocean.
Just as Mexico once ceded what is now all or partly Arizona, California, Colorado, Nevada, New Mexico, Texas, and Wyoming to the United States in the 1848 Treaty of Guadalupe Hidalgo, perhaps one day the Russian Federation will cede its Far East to the People’s Republic of China. One shining difference is that we are unlikely to reexperience brutality toward northern aboriginals, unlike the forced displacement and genocide of American Indians throughout the settlement and expansion of the United States. Indeed, in Alaska, northern Canada, and Greenland, aboriginals are poised to lead the way.
Flying over the American West today, one still sees landscapes that are barren and sparsely populated, looking not much different now than they did then. Its towns and cities are relatively few, scattered across miles of empty desert. Yet its population is growing, its cities like Phoenix and Salt Lake and Las Vegas humming economic forces with cultural and political significance. This is how I imagine the coming human expansion in the New North. We’re not all going to move there, but it will become integrated into our world in some very important ways.
I imagine the high Arctic, in particular, will be rather like Nevada—a landscape nearly empty but with fast-growing towns fueled by a narrow range of industries. Its prime socioeconomic role in the twenty-first century will not be homestead haven but economic engine, shoveling gas, oil, minerals, and fish into the gaping global maw. These resources will help to supply and grow cities around the world, as described in Chapter 2. Its second important role is innovative social experimenter with aboriginal home rule, through still-evolving power devolutions in northern North America and Greenland. These new societies will inspire other marginalized groups around the world, even as their ecosystems and traditions are decimated by some of the most extreme climate changes on Earth.

Many of the transformations I’ve presented in this book are negative, and most that are positive exact a toll someplace else. And as painfully demonstrated by the 2008-09 economic contraction, in a globally integrated world, even “winners” suffer pain from the losers. More hydrocarbon development risks not just local damages to northern ecosystems, but global damages through still more greenhouse gases released. For most NORC residents, the downside of milder winters is more rain instead of snow, making them dark, wet, and depressing; while farther north it means conversion of land that is barely livable to land that is hardly livable. The 23.5° tilt in the Earth’s axis of rotation commands that there will always be darkness and cold at high latitudes, even if climate warming causes Februaries in Churchill to warm up to Februaries in Minneapolis.
The identified trends have strong inertia, but none are inevitable. The projections of computer models are not edicts, but bent by social choices. Africa’s violent cities can be changed. Even the four global forces of demographics, resource demand, globalization, and climate change, being human-generated, must—by definition—lie within human control. And through personal choices, everyone has the ability to shape the perceptions and choices of others. Recent studies, using public data posted on Facebook, have shown that individual actions disseminate unexpected influence over strangers by blazing quickly and deeply through extended social networks. Put simply, a surprising number of one’s personal decisions are swayed not deliberately by an advertising billboard, but unintentionally by an unknown friend of a friend of a friend. So each day, by choosing the red pill or blue, we also shape the actions of others. And in turn, the course of history.
To me, the old debates of Malthus and Marx, of Ehrlich and Simon, miss the point. The question is not how many people there are versus barrels of oil remaining, or acres of arable land, or drops of water churning through the hydrologic cycle. The question is not how much resource consumption the global ecosystem can or cannot absorb. It’s moot to wonder whether the world should optimally hold nine billion people or nine million, colonize the sea, or all move to Yakutsk. No doubt we humans will survive anything, even if polar bears and Arctic cod do not. Perhaps we could support nine hundred billion if we choose a world with no large animals, pod apartments, genetically engineered algae to eat, and desalinized toilet water to drink. Or perhaps nine hundred million if we choose a wilder planet, generously restocked with the creatures of our design. To me, the more important question is not of capacity, but of desire: What kind of world do we want?
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